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Brane inflation is a natural cosmic inflation scenario from string theory. Explicitly constructed brane inflation models enable us to probe string theory using cosmological data. This is an exciting area where observations make contact with fundamental physics at or around the string scale.

In this work, I review the basic setup of warped brane inflation models, discuss how novel kinetic term, the Dirac-Born-Infeld (DBI) action, naturally arises and what inflaton potential string theory gives us. Depending on the magnitude of the inflaton mass relative to the Hubble scales, there are three different scenarios: the slow-roll scenario, the Ultraviolet DBI scenario, and the Infrared DBI scenario. I will review each scenario in detail, and discuss their predictions on the cosmic microwave background (CMB) sky. Some predictions, such as primordial non-Gaussianities, are so distinctive, that if detected in the foreseeable future, will reveal the nature of cosmic inflation in great detail. In fact, as we will show, current observational bounds on non-Gaussianity is already powerful enough to rule out Ultraviolet DBI inflation in the relativistic regime. Some predictions have very stringy natures. Such as the stringy phase transition during the early stage of Infrared DBI inflation that leads to significant running of the spectral index, and the sharp features in the warp factor as a gravity dual of Sieberg duality cascade. All these observable features opens the door for cosmological observations to test the nature of the theory. In this work, we will present cosmological data analysis which constrain specific brane inflation models in great detail.

Aside from the observational prospects, we will also discuss the conceptual issue
of eternal inflation in brane inflation scenarios. It is generically believed that eternal
inflation is unavoidable in field theory inflation models; however, string theory offers
new insights. As we will show, a bound on the inflaton field range from the size of
the compactified manifold forbids stochastic eternal inflation in the slow-roll scenario.
Eternal inflation in the DBI scenarios are also not generic, either due to the relativistic
motion of the brane or due to the stringy phase transition at the tip of the throat.

The last chapter of the work discuss our recent efforts in building inflation models on
the string landscape. It is now widely accepted that string theory allows an enormous
number of vacua. In the early universe, if the inflaton field is mobile in the landscape, the
resulting cosmic inflation picture is quite different from usual points of view. Here we
expect a multi-dimensional inflaton potential with random features. Such randomness
in the potential causes the inflaton to undergo Brownian-like motion; the detours always
increase the number of e-folds, ameliorating the fine tuning of a flat potential in slow-
roll model building. Meanwhile, detours lead to fluctuations in the primordial power
spectrum, which could show up in the CMB power spectrum. If we are fortunate, the
PLANCK satellite will be able to reveal some of these features for us.

We will conclude this work with summaries and remarks on future research.
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CHAPTER 1
INTRODUCTION

The last decade of the twentieth century has been an era where precise cosmological observations reveal the nature of our universe in great details. It is generally believed that our universe was hot and dense in the primordial era; the energy in the radiation drives the expansion of the universe; and the temperature of the universe gradually cools down as the universe expands. This is the Big-Bang scenario, which is strongly supported by the detection of cosmic microwave background radiation, the relics from the early hot universe. The abundances of light elements also strongly indicate that the universe was hot while these elements were formed. However, standard Big-Bang theory cannot explain why our universe is so flat, so homogeneous and so isotropic. These questions can be answered if the universe before the Big-Bang went through a period of accelerated expansion, cosmic inflation, after which the universe is dynamically made flat, homogeneous and isotropic. Meanwhile, inflation also provides the quantum origin of structures in our universe, by seeding the initial inhomogeneities that later grow into galaxies and clusters. Albeit the success of cosmic inflation in solving cosmological problems, the theoretical underpinning of inflation is still not clear more than twenty years after its invention. Cosmological observations suggests that cosmic inflaton happens at an energy scale not too far below the Planck scale, where the quantum gravity effect is large. Therefore, superstring theory, as a complete framework to treat quantum gravity, becomes an ideal theoretical tool to study the inflationary era. Meanwhile, cosmological observation could provide the experimental probe of superstring theory. If we are fortunate, some stringy features may show up in a distinctive fashion on the sky,
providing the smoking-gun signatures of superstring theory.

1.1 Brane Inflation from String Theory

The standard Big-Bang cosmology is fantastically successful at explaining the thermal history of the observed universe. However, there remain key conceptual puzzles if we inspect the standard Big-Bang theory closely.

Observations of the cosmic microwave background (CMB) suggests the existence of temperature correlations over distances on the sky that corresponded to super-horizon scales at the time the CMB was released (last scattering). In fact, standard Big-Bang theory predicts that causally connected regions on the last scattering surface correspond to only an angular separation of 1° on the sky. The fact that CMB temperature is nearly the same to one part in $10^5$ in all directions \cite{2,3} leads to the Horizon Problem: if two points were never in causal contact before last scattering, there is no way to establish thermal equilibrium between them.

CMB observations also suggest that our universe is extremely flat today; the curvature density fraction (relative to the critical density) $\Omega_k \sim \delta (0.01)$ \cite{4}. However, the curvature density decreases as we go back in time. $\Omega_k \sim 0.01$ today implies that $\Omega_k \sim 10^{-60}$ at the beginning of radiation domination; or $\Omega_k \sim 10^{-20}$ at the epoch of Big-Bang Nucleosynthesis (BBN). In order to have the correct value of $\Omega_k$ today, standard Big-Bang theory requires us to fine tune $\Omega_k$ at early times to be extremely close to zero. This is the Flatness Problem.

The inflationary epoch \cite{1} solves the flatness and horizon problem in a beautiful way. During inflaton, the Hubble scale is almost constant, so that

$$\Omega_k = \Omega - 1 = \frac{k}{a^2 H^2} \propto \frac{1}{a^2}.$$ 

To set the initial value of $(\Omega - 1)$ at the beginning of the radiation-dominated phase to
\( \sim 10^{-60} \), we require that during inflation
\[ \frac{|\Omega - 1|_{t_f}}{|\Omega - 1|_{t_i}} = \left( \frac{a_i}{a_f} \right)^2 = e^{-2N}. \] (1.1)

Taking \(|\Omega - 1|_{t_i}\) of order unity, it is enough to require that \(N \approx 60\). If the early universe went through a period of accelerated expansion for at least 60 \(e\)-folds, i.e., the scale factor grows by at least a factor of \(e^{60}\), we will be able to drive \(\Omega_k\) sufficiently close to zero that we still observe it near zero today.

Furthermore, during inflation, the physical wavelength grows faster than the horizon; fluctuations are hence stretched outside the horizon during inflation and re-enter the horizon at late times. Super-horizon scales on the last scattering surface were in fact inside horizon before inflation. Therefore, the uniformity of CMB temperature can be explained by causal micro-physics. In addition to solving the horizon and flatness problems, inflation also helps to remove all the dangerous defects, especially magnetic monopoles, from phase transitions in the early universe; these monopoles, if present today, will close our universe. A bonus we get from inflation is that quantum fluctuations during inflation provide seeds for large scale structure formation, linking cosmological observations today to physics in the primordial universe.

Cosmological observations have yielded striking evidence for an inflationary epoch in the early universe. However, to date, there is still no compelling theoretical underpinning for inflation. In the field theory context, the most studied realization of cosmic inflation is the slow-roll scenario \([5, 6]\), in which inflation is driven by a scalar field slowly rolling down a flat potential. Because the potential is extremely flat, enough inflation can be achieved to solve the horizon problem. Furthermore, the spectrum of primordial quantum fluctuation is nearly scale invariant and Gaussian. Slow-roll inflationary scenarios confront cosmological observations via two observables \([2, 4]\).

1. The amplitude of the density perturbation or temperature fluctuations in the cosmic microwave background (CMB) as measured by COBE \(\delta_H \sim 10^{-5}\) and WMAP
$A_S \sim 10^{-9}$ (The two different normalization is related by $A_s = 25\delta H^2 / 4$.)

2. The spectral index of the scalar power spectrum $n_S \approx 0.96$ ($n_S = 1$ for exactly scale invariant power spectrum)

In addition, there are three observational upper bounds [4]:

1. The level of primordial gravitational waves, as measured by the tensor to scalar ratio $r \lesssim 0.22$

2. The scale dependence (running) of the scalar spectral index $|dn_S/d\ln k| \lesssim 0.1$

3. The non-Gaussian component in primordial density perturbations, as measured by the non-linear parameter $f_{NL} \lesssim O(100)$

Typical predictions of $r$, $dn_S/d\ln k$ and $f_{NL}$ may very well be far too small to be detected at current stage. Since the COBE normalization is typically satisfied by changing the energy scale of cosmic inflation, so far, the deviation of $n_S$ from unity is the only parameter that discriminates among slow-roll inflationary models. It is not surprising, therefore, that present data allows a large degeneracy of models. The status is expected to change dramatically in the near future. With the launch of the PLANCK satellite and many ground based observations, we will be able to put unprecedented constraints on $dn_S/d\ln k$, $f_{NL}$ and $r$, offering great opportunities to test the nature of cosmic inflation scenarios.

If superstring theory is correct, it must provide an inflationary scenario for the early universe. Furthermore, it should provide a precise and restrictive framework for inflationary model building while at the same time, predict distinctive signatures that, if observed, can be used to support superstring theory. It is along this direction that this work attempts to address. Here we would like to discuss the possibility of stringy features that may show up in a distinctive fashion in the CMB. If the proposal is realized
in nature, the hope to link superstring theory and cosmological observations may become amazingly realistic, substantially strengthening the test of inflation as well as the specific string theory realization of inflation.

Imagine our universe is described by a brane world solution in Type IIB string theory. In this scenario, six of the nine spatial dimensions are dynamically compactified to a finite size. There are $D3$-branes (and probably $D5$- and $D7$-branes as well) that span our observable universe. Standard model particles are the lightest open string modes which must end on branes. The $D3$-branes are point-like in the six-dimensional compactified manifold known as the bulk. Closed strings can be everywhere, with the graviton being the lightest mode.

Based on the brane world scenario, it has become clear that the brane inflationary scenario is quite natural in string theory \cite{7}. In the early universe, it is easy to imagine additional $D3$-$\bar{D}3$ brane pairs around. Here, the inflaton is simply the position of a mobile brane in the compactified bulk \cite{8,9}, and the inflaton potential comes from the brane tensions and interactions and various back reaction effects from moduli stabilization. In flux compactification in Type IIB string theory, where all closed string moduli are dynamically stabilized, warped geometry appears naturally in the compactified bulk as warped throats \cite{10,11}. In the simple but realistic scenarios, inflation takes place as $D3$-branes move up or down a warped throat \cite{12,13,14}. Fluctuations that are present before inflation, such as defects, radiation or matter, will be inflated away. Inflation typically ends when the $D3$-branes reach the bottom of a throat and annihilate the $\bar{D}3$-branes sitting there. The energy released heats up the universe and starts the hot big bang.

To make the picture more precise, let us start with the 10-dimensional metric for the throat region of the compactified bulk,

\begin{equation}
 ds^2 = h^2(r)(-dt^2 + a(t)^2 dx^2) + h^{-2}(r)\tilde{g}_{mn}dy^m dy^n \tag{1.2}
\end{equation}

Here the cosmic scale factor $a(t)$ is that of an expanding homogeneous isotropic uni-
verse spanned by the 3-dimensions $x$, and $y^m$'s are the coordinates along the compact dimensions in the throat region. We can usually separate $y^m$ into radial and angular coordinates,

$$\tilde{g}_{mn}dy^mdy^n = dr^2 + d\Sigma_{X_5}^2.$$  

The warp factor $h(r)$ and the metric on the extra dimensions $\tilde{g}_{mn}$ are inputs to the model. Warped spaces are natural in string theory models and are useful for flattening potentials and for generating a hierarchy of scales with the UV at the top (edge) of the throat and the IR scale at the warped bottom (around $r \sim r_A$). The best known example suitable for brane inflation is the $\mathcal{N} = 1$ supersymmetric Klebanov-Strassler (K-S) throat in type IIB string theory on approximate $AdS_5 \times T^{1,1}$ background \cite{15}. For most practical purposes, especially away from the tip of the throat, we can approximately use the AdS warp factor

$$h(r) \approx \frac{r}{R}, \quad R^4 \equiv 4\pi g_s \alpha'^2 N_A/v$$  \hspace{1cm} (1.3)

Here $R$ sets the AdS radius scale. $N_A$ is the total number of background ($F_5$) charge that generates the warped geometry. In the K-S throat, the warping is sourced by $M$ units of $F_3$ flux and $-K$ units of $H_3$ flux. We have $N_A = KM$. $v$ is the volume ratio of $X_5$ to 5-sphere ($\text{Vol}(S^5) = \pi^3$). $v = 16/27$ for the K-S throat. We sketch the throat in Fig.1.1.

String theory suggests not only the metric for this model, but also the appropriate action for the $D3$-brane, the Dirac-Born-Infeld (DBI) action \cite{16,17,18}. The bosonic part of the DBI action is given by

$$S_{D3} = -T_3 \int d^4x \ e^{-\Phi} \sqrt{\det[G_{ab} + B_{ab} + 2\pi \alpha' F_{ab}]} \pm \mu_3 \int \left[ \sum_{p=0}^{4} C_p \right] \wedge Tr \left[ e^{2\pi \alpha' F + B} \right]$$

where the quantities inside the determinant have been pulled back onto the brane and the $\pm$ is for a brane/anti-brane. In particular, note that the pulled back metric ($G_{ab}$) will contain the warp factor. Here $\Phi$ is the dilaton field, whose expectation value sets the string coupling constant $g_s \equiv e^{\langle \Phi \rangle}$. $B_{ab}$ is the anti-symmetric tensor and $F_{ab}$ is the world
Figure 1.1: A cartoon of the throat in the compact extra dimensions. There may in general be warped throats of a variety of sizes attached to the bulk space. $R$ sets the scale of the throat, while $h_A$ is the warping at the bottom. The $D3$-brane moves down the throat, attracted by a $\bar{D}3$-brane (or a stack of them) sitting at the bottom. The inflaton $\phi$ is related to the brane position $r$.

volume gauge field. The topological Chern-Simons term contains couplings between the brane and R-R fields ($p$-forms) $C_p$, with $p$ even for type IIB theory. The brane charge $\mu_3$ is normalized such that $\mu_3 = g_s T_3$. We use variable $\xi$ and indices $\{a,b\}$ for coordinates and quantities on the brane.

We now look at a simplified form of DBI action, which has constant dilaton, vanishing pullbacks $B_{ab}$ and $F_{ab}$, and only $C_4$ non-zero ($D3$-branes are charged under the 4-form RR field $C_4$). The $D3$-brane alone in this background is supersymmetric. In addition, the supergravity equations require that components of $C_4$ on the brane be $h^4(r)/g_s$ [10]. We have aligned the $D3$-brane coordinates with the four dimensional space-time coordinates so that the world volume determinant becomes

$$S_{D3} = -T_3 \int d^4 x a^3(t) h^4(r) \left( \sqrt{1 + h^{-4}(r) \tilde{g}_{mn} \partial_\mu y^m \partial_\nu y^n} - 1 \right) \quad (1.4)$$

If we only consider the radial motion of the brane, we have the further simplified single field action

$$S_{D3} = - \int d^4 x a^3(t) T(\phi) \left( \sqrt{1 + T^{-1}(\phi) \partial_\mu \phi \partial_\nu \phi} - 1 \right) \quad (1.5)$$
in which we have defined the inflaton field \( \phi \) and warped tension \( T(\phi) \)

\[
\phi \equiv \sqrt{T_3} r, \quad T(\phi) \equiv T_3 h^4(\phi).
\]  

(1.6)

We also have the useful relation

\[
T(\phi) = \frac{\phi^4}{\lambda}, \quad \lambda \equiv T_3 R^4 = \frac{N_A}{2\pi^2 v}.
\]  

(1.7)

If we expand the DBI action (1.5) to leading order in \( \tilde{g}_{\mu\nu} y^m \partial^\mu y^n / h^4 \), we get the action of a canonical scalar field.

\[
S_{D3} = -\frac{1}{2} \int d^4 x a^3(t) \partial\mu \phi \partial^\mu \phi
\]

Having derived the action for a single \( D3 \)-brane, we now turn to the potential terms in the action. The inflaton potential can in principle be computed from a detailed knowledge of the string theory background (the flux compactification) and is of the form

\[
V(\phi) = V_F + V_{\text{uplift}} + V_{DD} + V_{\text{BR}},
\]  

(1.8)

The term \( V_F \) is the contribution from closed string moduli stabilization, and is usually negative leading to the AdS vacuum. In order to realize inflation, we need to uplift the vacuum energy to positive value and this is usually done by adding a \( \bar{D}3 \)-brane to introduce a positive contribution \( V_{\text{uplift}} \) to the total vacuum energy \([11]\). The interaction term \( V_{DD} \) comes from the attraction between the mobile \( D3 \)-brane and a \( \bar{D}3 \)-brane sitting naturally at the bottom (small \( r \) end) of the throat. \( V_{\text{BR}} \) represents all the back reactions from moduli stabilization, which originates from the complications in describing open string moduli on the close string background. The complete computation of \( V_{\text{BR}} \) is challenging, and is not within the scope of this work. We will discuss effective parametrization of such an effect later.

Combining all the contributions, we can write

\[
V(\phi) = 2T_3 h^4 A \left( 1 - \frac{1}{N_A} \frac{r^4}{A^4} \right) + V_{\text{BR}} = V_0 \left( 1 - \frac{V_0}{4\pi^2 v} \frac{1}{\phi^4} \right) + V_{\text{BR}}
\]  

(1.9)
The $1/\phi^4$ term can be most simply understood as the analog of the Coulomb interaction in the six dimensions transverse to the branes. In the warped geometries considered here, one brane can be treated as a probe moving in the compact space with a metric perturbed by the other brane \[12\]. This explains the factor of $1/N_A$, since the perturbation due to a single extra brane should be suppressed by the number of background branes. Note that the singularity of the Coulomb term is never reached. When the branes are within the string scale distance, the Coulomb potential is curtailed due to the exchange of the infinite tower of closed string modes, as well as the emergence of a tachyon mode, whose rolling signifies the collision and annihilation of the $D3-\bar{D}3$ brane pair.

We now illustrate how the back reaction term $V_{BR}$ comes into play. Let us look at the complex Kähler modulus (the overall size) of the Calabi-Yau manifold

$$\rho \equiv \sigma + i\chi,$$

where $\sigma$ is related to the warped four cycle volume of the Calabi-Yau manifold, and $\chi$ is the associated axion. The Kähler potential is given by

$$K = -3\ln(\rho + \bar{\rho}). \quad (1.10)$$

Following the scheme in Ref.[11], suppose the Kähler modulus is stabilized at the value $\sigma_0$, which results in a negative vacuum energy, adding a $\bar{D}3$-brane will contribute

$$V_{\text{uplift}} = \frac{2T_3 h_A^4}{(2\sigma_0)^2}, \quad (1.11)$$

and lift the vacuum to de-Sitter.

Now we introduce a mobile $D3$-brane in the warped throat. The position of the mobile $D3$-brane in the six compact dimensions are labeled by three complex coordinates $z_i$ $(i = 1, 2, 3)$. With the $D3$-brane in the throat, the Kähler potential is shifted

$$\mathcal{K} \rightarrow -3\ln[\rho + \bar{\rho} - c k(z_i, \bar{z}_i)], \quad k(z_i, \bar{z}_i) = r^2, \quad c = \frac{\sigma_0 T_3}{3 M_{Pl}^2}. \quad (1.12)$$
$k(z_i, \bar{z}_i)$ is the Kähler potential for the Calabi-Yau manifold. The normalization constant $c$ is determined in Ref. [19].

For any fixed brane location $z_i$, the Kähler modulus acquires a stabilized value $\rho^*(z_i)$. As the brane moves in the throat, it introduces a perturbation in the warp factor, which sources a change in the warped four-cycle volume. The location $\rho^*$ of the instantaneous minimum changes. We will take the adiabatic approximation [19] that $\rho$ moves to remain in the instantaneous minimum. Effectively, we need to shift the stabilized value of Kähler modulus,

$$2\sigma_0 \rightarrow 2\sigma_0 - ak(z_i, \bar{z}_i) = 2\sigma_0 - cr^2.$$ (1.13)

Now the uplifting term becomes

$$V_{\text{uplift}} = \frac{2T_3h_A^4}{(2\sigma_0 - c r^2)^2} \approx \frac{2T_3h_A^4}{(2\sigma_0)^2} \left(1 + \frac{1}{3} \frac{\phi^2}{M_{Pl}^2}\right).$$ (1.14)

The shift in Kähler modulus introduces explicitly a mass term for the inflaton field. Generically, the Hubble scale is related to the warped brane tension

$$3M_{Pl}^2H^2 = \frac{2T_3h_A^4}{(2\sigma_0)^2},$$

the inflaton potential becomes

$$V(\phi) = 3M_{Pl}^2H^2 + H^2\phi^2.$$ 

As is well known, this potential is too steep for slow-roll inflation. The resulting slow-roll parameter

$$\eta_{\text{SR}} \equiv M_{Pl}^2 \frac{V\phi}{V} \approx \frac{2}{3},$$

while we generically expect $\eta_{\text{SR}} \sim 0.01$ for slow-roll inflation to be viable. The 1% fine tuning of $\eta_{\text{SR}}$ is generic in most super-gravity inflation models; it re-emerges in our scenario through moduli stabilization. In realistic cases, one also has to consider the $\phi$ dependence in the super-potential, and calculating the back reaction term becomes a
long and cumbersome task [20, 19]. Because of these difficulties, in this work we take
the pragmatic approach of parametrizing the back reaction effects into a parameter $\beta$,
and write the inflaton potential as

$$V(\phi) = \frac{1}{2} \beta H^2 \phi^2 + V_0 \left(1 - \frac{V_0}{4\pi^2\sqrt{\phi^4}}\right).$$

(1.15)

The inflaton dynamics and resulting cosmological predictions are very sensitive to the
value of $\beta$. For slow-roll inflation to be viable, we need $\beta \sim 0.01$. If $\beta \sim 1$, one gets
an entirely new scenario, the Dirac-Born-Infeld inflation [13], which has distinctive ob-
servable features such as large primordial non-Gaussian perturbations. Since the value
of $\beta$ is dictated by the details of compactification, CMB data could reveal to us the
structures of the compactified manifold, a very exciting aspect we will discuss in detail
in the following chapters.
CHAPTER 2
BRANE INFLATION IN THE WARPED THROAT

2.1 The Homogeneous Background Solutions

In this chapter, we first discuss the dynamics of the classical inflaton field, i.e. the radial motion of the $D3$-brane in the warped throat, dictated by the non-linear DBI action. We then classify the inflaton dynamics into four different scenarios, depending on the inflaton mass parameter $\beta$: the slow-roll scenario, the ultra-relativistic and intermediate UV-DBI scenario, and the IR-DBI scenario. Details on each scenario will be covered later in their respective chapters.

We first look at the homogeneous background solution for the inflaton field. Since the DBI action is highly non-linear, we will adopt the k-inflation formalism \[21, 22\] to write the full Einstein-Hilbert action in the form

\[ S = \frac{1}{2} \int d^4x \sqrt{-g} \left[ M_{Pl}^2 R + 2P(X, \phi) \right], \]

where

\[ X \equiv \frac{1}{2} g^{\mu\nu} \partial_\mu \phi \partial_\nu \phi. \]

For brane inflation in the warped throat, we have from Eq.(1.5)

\[ P(X, \phi) = -T(\phi) \left( \sqrt{1 - \frac{2X}{T(\phi)}} - 1 \right) - V(\phi). \]

To reproduce the canonical scalar field action, we can take the limit $X \ll T(\phi)$.

The energy momentum tensor is given by,

\[ T_{\mu\nu} = \frac{-2}{\sqrt{-g}} \frac{\delta S}{\delta g^{\mu\nu}} = P(X, \phi) g_{\mu\nu} + P_X \partial_\mu \phi \partial_\nu \phi, \]

\[ \text{Eq. (2.3)} \]
where $P_X \equiv \partial P/\partial X$. Comparing with the stress tensor of perfect fluid $T_{\mu\nu} = p g_{\mu\nu} + (\rho + p) u_\mu u_\nu$, we have

$$p = P(X, \phi), \quad \rho = 2X p_X - p.$$  \hspace{1cm} (2.4)

A useful parameter is the sound speed $c_s$, which gives the propagation speed of perturbations within the horizon,

$$c_s^2 \equiv \frac{p_X}{\rho_X} = \frac{p_X}{p_X + 2X p_{XX}}.$$  \hspace{1cm} (2.5)

For the DBI action in particular,

$$c_s = \sqrt{1 - \frac{\dot{\phi}^2}{T(\phi)}},$$

is related to the Lorentz factor

$$\gamma \equiv \frac{1}{\sqrt{1 - \frac{\dot{\phi}^2}{T(\phi)}}} = \frac{1}{c_s}.$$  \hspace{1cm} (2.6)

In terms of $\gamma$, the DBI energy density and pressure now becomes

$$\rho = T(\phi)(\gamma - 1) + V(\phi), \quad p = T(\phi)(1 - \gamma^{-1}) - V.$$  \hspace{1cm} (2.7)

In the non-relativistic limit $X \ll T(\phi)$, canonical scalar field is recovered from the DBI action, so that

$$\rho = \frac{1}{2} \dot{\phi}^2 + V(\phi), \quad p = \frac{1}{2} \dot{\phi}^2 - V(\phi), \quad c_s \approx 1.$$  \hspace{1cm} (2.8)

The homogeneous background equation of motion for DBI inflation takes the form

$$\ddot{\phi} - \frac{3T\phi}{2T} \dot{\phi}^2 + T\phi + \frac{3H}{\gamma^2} \dot{\phi} + (V_\phi - T_{\phi}) \frac{1}{\gamma^3} = 0$$  \hspace{1cm} (2.9)

where a subscript $\phi$ denotes derivative with respect to $\phi$.

Using the continuity equation and the Friedmann equation

$$3H^2 M_{Pl}^2 = \rho, \quad \dot{\rho} = 3H(\rho + p).$$  \hspace{1cm} (2.10)
we get the Hamilton-Jacobi equations for $\dot{\phi}$ and $\gamma$,

$$
\dot{\phi} = -\frac{2M^2_{Pl}}{\gamma(\phi)} H_\phi, \quad (2.10)
$$

$$
\gamma(\phi) = \sqrt{1 + 4M^4_{Pl} H^2_\phi / T(\phi)}. \quad (2.11)
$$

We now introduce a few frequently used inflationary parameters

$$
\epsilon \equiv -\frac{\dot{H}}{H^2}, \quad \eta \equiv \frac{\dot{\epsilon}}{H\epsilon}, \quad s \equiv \frac{\dot{c_s}}{Hc_s}. \quad (2.12)
$$

The usual slow roll parameters defined using the scalar potential can be related easily

$$
\epsilon_{SR} \equiv \frac{M^2_{Pl}}{2} \left(\frac{V_\phi}{V}\right)^2 = \epsilon, \quad \eta_{SR} \equiv M^2_{Pl} \frac{V_{\phi\phi}}{V} = -\frac{1}{2} \eta + 2\epsilon. \quad (2.13)
$$

As usual,

$$
\frac{\ddot{a}}{a} = H^2(1 - \epsilon),
$$

so inflation happens when $\epsilon < 1$.

The amount of inflation is usually measures in terms of $e$-folds $N_e$,

$$
N_e = \int H dt = \int \frac{H}{\phi} d\phi = \frac{1}{2M^2_{Pl}} \int \frac{\gamma H}{H_\phi} d\phi. \quad (2.14)
$$

We note here that a relativistic brane ($\gamma \gg 1$) greatly enhanced the number of $e$-folds. Intuitively, the DBI action resembles the action of a relativistic particle with speed limit set by the warped tension $T(\phi)$. As the brane moves towards the strong warping end of the throat, $T(\phi)$ decreases and therefore put a strong upper bound on the velocity of the brane. The inflaton has to move slow due to the speed limit, greatly enhancing the number of $e$-folds generated even if the scalar potential is steep. This is the main reason why DBI effect may help solve the $\eta$ problem discussed in Chapter 1.1.

As we have seen earlier, the inflaton potential is of the form

$$
V(\phi) = \frac{1}{2} \beta H^2 \phi^2 + V_0 + V_{DD} + \ldots. \quad (2.15)
$$
Overall, there are four scenarios depending on the value of $\beta$, three for a $D3$-brane moving down a throat and one for a $D3$-brane coming out of a throat. We will use “UV-DBI” for the scenario when the brane moves into the throat and generates most of the inflationary $e$-folds at the ultra-violet end of the throat. Similarly, we use “IR-DBI” for the scenario with the brane moving out of the throat and generating inflationary $e$-folds at the infrared end. The IR-DBI scenario requires an run-away potential with $\beta < 0$.

1. $\beta \ll 1$, $\gamma \simeq 1$, the *slow-roll* case. The $m^2 = 0$ case is studied in Ref.\[12\] and the more general small $m^2$ case is studied in Ref.\[23, 24\], where it was found that $\beta < 0.05$; that is, the range $0.05 \lesssim \beta \lesssim 0.2$ is ruled out. One can adjust the parameter $\beta$ to fit the power spectrum index; for small $\beta$, $n_S \sim 0.98 + \beta$, the tensor to scalar ratio $\log(r) \sim -8.8 + 60\beta$, and the cosmic string tension $\log(G\mu) \sim -9.4 + 30\beta$. The non-Gaussianity and tensor mode produced are both negligible. Since it is a slow-roll model, the running of spectral index is small. This scenario is very hard to be distinguished from field theory models.

2. $\beta \sim 1$, the *intermediate UV-DBI scenario*. Typically $\gamma \simeq 1$ during inflation, but increases to a large value towards the end of inflation. This scenario is not easily studied analytically and is more suited to numerical integration. The intermediate regime offers the best hope of a large tensor mode that has a tensor power index $n_t$ different from that predicted by the slow-roll scenario \[25\]. However, we will find in Chapter 2.3 that the tensor to scalar ratio $r$ is strongly constrained by a field range bound from compactification, and therefore turns out negligibly small.

3. $\beta \gg 1$, the *ultra-relativistic UV-DBI scenario*, where $\gamma \gg 1$ throughout. This region typically has large distinctive non-Gaussianity \[26, 22\]. The non-Gaussianity parameter $f_{NL} \sim -0.32 \gamma^2$ increases towards the end of inflation, leading to more non-Gaussian perturbations on small scales than on large scales. In fact, the amount of non-Gaussianity produced is too large to fall within the current ob-
servational bound, so that this scenario is not much favored by data now [27].

4. $\beta < 0$, the **IR-DBI scenario**, where $\gamma \gg 1$ during the initial stage of inflation, when the brane is deep in the IR end of the throat, and $\gamma \sim 1$ when the brane exits from the UV end into the bulk. This scenario is realized in a multi-throat compactification [14, 28] which we will discuss in detail in Chapter 2.4. The IR-DBI scenario also predicts large non-Gaussianity ($-0.32 \gamma^2$) with the same shape as in the UV model. The difference is the running. Since $\gamma$ decrease during inflation, it will lead to more non-Gaussianities on larger scales than on small scales in the CMB sky. The power spectrum index undergoes an interesting phase transition, from red-tilted ($n_S - 1 \approx -4/N_e$) at small scales to blue-tilted ($n_S - 1 \sim 4/N_e$) at large scales [28, 29]. If such a transition falls into the observable range of WMAP/PLANCK, it predicts a large negative $dn_S/d\ln k$. Details about the IR-DBI scenario will be presented in Chapter 2.4.
2.2 The Primordial Perturbations in General

Before we discuss different scenarios of brane inflation, we would like to review the cosmological observables that link cosmic inflaton models to observations in general. The most common observables are the amplitude of scalar perturbations $A_S$, the scalar spectral index $n_S$, the running of the scalar spectral index $d n_S / d \ln k$, the tensor to scalar ration $r$, the tensor spectral index $n_T$ and the primordial non-Gaussianity parameter $f_{NL}$. We will discuss them one by one in this chapter.

2.2.1 The Scalar Perturbations

During inflation, the inflaton field can be decomposed into its homogeneous rolling background $\phi(t)$ and the fluctuations $\delta \phi$,

$$\phi(x,t) = \phi(t) + \delta \phi(x,t),$$

where $\delta \phi$ owes its origin to quantum fluctuations.

Through Einstein’s equation, the inflaton perturbation sources the metric fluctuation, which, in the Newtonian gauge, can be written as

$$ds^2 = -(1 - 2\Phi) dt^2 + a(t)^2 (1 + 2\Phi) dx^2$$  \hspace{1cm} (2.16)

with $\Phi$ the curvature perturbation, and Newtonian potential is $-\Phi$ in this gauge.

The curvature perturbation on a constant energy density slice is given by the linear combination

$$\zeta(x,t) = \Phi(x,t) - \frac{H}{\dot{\rho}} \delta \rho(x,t).$$  \hspace{1cm} (2.17)

This variable is gauge invariant and therefore corresponds to a physical observable. Furthermore, $\zeta$ is conserved once it exits the horizon during inflation, providing the link between primordial physics and the temperature fluctuation in the cosmic microwave background radiation.
Another useful gauge invariant variable is the comoving curvature perturbation $\mathcal{R}$,

$$\mathcal{R}(x,t) = -\Phi(x,t) + \frac{H}{\dot{\phi}}\delta\phi(x,t) \quad (2.18)$$

On super-horizon scales, one can show that $\zeta$ and $\mathcal{R}$ differ only by a minus sign

$$\zeta = -\mathcal{R} \quad (2.19)$$

We will use $\zeta$ exclusively in the following discussions.

The evolution of perturbation $\zeta$ is dictated by the quadratic terms in the perturbed Einstein-Hilbert action [22],

$$S_2 = \int d\tau d^3x \frac{a^2 c_s^2}{c_s^2} \left[ \zeta'^2 - c_s^2(\partial\zeta)^2 \right] \quad (2.20)$$

where $\tau$ is the conformal time $dt = ad\tau$. This action can be put into canonical form by introducing the Sasaki-Mukhanov variable $v(\tau, x)$,

$$v \equiv z\zeta, \quad z \equiv \frac{a}{c_s}\sqrt{2\epsilon M_{Pl}} \quad (2.21)$$

In terms of $v$, the action becomes that of a free canonical scalar field

$$S_2 = \frac{1}{2} \int d\tau d^3x \left[ v'^2 - c_s^2 (\partial v)^2 + \frac{z''}{z^2}v^2 \right], \quad (2.22)$$

The equation of motion is

$$v_k'' + \left( c_s^2 k^2 - \frac{z''}{z} \right) v_k = 0, \quad (2.23)$$

where $v_k$ is the Fourier mode of $v(\tau, x)$

$$v(\tau, x) = \int \frac{dk^3}{(2\pi)^3} e^{ik\cdot x} \left[ v_k(\tau, k)a(k) + v_k^\dagger(\tau, -k)a^\dagger(-k) \right]$$

Using the inflationary parameters defined in Eq.(2.12), we can expand $z''/z$,

$$\frac{z''}{z} = 2a^2H^2 \left( 1 - \frac{\epsilon}{2} + \frac{3\eta}{4} - \frac{3s}{2} - \frac{3s}{2} - \frac{\epsilon\eta}{4} + \frac{\epsilon s}{2} + \frac{\eta^2}{8} - \frac{\eta s}{2} + \frac{s^2}{2} + \frac{\dot{\eta}}{4H} - \frac{\dot{s}}{2H} \right). \quad (2.24)$$
In most simple cases, when not only $\varepsilon$, $\eta$, $s$, but also their time variations on Hubble scale, remain much smaller than 1,

$$\frac{z''}{z} \approx a^2 H^2 \left( 2 - \varepsilon + \frac{3\eta}{2} - 3s \right),$$  \hspace{1cm} (2.25)

To solve Eq.(2.23), we perform a change of variable to $y \equiv c_s k/(aH)$, and rewrite Eq.(2.23) as

$$(1 - 2\varepsilon - 2s) \frac{d^2 v_k}{dy^2} - \frac{s}{y} \frac{dv_k}{dy} + \left[ 1 - \frac{1}{y^2} \left( 2 - \varepsilon + \frac{3\eta}{2} - 3s \right) \right] v_k = 0,$$  \hspace{1cm} (2.26)

with its solution given by

$$v_k = y^{(1+s)/2} \left[ C_1 H_{\nu}^{(1)}((1 + \varepsilon + s)y) + C_2 H_{\nu}^{(2)}((1 + \varepsilon + s)y) \right],$$  \hspace{1cm} (2.27)

$$\nu = \frac{3}{2} + \varepsilon + \frac{\eta}{2} + \frac{s}{2}.$$

For modes outside of horizon ($y \rightarrow 0$) and deep inside horizon ($y \gg 1$), the Hankel function asymptotes

$$H_{\nu}^{(1,2)}(y \rightarrow 0) \sim \pm i \sqrt{\frac{2}{\pi \Gamma(\frac{\nu}{2})}} 2^{\nu-3/2} y^{-\nu},$$

$$H_{\nu}^{(1,2)}(y \gg 1) \sim \sqrt{\frac{2}{\pi y}} \exp \left[ \pm i \left( y - \frac{\nu \pi}{2} - \frac{\pi}{4} \right) \right],$$

with “+” sign for $H_{\nu}^{(1)}$ and “−” sign for $H_{\nu}^{(2)}$.

On the other hand, the solution for modes deep inside the horizon (corresponding to the Bunch-Davies vacuum) can be obtained under the adiabatic approximation,

$$v_k \approx \frac{1}{\sqrt{2c_s k}} \exp \left[ - i \int c_s k \, d\tau \right] = \frac{1}{\sqrt{2c_s k}} \exp [iy(1 + \varepsilon + s)] , \quad (y \gg 1),$$  \hspace{1cm} (2.28)

where we have used $dy = -c_s k(1 - \varepsilon - s)d\tau$.

Matching Eq.(2.27) and Eq.(2.28) in the $y \gg 1$ limit, we determine that

$$C_2 = 0, \quad C_1 = \frac{\sqrt{\pi} y^{-s/2}}{2\sqrt{c_s k}} \sqrt{1 + \varepsilon + s} \, e^{i(\nu \pi/2 + \pi/4)} .$$
When the perturbation mode exits the horizon, we take the asymptotic limit \( y \to 0, \)
\[
\left| \frac{v_k}{z} \right|_{y \to 0} = \frac{H}{2 \sqrt{c_s \epsilon M_{Pl}}} \frac{y^{3/2-v}}{k^{3/2}} \left( 1 + \epsilon + s \right)^{1/2-v} \frac{\Gamma(v)}{\Gamma(3/2)} 2^{v-3/2} \quad (2.29)
\]

Now the primordial power spectrum is defined by
\[
\langle \zeta(k) \zeta(k') \rangle = \frac{2\pi^2}{k^3} P_\zeta(k)(2\pi)^3 \delta(k-k') \quad (2.30)
\]
from which we get
\[
P_\zeta(k) = \frac{k^3}{2\pi^2} \left| \frac{v_k}{z} \right|_{y \to 0}^2 \approx \frac{H^2}{8\pi^2 M_{Pl}^2 c_s \epsilon} \left( 1 - 2(C + 1)\epsilon - (2+C)s - C\eta \right) \left( \frac{c_s k}{aH} \right)^{3-2v} \quad (2.31)
\]

Here \( C = \gamma - \ln 2 - 2 \approx -0.73, \) with \( \gamma = 0.577 \ldots \) the Euler constant.

The power spectrum is usually parametrized by the power law
\[
P_\zeta(k) = A_S \left( \frac{k}{k_0} \right)^{n_S-1},
\]
comparing with the result Eq. (2.31), we have
\[
A_S = \frac{H^2}{8\pi^2 M_{Pl}^2 c_s \epsilon} \left( 1 - 2(C + 1)\epsilon - (2+C)s - C\eta \right), \quad (2.32)
\]
\[
n_S - 1 \equiv \frac{\mathrm{d}\ln P_\zeta}{\mathrm{d}\ln k} \approx -2\epsilon - \eta - s + O(\epsilon^2) \quad (2.33)
\]

We have used the relations \( k = aH/c_s \) at horizon crossing, so that
\[
\frac{\mathrm{d}\ln k}{\mathrm{d}N_e} = 1 - \epsilon - s, \quad (2.34)
\]
\[
\frac{\mathrm{d}}{\mathrm{d}\ln k} \frac{\mathrm{d}N_e}{\mathrm{d}N_e} \approx (1 + \epsilon + s) \frac{\mathrm{d}}{\mathrm{d}N_e}. \quad (2.35)
\]

The running of the spectral index
\[
\frac{\mathrm{d}n_s}{\mathrm{d}\ln k} \approx -2\eta - \frac{\dot{\eta}}{H\eta} - \frac{s}{Hs} + O(\epsilon^2). \quad (2.36)
\]

Current observations of WMAP5+BAO+SN \(^4\) gives \( A_S = (2.445 \pm 0.096) \times 10^{-9}, \)
\( n_S = 0.960 \pm 0.013 \) at \( k = 0.002 \text{Mpc}^{-1}. \) The running of the spectral index is not significant, the current data from WMAP5+ACBAR08 \(^4\) imply \( \frac{\mathrm{d}n_S}{\mathrm{d}\ln k} = -0.035^{+0.024}_{-0.025} \) at \( k = 0.002 \text{Mpc}^{-1}. \)
2.2.2 The Tensor Perturbations

In addition to scalar perturbations, metric perturbations also contain symmetric traceless tensor degrees of freedom $h_{ij}$ in the form

$$ds^2 = -dt^2 + a^2(t)(\delta_{ij} + h_{ij})dx^i dx^j, \quad \partial^i h_{ij} = 0, \quad h_i^i = 0.$$ 

Unlike scalar perturbations, tensor perturbations are gauge invariant by themselves at linear order. The quadratic action for tensor mode is

$$S_{T2} = \frac{M_{Pl}^2}{8} \int d\tau d^3x \frac{a^2}{a''} \partial^\mu h_{ij} \partial^\mu h^{ij}, \quad (2.37)$$

by changing to the variable

$$v_{\lambda} \equiv \frac{M_{Pl}}{2} a h_{ij} e_{ij}^{\lambda}, \quad e_{ij}^{\lambda} e_{ij}^{\lambda'} = \delta_{\lambda'}^{\lambda},$$

where $e_{ij}^{\lambda} (\lambda = \pm)$ labels the polarization state, we get a canonical action

$$S_{T2} = \frac{1}{2} \int d\tau d^3x \left[ v_{\lambda}'' - (\partial v_{\lambda})^2 + \frac{a''}{a} v_{\lambda}^2 \right]. \quad (2.38)$$

The tensor mode equation of motion reads

$$v_{\lambda''}(k, \tau) + \left( k^2 - \frac{a''}{a} \right) v_{\lambda}(k, \tau) = 0. \quad (2.39)$$

It can be easily solved to give

$$\left| \frac{v_{\lambda}}{a} \right| = \frac{H \Gamma(\nu)}{\sqrt{2} \Gamma(\frac{3}{2})} 2^{\nu-3/2} (1 + \epsilon)^{1/2 - \nu} \left( \frac{k}{aH} \right)^{-\nu}, \quad \nu \approx \frac{3}{2} + \epsilon. \quad (2.40)$$

which leads to the tensor power spectrum

$$P_h(k) = \frac{k^3}{2\pi^2} \sum_{\lambda} \frac{4}{M_{Pl}^2} \left| \frac{v_{\lambda}}{a} \right|^2 = \frac{2}{\pi^2} \frac{H^2}{M_{Pl}^2} \left[ 1 - 2(1 + \epsilon') \epsilon \right] \left( \frac{k}{aH} \right)^{-2\nu}. \quad (2.41)$$

Similar to the scalar power spectrum, the tensor power spectrum is parametrized by

$$P_h = A_T \left( \frac{k}{k_0} \right)^{n_T}. \quad (2.42)$$
Therefore, we have

\[ A_T = \frac{2}{\pi^2} \frac{H^2}{M_{\text{Pl}}^2} [1 - 2(1 + \epsilon) \epsilon], \]  
\[ n_T = \frac{\text{d} \ln P_h}{\text{d} \ln k} = \frac{-2 \epsilon}{1 - \epsilon - s}. \]  

(2.43)  

(2.44)

A useful parameter relevant for observation is the tensor to scalar ratio \( r \),

\[ r \equiv \frac{A_T}{A_S} \approx 16 \epsilon c_s. \]  

(2.45)

The current observation bound on the tensor scalar ratio is \( r \lessapprox 0.22 \) (95% C.L.) from a combined analysis of WMAP5+BAO+SN data \[4\]. Note that there is a parameter degeneracy between \( n_S \) and \( r \). Since tensor perturbations decays on sub-horizon scales, a large tensor contribution implies a relatively blue-tilted scalar power spectrum.

Measurement of the tensor to scalar ratio can pin down the energy scale of inflation.

Using Eq.(2.32) and Eq.(2.45), we can write

\[ A_S = \frac{2}{\pi^2} \frac{H^2}{M_{\text{Pl}}^2} r \quad \Rightarrow \quad \frac{H}{M_{\text{Pl}}} = \pi \sqrt{\frac{A_S r}{2}}. \]

Therefore the current bound \( A_S \sim 10^{-9}, r \lessapprox 0.22 \) gives

\[ \frac{H}{M_{\text{Pl}}} \lessapprox 10^{-5}. \]  

(2.46)

The Hubble scale during inflation is \( \lessapprox 10^{13} \text{GeV}. \)

Note that for slow-roll inflation \( c_s = 1 \), we have the consistency relation

\[ n_T = -\frac{r}{8} \left( \frac{1}{1 - \epsilon} \right), \]  

(2.47)

while for the DBI scenario, we have

\[ n_T = -\frac{r}{8} \left( \frac{\gamma}{1 - \epsilon - s} \right). \]  

(2.48)

With \( c_s < 1 \) in the DBI case, the slope of the \( n_T - r \) relation is a factor of \( \gamma \) larger than in the slow-roll case. This suggests a key way to distinguish slow-roll inflation from the DBI scenario.
2.2.3 Primordial non-Gaussianities

So far, we have been discussing the two-point correlation functions of the primordial perturbations, which is the most well known observable based on current observations. In the near future, with the launch of PLANCK, we expect to test higher order (3-pt, 4-pt) correlation functions for the primordial perturbations, which will provide a much more powerful discriminator on inflationary models.

The temperature anisotropies in the CMB sky are related to the curvature perturbation $\Phi(x)$ in the matter domination era, which can be expanded to non-linear order,

$$\Phi(x) = \Phi_L(x) + f_{NL} \left[ \Phi_L^2(x) - \langle \Phi_L^2(x) \rangle \right].$$

$\Phi$ in the matter dominated era is related to the primordial perturbation through

$$\Phi = \frac{3}{5} \zeta,$$

so we have

$$\zeta = \zeta_L + \frac{3}{5} f_{NL} \left[ \zeta_L^2 - \langle \zeta_L^2 \rangle \right].$$

(2.49)

The sign convention for $f_{NL}$ used here follows Komatsu & Spergel [30] and differs from Maldeca’s convention [31] by a minus sign.

Since $\Delta T / T \sim -\Phi / 3$, a positive $f_{NL}$ will make the temperature fluctuation negatively skewed, one will see more cold spots on the temperature map. This is a physical effect, independent of conventions.

In Fourier space,

$$\zeta_L(x) = \int \frac{d^3k}{(2\pi)^3} \zeta_L(k) e^{ikx},$$

so that

$$\zeta(k) = \zeta_L(k) + \frac{3}{5} f_{NL} \zeta_{NL}(k),$$

$$\zeta_{NL}(k) \equiv \int \frac{d^3q}{(2\pi)^3} \zeta_L(q+k)\zeta_L(-q) - (2\pi)^3 \delta(k) \langle \zeta_L^2(x) \rangle.$$
A non-vanishing component in the 3-pt correlation function will be

\[ \langle \zeta(k_1) \zeta(k_2) \zeta(k_3) \rangle = \frac{3}{5} f_{\text{NL}} \left[ \langle \zeta_{\text{NL}}(k_1) \zeta_{\text{L}}(k_2) \zeta_{\text{L}}(k_3) \rangle + \text{perm.} \right]. \]

After some rearrangement, we get

\[ \langle \zeta(k_1) \zeta(k_2) \zeta(k_3) \rangle = (2\pi)^7 \left( \frac{3}{10} f_{\text{NL}} \right) \left( \frac{P_{\zeta}(k_2)}{k_2^3} \frac{P_{\zeta}(k_3)}{k_3^3} + \text{perm.} \right) \delta(\sum \mathbf{k}_i) \quad (2.50) \]

From the theoretical side, computing the correlation function \( \langle \zeta^3 \rangle \) usually gives \( f_{\text{NL}} \) as a function of the three momentum, i.e., \( f_{\text{NL}}(k_1, k_2, k_3) \). So the value of \( f_{\text{NL}} \) depends on the shape of the momentum triangle. In the limit that one of the momentum goes to zero, say \( k_1 \to 0 \), one gets a squeezed triangle. We define the local form \( f_{\text{NL}} \),

\[ f_{\text{local}}^{\text{NL}} \equiv \lim_{k_1 \to 0} f_{\text{NL}}(k_1, k_2, k_3). \quad (2.51) \]

Another commonly use shape is the equilateral triangle with \( k_1 = k_2 = k_3 \), we define the equilateral non-linear parameter

\[ f_{\text{equil}}^{\text{NL}} \equiv f_{\text{NL}}(k_1, k_2, k_3) \bigg|_{k_1 = k_2 = k_3}. \quad (2.52) \]

The current observational bound from WMAP5 is \(-9 < f_{\text{local}}^{\text{NL}} < 111 \) (95% C.L.) and \(-151 < f_{\text{equil}}^{\text{NL}} < 253 \) (95% C.L.) [4]. In the near future, the PLANCK satellite is expected to constrain \( f_{\text{local}}^{\text{NL}} \lesssim 6 \) (95% C.L.) [32]. And Large-Scale Structure (LSS) measurements can achieve \( f_{\text{local}}^{\text{NL}} \lesssim 7, f_{\text{equil}}^{\text{NL}} \lesssim 90 \) (95% C.L.) [33].

To evaluate the 3-pt function, one needs to expand the action to cubic terms [31, 22], which to leading order is

\[
S_3 = \int \! d\tau d^3x \left\{ -a \left( \Sigma (1 - c_s^{-2}) + 2\lambda \right) \frac{\zeta^3}{H^3} + \frac{a^2 \epsilon c_s^4}{c_s^4} (\epsilon - 3 + 3c_s^2) \zeta \zeta' \right. \\
+ \left. \frac{a^2 \epsilon c_s^2}{c_s^2} (\epsilon - 2s + 1 - c_s^2) \zeta (\partial \zeta)^2 - 2a \frac{\epsilon}{c_s^2} \zeta' (\partial \zeta) (\partial \chi) + \ldots \right\}, \quad (2.53)
\]
where the variables $\lambda$, $\Sigma$ and $\chi$ are defined by

\[
\lambda \equiv X^2 P_{XX} + \frac{2}{3} X^3 P_{XXX} ,
\]
\[
\Sigma \equiv X P_X + 2X^2 P_{XX} ,
\]
\[
\partial^2 \chi = a \frac{\epsilon}{c_s^s} \zeta'.
\]

The standard method to compute $\langle \zeta^3 \rangle$ is the In-In formalism \[31\], where we treat the quadratic action (2.22) as the free Lagrangian, and the cubic actions (2.53) as perturbative interactions.

\[
\langle \zeta(\tau, \mathbf{k}_1) \zeta(\tau, \mathbf{k}_2) \zeta(\tau, \mathbf{k}_3) \rangle = -i \int_{\tau_0}^{\tau} d\tau' \langle [\zeta(\tau, \mathbf{k}_1) \zeta(\tau, \mathbf{k}_2) \zeta(\tau, \mathbf{k}_3), H_{\text{int}}(\tau')] \rangle ,
\]

Slow-roll inflation based on canonical single scalar field produce $f_{\text{NL}} \sim O(\epsilon, \eta)$ \[31\], and non-linear gravitational corrections after inflation contribute $f_{\text{NL}} \sim O(1)$.

Detection of primordial non-Gaussianity at the level $f_{\text{NL}} \gg 1$ certainly rules out most canonical single field slow-roll models.

Scalar field with a non-canonical kinetic term generally produce large non-Gaussianity of the equilateral shape \[22\]. The result can be summarized as

\[
f_{\text{NL}}^{\text{equil}} = - \frac{35}{108} (c_s^{-2} - 1) + \frac{5}{81} \left( c_s^{-2} - 1 - \frac{2\lambda}{\Sigma} \right) .
\]

We note that the DBI action (2.2), in particular, gives

\[
\frac{2\lambda}{\Sigma} = c_s^{-2} - 1 ,
\]

so that the second term in Eq. (2.58) is zero. Therefore for DBI inflation

\[
f_{\text{NL}}^{\text{equil}} = - \frac{35}{108} (c_s^{-2} - 1) \approx - \frac{1}{3} c_s^{-2} .
\]
2.3 The Ultraviolet Dirac-Born-Infeld Scenario

In this chapter, we study the UV-DBI scenario in detail [34]. We will see that the observational bound on primordial non-Gaussianity and the theoretical bound on the inflaton field range from string compactification put a tight constraint on the model, ruling out the ultra-relativistic regime. Detailed comparison with cosmological observations will be discussed.

2.3.1 Impact of Warp Factor: The Klebanov-Strassler Throat

The power spectrum index is sensitive to the deformation of the throat once we are away from the slow-roll region, and as such the precise shape of the throat, i.e., the warped geometry and the deformation can be measured using observations [35]. For this reason we discuss the warped throat in some detail here.

Consider two different approximate ways to incorporate the deformation of the warped conifold, namely the $AdS$ and the mass gap cases for which the warped D3-brane tension is given by:

\[
T_{AdS}(\phi) = \frac{\phi^4}{\lambda}, \quad \phi \geq \phi_A, \quad (2.61)
\]

\[
T_{mg}(\phi) = \frac{(\phi^2 + b^2)^2}{\lambda}, \quad \phi \geq 0 \quad (2.62)
\]

We expect $\phi_A \approx b$, so away from the bottom of the throat, for large $\phi$, we expect little difference in physics. However, in Ref. [25], we find $n_S - 1$ is slightly positive ($\sim \epsilon^2/\gamma$) while in the second case, Ref. [36] finds that the spectrum has a red tilt. This difference appears in the DBI region. We expect a small (hopefully observable) effect of the warp factor in the large mass region. (The warp factor drops out in the slow-roll region.) This means $n_S$ and its running will tell us about the shape of the throat, an exciting prospect. Note that the location and size of the 4-cycles in the bulk (partially) measures
the inflaton mass [20]. So we really can learn a lot about the compactification geometry from the CMB.

Now we have to consider the geometry of the throat more carefully. Although there is a wide class of possible geometries, we only know the full metric of the Klebanov-Strassler (K-S) throat. So let us consider this case. Consider the 10-dimensional metric (1.2),

\[
\begin{align*}
\text{ds}^2 & = h^2(r)(-dt^2 + a^2(t)dx^2) + h^{-2}(r)(dr^2 + r^2 d\Sigma^2_{11}) \\
& = h^2(\tau)(-dt^2 + a^2(\tau)dx^2) + h^{-2}(\tau) \left( \frac{\epsilon^{4/3}}{6K^2(\tau)} d\tau^2 + \ldots \right) \tag{2.63}
\end{align*}
\]

(here, \(\epsilon\) is the deformation parameter, not the inflationary parameter) where

\[
K(\tau) = \frac{(\sinh(2\tau) - 2\tau)^{1/3}}{2^{1/3} \sinh \tau} \tag{2.64}
\]

Unless we want to study the iso-curvature density perturbations, we shall ignore the shape encoded in \(d\Sigma^2_{11}\). The warp factor \(h(\tau)\) is given by the following integral expression [15]

\[
h^{-4}(\tau) = 2^{2/3} (g_s M \alpha')^2 \epsilon^{-8/3} I(\tau), \tag{2.65}
\]

\[
I(\tau) \equiv \int^\infty_\tau dx \frac{x \coth x - 1}{\sinh^2 x} (\sinh(2x) - 2x)^{1/3} \ . \tag{2.66}
\]

where \(M\) is a parameter characterizing the background flux. Both \(K(\tau)\) and \(I(\tau)\) are well-behaved functions of \(\tau\):

\[
K(\tau \to 0) \to (2/3)^{1/3} (1 + \frac{\tau^2}{30} + \ldots), \quad K(\tau \to \infty) \to 2^{1/3} e^{-\tau/3}
\]

\[
I(\tau \to 0) \to a_0 + \epsilon(\tau^2), \quad I(\tau \to \infty) \to 3.2^{-1/3} \left( \frac{\tau - 1}{4} \right) e^{-4\tau/3} \tag{2.67}
\]

where \(a_0 \sim 0.71805\). Here we take \(\epsilon^{2/3}\) to have dimension of length. So we have

\[
\begin{align*}
h(r) & = h(\tau) \\
dr & = \frac{\epsilon^{2/3}}{\sqrt{6K(\tau)}} d\tau \tag{2.68}
\end{align*}
\]
Integrating this equation gives the relation between $\tau$ and the throat radial coordinate $r$,

$$r - r_0 = \frac{1}{2^{5/6}3^{1/6}}e^{2/3} \tau \left( 1 + \frac{\tau^2}{18} + \ldots \right)$$  \hfill (2.69)

From the explicit expressions in terms of $\tau$, we can obtain $h(r)$ or $T(\phi)$. For large $\tau$, its relation to the radial coordinate $r$ is given by

$$r^2 \approx \frac{3}{2^{5/3}} e^{4/3} e^{2\tau/3}$$  \hfill (2.70)

In the limit $\epsilon \to 0$, finite $r$ implies $\tau \to \infty$, so the metric of the compact dimensions is

$$ds_6^2 \to dr^2 + r^2 d\Sigma_{11}^2$$  \hfill (2.71)

which is simply the conifold metric. At $\tau = 0$, we have $h_A = h(r_0) = r_0/R$ and

$$h^2(r_0) = h^2(\tau = 0) = \frac{c_0}{g_s M} \frac{\epsilon^{4/3}}{\alpha'} = \exp \left( -\frac{4\pi K}{3g_s M} \right)$$  \hfill (2.72)

where $c_0 = 1/(2^{1/3} \sqrt{a_0})$, so

$$r_0^2 = \frac{c_0}{g_s M} \left( \frac{\epsilon^{4/3}}{\alpha'} \right) R^2$$  \hfill (2.73)

where $R$ is given in Eq.(1.3). $N_A = KM$, with $K$ and $M$ the $H_3$ and $F_3$ flux numbers.

The edge of the throat is glued smoothly to the bulk of the generalized Calabi-Yau manifold. The bulk of the Calabi-Yau manifold is defined to have no significant warping, so that the warp factor in the bulk is essentially of order unity. Suppose $\tau_c$ is the point where the throat is glued to the bulk. We may estimate $\tau_c$ using (2.69):

$$R - r_0 \approx \frac{e^{2/3}}{\sqrt{6}} \int_0^{\tau_c} \frac{1}{K(\tau)} d\tau \approx \frac{e^{2/3}}{\sqrt{6}} \int_0^{\tau_c} \frac{1}{2^{1/3} e^{-\tau/3}} d\tau$$

$$e^{\tau_c/3} \approx (R - r_0) e^{-2/3} \frac{2^{1/3} \sqrt{6}}{3} + 1$$  \hfill (2.74)

as long as $\tau_c \gg 1$, which is true for reasonable parameter values. This expression agrees well with the numerical value for which $h(\tau_c) = 1$. 
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The relation between $\tau_c$, $\varepsilon$ and $l_s$ is important to impose the constraint that the throat must fit inside the bulk. The physical size of the throat is given by

$$l = 6^{-1/2} \varepsilon^{2/3} \int_0^{\tau_c} d\tau \frac{h^{1/4}(\tau)}{K(\tau)} \sim \sqrt{g_s M} l_s \tau_c$$  \hspace{1cm} (2.75)

We must require that $l < V_6^{1/6}$, where $V_6$ is the volume of the compactification.

Which approximate warp factor is closer to the actual solution depends on details of how the throat is cut-off. To illustrate this point, we show numerical examples of the various expressions for the warp factor in Figures 2.1 and 2.2. Note that when $M > \sqrt{N_A}$, the mass-gap formula is much more accurate than the AdS expression. In particular, the AdS warp factor indicates a throat that is much too short (the point where the throat connects to the bulk is when $h(\tau_c) = 1$). However, when $M < \sqrt{N_A}$, the mass-gap expression is actually too flat and the AdS expression is more accurate. This is especially true for small $N_A$, where the slope of the full solution changes considerably in one warped string length. For completeness, we also plot the log-corrected solution (see [15]), although we do not use it in our analysis since it deviates strongly from the
actual K-S solution at small $\tau$.

One can understand these results by examining the initial slopes of the various expressions, accounting for the change of coordinates between $r$ and $\tau$ in the small $\tau$ limit. The important constant in the AdS and mass-gap expressions is $r_0/\epsilon^{2/3} \sim (\sqrt{N_A}/M)^{1/2}$. If this constant is large, the slope of the mass-gap expression decreases and that warp factor flattens out, while the AdS expression is less negative. If the constant is small, the AdS case has a very large negative slope initially, while the mass-gap case has a stronger $\tau$ dependence.

### 2.3.2 The Ultra-Relativistic and Intermediate Regime

In the large $\gamma$ case, the inflaton mass $m$ is relatively big and one may neglect the other two terms in the potential \ref{eq:potential}. Let us take the AdS warp factor, $T(\phi) = \phi^4/\lambda$. In
the ultra-relativistic regime \((\gamma \gg 1)\), the inflaton speed is essentially close to the speed limit, we therefore have

\[
\dot{\phi} = \sqrt{T(\phi)} = \frac{\phi^2}{\sqrt{\lambda}}, \tag{2.76}
\]

From Eq.(4.34) and Eq.(4.35), we further have

\[
\gamma(\phi) = 2M_{\text{Pl}}^2 H_\phi \frac{\sqrt{\lambda}}{\phi^2}, \tag{2.77}
\]

\[
\dot{\phi} = \frac{-2M_{\text{Pl}}^2 H_\phi}{\gamma(\phi)}. \tag{2.78}
\]

The set of equations can be solved by

\[
H(\phi) = c \, \phi, \quad c \approx \frac{m}{\sqrt{6M_{\text{Pl}}}}, \tag{2.79}
\]

from which we find a useful relation

\[
\epsilon = -\frac{\dot{H}}{H^2} = -\frac{H_\phi \dot{\phi}}{H^2} = \frac{2}{\gamma} \left(\frac{M_{\text{Pl}}}{\phi}\right)^2. \tag{2.80}
\]

One also note that \(\epsilon\) is a constant for ultra-relativistic motion of the brane

\[
\epsilon = \frac{1}{c\sqrt{\lambda}}. \tag{2.81}
\]

In string theory, the reduced Planck mass \(M_{\text{Pl}}\) is related to the (warped) volume \(V_6\) of the 6-dimensional bulk via

\[
M_{\text{Pl}}^2 \sim g_s^{-2} m_s^{-8} V_6, \tag{2.82}
\]

Since the throat is glued to the bulk, its size \(R\) is restricted,

\[
R^6 \lesssim V_6. \tag{2.83}
\]

The position of the \(D3\)-brane cannot be physically larger than the largest dimension of the compactified bulk. Therefore, we have

\[
\sqrt{T_3 R} \lesssim \sqrt{T_3 V_6^{1/6}}. \tag{2.84}
\]
Using the relation \( R^4 \sim g_s N_A m_s^{-4} \) and \( T_3 \sim g_s^{-1} m_s^{-4} \), we get a tight constraint,

\[
\frac{\sqrt{T_3 R}}{M_{Pl}} \lesssim \frac{1}{\sqrt{N_A}}. \tag{2.85}
\]

A more rigorous analysis has been done by Baumann and McAllister \[27\] for the K-S throat, where they find

\[
\frac{\phi}{M_{Pl}} < \sqrt{\frac{4}{N_A}}. \tag{2.86}
\]

Now using the bound (2.86) together with the relation (2.80), we see that

\[
N_A \lesssim \frac{2 \epsilon}{c_s} \approx -3 \frac{f_{equil}}{8 f_{NL}} r. \tag{2.87}
\]

We have used the relation \( r = 16 c_s \epsilon \) and \( f_{equil} = -c_s^2 / 3 \). Now using the current observational bounds \( r \leq 0.22, -151 < f_{equil} < 253 \), we have

\[
N_A \leq 13. \tag{2.88}
\]

So current observational bounds on tensor mode and non-Gaussianity severely constrains the amount of five-form flux for ultra-relativistic UV-DBI inflation with quadratic potential.

We now look at the constraints from the primordial power spectrum. Using Eq.(2.77) and \( H = c \phi \), we get

\[
c = \frac{\gamma}{2 M_{Pl}^2} \sqrt{\lambda}. \tag{2.89}
\]

Using \( \lambda = N/(2\pi^2 v) \), we have

\[
\frac{H^2}{M_{Pl}^2} = \frac{4\pi^2 c_s v}{N_A \epsilon^2}, \tag{2.90}
\]

Therefore, the primordial power spectrum

\[
P_\zeta = \frac{H^2}{8\pi^2 M_{Pl}^2 \epsilon c_s} = \frac{v}{2 N_A \epsilon^4} = \frac{2^{15}}{9} \frac{-v}{N_A r^4 (f_{equil}^2)^2} \sim 10^{-9}. \tag{2.91}
\]

Plugging the current bound on \( r \) and \( f_{NL} \), we get

\[
N_A \gtrsim 10^{11} v. \tag{2.92}
\]
In most cases, $\nu \sim 1$, so the bound (2.88) and (2.92) are apparently incompatible. To keep the amplitude of primordial perturbations small, we need a huge amount of $F_5$ flux, which will make the field range $\phi/M_{\text{Pl}}$ extremely small. Since the vacuum energy for inflation is provided by the quadratic term in the potential, we need a big mass parameter to provide sufficient amount of inflation; this is the origin of the over-production of non-Gaussianity. As we shall see, consistent with this discussion, when combined with data, imposing the bulk volume bound (2.86) would rule out the region of the parameter space with large $\gamma$ (and large non-Gaussianity).

While we have analytic solutions for the ultra-relativistic regime, the intermediate regime with $\beta \sim 1$ is much harder to solve and we will need to numerically solve the set of Hamilton-Jacobi equations

\begin{align*}
3M_{\text{Pl}}^2H^2 &= V(\phi) + T(\phi)(\gamma - 1), \quad (2.93) \\
\dot{\phi} &= -\frac{2M_{\text{Pl}}^2}{\gamma(\phi)} H_\phi, \quad (2.94) \\
\gamma(\phi) &= \sqrt{1 + 4M_{\text{Pl}}^4 H_\phi^2/T(\phi)}. \quad (2.95)
\end{align*}

Here $V(\phi)$ takes the full form in Eq.(1.15)

\begin{equation}
V(\phi) = \frac{1}{2} \beta H^2 \phi^2 + V_0 \left(1 - \frac{V_0}{4\pi^2 v \phi^4}\right), \quad (2.96)
\end{equation}

The constant term $V_0$ may become comparable to the $\phi^2$ terms and cannot be neglected.

To numerically integrate Eq.(2.93) through Eq.(2.95), one needs to specify initial conditions $\phi_i$ and $\gamma_i$. We choose $\phi_i = \sqrt{T_3}R$, the edge of the throat, and choose $\gamma_i \approx 1$. It is much more convenient to use $e$-fold as time, so we may rewrite Eq.(2.94) as

\begin{equation}
\frac{d\phi}{dN_e} = -\frac{2M_{\text{Pl}}^2}{\gamma(\phi)} \frac{H_\phi}{H}. \quad (2.97)
\end{equation}

For the DBI scenario, $\epsilon$ is suppressed by $1/\gamma$ and almost never grow larger than 1 at the end of inflation. In fact, in the DBI scenario, inflation ends by $D\bar{D}$ annihilation,
which happens when the proper distance between $D\bar{D}$ pairs is at the string scale $\sqrt{\alpha'}$.

Using the metric (1.2), the proper distance between the branes is

$$\int ds = \int \frac{dr}{h(r)}. \quad (2.98)$$

For the AdS warp factor (2.61),

$$\phi_E = \phi_A \exp \left( \sqrt{\alpha'}/R \right) \quad (2.99)$$

For the mass-gap warp factor (2.62),

$$\phi_E = b \sinh \left( \sqrt{\alpha'}/R \right). \quad (2.100)$$

The result of our numerical integration is $H(N_e)$, $H_\phi(N_e)$, $\gamma(N_e)$ and $\phi(N_e)$. We then calculate the observables such as $P_\zeta(N_e)$. To relate $N_e$ to today’s observable scale $k$, we need the horizon crossing relation $c_s k = aH$, which gives

$$N_e = 65 - \ln \frac{k}{0.002 \text{Mpc}^{-1}} + \ln \frac{H c_s^{-1}}{T_{\text{reheat}}}. \quad (2.101)$$

In our calculating, we assume 100% efficiency in converting the inflaton energy into radiation at the end of inflation.

Having $P_\zeta(k)$ at hand, we can use cosmological data to constrain the model. This will be the topic of the next chapter.

2.3.3 The Phase Diagram for UV-DBI Inflation

In this chapter, we draw the phase diagram of UV-DBI inflation in terms of two parameters: the inflaton position $\phi$ and the inflaton mass $m$. We use this diagram to show the condition under which slow-roll, intermediate and relativistic dynamics happen.

Consider the potential (ignoring the Coulomb term)

$$V(\phi) = V_0 + \frac{1}{2} m^2 \phi^2 + \ldots, \quad (2.102)$$
where $V_0 = 2n_A h_A^4 T_3$ are provided by $n_A$ antibranes at the end of the A throat, which eventually get annihilated by the same number of branes.

If the flatness of the potential $V(\phi)$ satisfies the slow-roll conditions, the branes can slowly roll non-relativistically and the kinetic term of the brane DBI action reduces to the minimal non-relativistic form. To indicate this condition in the phase diagram, we draw a curve of

$$\eta_{SR} \equiv \frac{M_{Pl}^2 V_{\phi\phi}}{V} = 1$$

which is

$$\phi^2 = 2M_{Pl}^2 - \frac{2V_0}{m^2},$$

(2.103)

where we neglected the Coulomb potential term for simplicity. Eq. (2.103) corresponds to the solid line stretching from the lower-left (at $m = \sqrt{V_0/M_{Pl}}$) to upper-right (at $\phi = \sqrt{2M_{Pl}}$) in Fig. 2.3. Inclusion of the Coulomb term will cause a slight deformation at the lower-left corner of this curve and will not affect our conclusion. The shaded region above and to the left of this curve has $\eta_{SR} < 1$, and corresponds to the slow-roll inflation phase; here the condition $\varepsilon_{SR} < 1$ is always weaker. The lower-left shaded region is the small-field slow-roll region where the potential is dominated by the constant $V_0$. As $\phi$ increases toward the upper part of the shaded region, it corresponds to large-field slow-roll inflation where the potential is dominated by $m^2 \phi^2$ term. Note that in this region $\phi$ is trans-Planckian, $\phi > \sqrt{2}M_{Pl}$.

Outside of this slow-roll region, naively the inflaton will roll down the potential very fast and make inflation impossible. However because of the presence of the warped space, the velocity of the inflaton is bounded by the warped speed of light and therefore cannot be arbitrarily increased. Based on Eq.(2.81), if

$$m \gg M_{Pl}/\sqrt{\lambda_A},$$

(2.104)

we will have DBI inflation [13], in which the full form the DBI kinetic term has to
Figure 2.3: The inflation phase diagram for UV models. The shaded regions correspond to parameter space that can give rise to inflation. The darker the region is, the larger $e$-folds it can provide. “S.R.” stands for slow-roll inflation; “DBI” stands for DBI inflation. The arrows indicate the starting point and rolling direction of the inflaton. In brane inflation, inflatons have to stay below the horizontal solid line ($\phi_A = R_A\sqrt{n_A}T_3$); the two vertical lines (at $m = \sqrt{V_0/M_{Pl}}$ and $m = M_{Pl}/\sqrt{\lambda_A}$) are widely separated. The curve stretching from $m = \sqrt{V_0/M_{Pl}}$ to $\phi_A = \sqrt{2}M_{Pl}$ corresponds to $\eta_V = \beta/3 = 1$. See text for discussion.

be taken into account. We indicate this condition by the solid vertical line (at $m = M_{Pl}/\sqrt{\lambda_A}$) in Fig. 2.3 and the DBI inflation phase by the shaded region to the right.

There are two possible regions where these two phases merge onto each other: when the inflaton in the DBI phase starts from a Planckian value (the upper-right corner of Fig. 2.3), the inflation can go continuously from slow-roll to DBI; when $\sqrt{V_0/M_{Pl}} \sim M_{Pl}/\sqrt{\lambda_A}$ so the two vertical lines in Fig. 2.3 become very close to each other or even switch places, the inflaton around this border will trigger an inflationary phase that lies
in-between the slow-roll and DBI regimes. These are the “intermediate regions”.

However, so far we have been discussing an effective field theory description where one is allowed to independently choose the throat charge \( N_A \), fundamental string mass \( m_s \) and the inflaton field range \( \phi \). In a realistic string compactification, the inflaton brane separation is restricted by

\[
\phi \lesssim R_A \sqrt{n_A T_3}, \quad \text{or} \quad \phi \lesssim L \sqrt{n_A T_3},
\]

for \( n_A \) branes moving in the throat or the bulk respectively. Here \( L \) is the size of the bulk in a certain dimension. For our phase diagram, the geometric constraints (2.82) and (2.83) imply

\[
\frac{\sqrt{V_0}}{M_{\text{Pl}}} \left( \frac{M_{\text{Pl}}}{\sqrt{\lambda_A}} \right) \lesssim \frac{n_A h_A^2}{N_A} \ll 1,
\]

and

\[
\frac{R_A \sqrt{n_A T_3}}{M_{\text{Pl}}} \lesssim \sqrt{n_A} \ll 1.
\]

Thus the two vertical solid lines (at \( m = \sqrt{V_0}/M_{\text{Pl}} \) and \( m = M_{\text{Pl}}/\sqrt{\lambda_A} \) respectively) in Fig. 2.3 should be widely separated; the inflaton can only move below the horizontal solid line (at \( \phi = R_A \sqrt{n_A T_3} \)) which is well below \( \phi = \sqrt{2}M_{\text{Pl}} \). This excludes the large field models where \( \phi \gtrsim M_{\text{Pl}} \), and opens up a wide region in the middle of the parameter space where there is no inflation. This is also why the tensor mode in brane inflation is unobservable [27]. Consistent with this discussion, in the next chapter, we will see that the parameter space for the intermediate regime becomes tiny once we impose the bulk volume bound. In Chapter 3.2, we will see that it also exclude the stochastic eternal inflation in slow-roll scenario [37].

### 2.3.4 Comparison with Cosmological Observations

In the previous chapter we outlined how the initial spectrum of scalar and tensor perturbations arising from brane inflation can be characterized in terms of six parameters: the
inflaton mass $m$, background charge $N_A$, minimum warping $h_A = h(\phi_A)$, the volume ratio parameter $v$ in (1.3), string length $\sqrt{\alpha'}$, and the string coupling $g_s$. To compare with observations we consider the predicted spectrum normalization, $A_S$, scalar and tensor spectral indexes, $n_S$ and $n_T$, and tensor to scalar ratio $r$, all evaluated at a near-horizon physical scale $k_{\text{pivot}} = 0.002\,\text{Mpc}^{-1}$.

For the following numerical analyses, unless otherwise stated, we fix the string coupling $g_s = 0.1$ and length $\alpha' M_{\text{Pl}}^2 = 1000$. We investigate the constraints on the remaining four parameters \{$N_A$, $v$, $h_A$, $m^2$\}, and the slow-roll, intermediate and ultra-relativistic regimes outlined in chapter 2.1. We generate Monte Carlo selected brane inflation models, obtained using a flat prior on \{log\,$N_A$, log\,$v$, log\,$m^2$, $A_S$\} and finding $h_A$ to give the required value of $A_S(k_{\text{pivot}})$.

We compare the model parameters, for both the AdS and mass-gap geometries, to observational limits on the amplitude, spectral index, tensor-to-scalar ratio for the initial power spectra from the WMAP CMB data $^{[38, 39, 40, 41]}$, SDSS LRG matter power spectrum data$^{[42]}$ and SNLS supernovae $^{[43]}$. We use the publicly available cosmomc code $^{[44]}$ to perform a Monte Carlo Markov Chain analysis for a $\Lambda$CDM cosmological scenario, assuming flat priors on the following set of cosmological parameters: the physical baryon and cold dark matter densities, $\omega_b = \Omega_b h^2$ and $\omega_c = \Omega_c h^2$ (where $h$ is the reduced Hubble constant $h = H_0/100$), the ratio of the sound horizon to the angular diameter distance at decoupling, $\theta_s$, and the optical depth to reionization, $\tau$, as well as power spectrum parameters, $n_S(k_{\text{pivot}})$, log $A_S(k_{\text{pivot}})$, and $r(k_{\text{pivot}})$. As we discuss below, and in figures 2.5 and 2.6, in both the AdS and mass-gap scenarios, the running in the scalar spectral index is extremely small over observable scales, $|dn_S/d\ln k| < 4 \times 10^{-3}$, and the vast majority models closely obey the consistency relation $n_T = -r/8$. We compare the Monte Carlo DBI models to compatible observational constraints obtained with $dn_S/d\ln k = 0$ and both with the consistency relation, and with
and \( n_T \) allowed to be unrelated with \(-0.02 < n_T < 0\). We consider purely adiabatic initial conditions and impose flat spatial curvature. The MCMC convergence diagnostics is done on seven chains though the Gelman and Rubin “variance of chain mean” / “mean of chain variances” \( R \) statistic for each parameter.

We also impose the following two consistency constraints:

1. **Sufficient e-folds and all e-folds in the throat:** Although there may be inflation from other sources (other branes or other parts of the \( D3 \) trajectory) we require that sufficient e-folds to solve the usual horizon problem take place in a single throat. One may in principle loosen this requirement, but a more detailed knowledge of the geometry in the bulk space would be needed. The required number of e-folds depends on the reheating temperature \( T_{RH} \) and inflation scale \( H_I \) through \( N_e \approx 68.6 + \ln(H_I \gamma/T_{RH}) \). This equation comes simply from the requirement that \( Ha \) at the beginning of inflation is at least as small as \( Ha \) today, where \( H \) is the Hubble parameter and \( a \) is the universe’s expansion factor. In other words, the largest scale we observe today \( (k_H \sim k_{pivot}/10) \) was once in causal contact. The expression is approximate because it assumes \( H \) is constant during inflation. In the appendix we discuss how to implement the condition more precisely. The requirement that enough inflation occurs in the throat can then be expressed as \( \phi_H < \phi_{UV} \), where \( \phi_{UV} \) is the scale where the throat is glued to the bulk. We use the condition \( h(\phi_{UV}) = 1 \). For simplicity we assume 100% efficient reheating, so that \( T_{RH} \) is set by the warped brane tension.

2. **A proportionally small throat:** In order to have the observable scales today correspond to the inflaton position inside the throat, we impose the bulk volume bound (2.86) in the form,

\[
\frac{\phi_{pivot} - \phi_A}{M_{Pl}} < \sqrt{\frac{4}{N_A}} \tag{2.108}
\]

where \( \phi_{pivot} \) is the value of \( \phi \) corresponding to the physical pivot scale today, \( k_{pivot} \).
where the normalization to CMB data is applied.

For DBI inflation, the Lyth bound [45] still applies

\[
\frac{1}{M_p} \frac{d\phi}{dN_e} = \frac{2M_P H'}{\gamma H} = \sqrt{\frac{r}{8}}.
\]

(2.109)

Using the Lyth bound and considering that \(r\) may decrease rapidly during inflation, Ref. [27] concludes that in DBI inflation with a quadratic potential, the tensor/scalar ratio would be unobservable for \(N_A > 10^6\). Meanwhile, it would badly violate the current bound on non-Gaussianity for \(N_A \gtrsim 13\).

One may rewrite the Lyth bound (2.109) as

\[
r_{\text{CMB}} \lesssim \left( \frac{32}{N_A} \left( \frac{1}{N_{\text{eff}}} \right) \right)^2
\]

(2.110)

\[N_{\text{eff}} \equiv \int_{0}^{N_{\text{end}}} dN_e \left( \frac{r}{r_{\text{CMB}}} \right)^{1/2}
\]

Note that this definition has number of e-folds \(N_e\) and \(N_{\text{eff}}\) increasing with time.

From Eq.(2.45),

\[
\frac{d\ln r}{dN_e} \approx \eta + s = - \left[ (n_S - 1) + \frac{r}{8c_s} \right].
\]

(2.111)

This means that \(r\) decreases only when the scalar spectrum is blue to the sound speed is small, which is significantly constrained on observable scales. However, outside the observable window, \(c_s\) can decrease rapidly. Therefore, the intermediate regime has the best chance to predict large tensor mode.

In the most optimistic observable case and with \(N_{\text{eff}} \sim 1\), \(r_{\text{CMB}} \gtrsim 10^{-4}\) requires \(N_A < 10^6\). One must then check whether the current bound on non-Gaussianity is violated. For our purpose, this constraint in the form of the bulk volume bound (2.108) turns out to be most useful. Note that this bound may be relaxed in some variations of the model that we discuss later.

We impose the first condition directly in the code, but implement the last as a consistency cut. Since other geometries (e.g., a squashed throat) or other choices for the
inflaton may have a different dependence on $N_A$, it is interesting to examine the range of possible observables before and after imposing this constraint.

In Figure 2.4 we demonstrate the sensitivity of $n_S(k_{\text{pivot}})$ to different warped geometries, holding all parameters, except $\beta$, at typical values and varying $\beta$ from slow-roll, $\beta \ll 1$, to ultra-relativistic, $\beta \gg 1$, regimes. We compare the AdS warp factor, the mass-gap warp factor and the exact Klebanov-Strassler warp factor. We see that in the slow-roll regime, since the warp factor does not come into play, different warped geometries give the same prediction on $n_S$. When $\beta > 1$ the model starts to deviate from slow-roll and the warp factor comes into play in the equation of motion, yielding different predictions on $n_S$. Typically, we find that the mass-gap geometry gives a more red-tilted spectrum than the AdS geometry and the exact K-S is in between the two.

In Figures 2.5 and 2.6 we demonstrate the wide variety of observational properties arising in DBI inflation. In addition to slow-roll behavior with red tilted, $n_S < 1$, and blue-tilted, $n_S > 1$, spectra, DBI inflation can also give rise to relativistic behavior.
\( \gamma > 1 \), and intermediate models with large tensors, small running and a strong running-spectral tilt relation. The figures show key 2D parameter spaces for both observables and model parameters with Monte Carlo generated models which are consistent with the WMAP+SDSS+SN1a normalization \( A_s = 2.3^{+1.5}_{-1.4} \times 10^{-9} \) at the 95\% confidence level (C.L.). The red squares are within 1\( \sigma \) in the upper-left \( r - n_S \) panel, the orange-yellow triangles are within 2\( \sigma \), while the black crosses are outside 2\( \sigma \). The nine panels from bottom left are:

1. \( \log_{10} m^2 - \log_{10} v \) panel. Low masses, \( m^2 \lesssim 10^{-12} M_P^2 \), produce slow-roll behavior \( \gamma \sim 1 \) with small tensors, \( r < 0.05 \), and obeying the usual consistency relation \( r = -8n_T \). Imposing a flat prior on \( \log_{10} m^2 \) and \( \log_{10} v \), the majority of slow-roll models have a red-tilted spectrum. The normalization and e-folding constraints allow the orbifolding parameter, \( v \), to extend over a large range of values, \( \sim 10^{25} \) orders of magnitude. The intermediate and relativistic regimes are constrained in a small section of this space with very small orbifold factors \( v \lesssim 10^{-17} \). As such, only the slow-roll regime is consistent with the Klebanov-Strassler Throat for which \( v = 16/27 \).

2. \( \log_{10} m^2 - \log_{10} h_A \) panel. Two distinct regions, the slow-roll regime for \( m^2 \lesssim 10^{-12} M_P^2 \) and a relativistic region with \( m^2 \gtrsim 10^{-11} M_P^2 \) are carved out. The spread of \( h_A \) at small \( m^2 \) indicates the insensitivity of data to the warp factor of the throat. The requirement that there are sufficient e-foldings to include the physical scale \( k_{pivot} \) gives the lower bound on \( h_A \) for a given mass in the slow roll region, with the blue tilted slow-roll models lying close to this boundary. In the intermediate and relativistic regimes the normalization constraint translates into a thin region of allowed models. The relativistic models require a small warp factor at the bottom of the throat, \( h_A \sim 10^{-1.5} \).

3. \( \log_{10}(\phi_{pivot} - \phi_A) - \log_{10} N_A \) panel. Conveniently demonstrates the bulk volume
bound (2.108). The relativistic models all have \((\phi_{\text{pivot}} - \phi_A)/M_{\text{Pl}} > \sqrt{4/N_A}\), as such, imposing the bound rules out all but the slow-roll regime.

4. \(\frac{d n_S}{d \ln k} - n_S\) panel. For both the AdS and mass-gap geometries the bulk of the models satisfying the e-fold and normalization bounds have a very small negative or near zero running in the spectral tilt, \(-0.001 < \frac{d n_S}{d \ln k(k_{\text{pivot}})} < 0\). The relativistic models, in particular, have extremely small running and \(n_S \approx 1\) as discussed in regards to (2.33).

5. \(\log_{10} m^2 - n_S\) panel. For \(g_s = 0.1\) and \(\alpha'M_{\text{Pl}}^2 = 1000\) the slow-roll regime tends towards a common spectral tilt \(n_S \approx 0.972\) as \(m^2 \to 0\), which reproduces the spectral index in the slow-roll scenario [12].

6. \(\log_{10} m^2 - r\) panel. Models with significant tensor contributions with \(r > 0.05\) are purely generated in the intermediate regime with \(m^2 \sim 10^{-11} M_{\text{Pl}}^2\).

7. \(n_S - r\) panel. Models with a noticeable deviation from the Harrison-Zeldovich spectrum \((n_S = 1\) and \(r = 0\)) are possible with \(0.96 \lesssim n_S \lesssim 1.05\), including models with significant tensor contributions \(0 < r \lesssim 0.15\). (2.33) and (2.45) lead to the relation \(4(1-n_S)/\gamma \sim r\). The AdS Monte Carlo models are able to have slightly higher tensors than the mass-gap geometry. The mass-gap, however, allows an interesting branch of models in the intermediate regime with large tensors and distinct \(n_S\) vs. \(r\) relation.

8. \(n_T - r\) panel. Slow-roll and many intermediate tensor mode models are in good agreement with the \(r = -8n_T\) consistency relation. Significant deviations from this relation are seen in the relativistic models where the models have a significant tensor spectral tilt, but comparatively much smaller tensor amplitude given by \(r \sim n_T/8\gamma\) in (2.48).

9. \(\gamma - r\) panel. There is a the clear division of behavior between the large mass models, with intermediate models possessing large tensor modes but a comparatively
slowly rolling inflaton $\gamma \sim 1$, and relativistic scenarios with $\gamma > 1$ but vanishing tensor contributions in the limit $\gamma \gg 1$. For large $\gamma$, the Monte Carlo models are subject to additional constraints from CMB non-Gaussianity measurements, $\gamma < 31$.

In Figures 2.7 and 2.8 we compare the observational constraints from 3-year WMAP CMB + SDSS + HST GOODS data with the Monte Carlo results for DBI inflation for the AdS and mass-gap warp factor respectively without imposing a constraint on $\phi_{\text{pivot}}$. The panels show the regions within $1\sigma$ (dark blue) and $2\sigma$ (pale blue) allowed by the data. The DBI models are marked red (yellow/orange) if they lie within $1\sigma$ ($2\sigma$) of the data in the key $n_s - r$ space. Black points are outside the $2\sigma$ region. It is clear that the data is constraining the parameter space of the model in a meaningful way.

One can see that in both cases the inflationary parameter space $\{N_A, \nu, h_A, m^2\}$ yields models wholly consistent with observations. For $g_s = 0.1$ and $\alpha' M_{\text{Pl}}^2 = 1000$, the slow-roll, low mass, regime tends towards a common spectral index $n_s(k_{\text{pivot}}) \approx 0.972$, consistent with observations at the $1\sigma$ level. An intermediate regime, for masses $m^2 \sim 10^{-11} M_{\text{Pl}}^2$ and $N_A \sim 1$, with a significant tensor contribution, is also consistent at $1\sigma$ level. The relativistic ($\gamma \gg 1$) regime is consistent with data at the 95% C.L. For the AdS warp factor a handfull of Monte Carlo models, in agreement with the CMB and galaxy spectra at the 95% level, exceed the non-Gaussianity constraint from WMAP CMB on relativistic models, $\gamma < 31$.

In Figures 2.9 and 2.10 we show the allowed Monte Carlo models after additionally requiring that they also satisfy the bulk volume bound (2.108). This bound effectively constrains the tensor to scalar ratio, $r(k_{\text{pivot}}) < 4 \times 10^{-3}$. In this case the slow-roll regime is allowed but the intermediate and relativistic regime do not satisfy the cut. In Figures 2.11 - 2.13 we investigate the intermediate regime more fully, for a variety of specific parameter values, and find that the bulk volume constraint disallows any of the
observationally consistent models to survive.

For the intermediate region, it is worth noting that the initial $\phi$ takes a rather large value. In this case, we expect that the truncation, keeping only the $m^2\phi^2$ term in the inflaton potential, may not be a good approximation. Let us, therefore, consider the impact of introducing a $\phi^4$ term to the inflaton potential (1.8):

$$V(\phi) \rightarrow V(\phi) + \mu V_0 \left( \frac{\phi}{M_{Pl}} \right)^4$$  \hspace{1cm} (2.112)

We see in Figure 2.14 that turning on a $\phi^4$ term tends to blue (red) tilt the power spectrum for small (intermediate) values of $m^2$.

In Figure 2.15, we show how the parameters and observables change with different values of $\mu$. We find that as $\mu$ increases, $h_A$ has to decrease in order to fit COBE normalization, meanwhile, $n_S$ is driven to the red end and $r$ increases. We also show in the figure that including the $\phi^4$ term does not help to reduce the value of $\phi_{\text{pivot}}$ but makes it even larger, consistent with the bound (2.109) as $r$ increases with larger $\mu$.

### 2.3.5 Summary of Results

We have discussed the cosmological predictions for DBI inflation, including the dependence of observed initial power spectra observables on the brane evolution and throat geometry. Three inflationary regimes are of interest, namely the slow-roll, intermediate relativistic and ultra-relativistic regimes, with rich properties including large tensor modes and non-Gaussianity.

After numerically integrating the background and perturbation equations we compare the predicted power spectrum properties to current cosmological CMB, galaxy and supernovae data. We find that the three regimes can fit the data well although the power spectrum normalization and e-fold constraints severely cut into the full multidimensional parameter space.
The small $m^2$ parameter region, which corresponds to a specific model within the usual slow-roll scenario, satisfies the cosmological data quite well predicting a spectral tilt around $n_s(k_{\text{pivot}}) \simeq 0.972$. Its predictions are in line with a typical inflationary scenario.

Before imposing the bulk volume bound (2.108), we find that the (relatively) large $m^2$ region, which corresponds to the DBI ultra-relativistic scenario, is compatible with the present data, in agreement with previous analyses. The potential of having a large non-Gaussianity \cite{26,35} with distinctive bi-spectrum \cite{22} and trispectrum \cite{46} is very encouraging to testing this very stringy scenario. However, imposing the bulk volume bound rules out most if not all of the large $\gamma$ region. That the cosmological data strongly restricts the allowed parameter space and brane inflationary scenarios means that the scenario can be tested; this is very encouraging.

Interestingly, we find that the intermediate $m^2$ region, for which a numerical analysis is required, where the tensor mode can be large \cite{25} and the $n_t - r$ relation deviates from the usual consistency relation, is also consistent with the data, when one neglects the bulk volume condition (2.108). When this condition is imposed, however, the region is ruled out in the simple scenario. There are a number of ways to vary the model to relax this bound or the constraint coming from this bound; however, in spite of this, we do not expect the ratio $r$ to be much bigger than a few percent. Two possibilities discussed here are the multi-brane multi-throat scenario and the wrapped $D5$-brane scenario. If $r$ is large enough to be measured, the deviation from the $r - n_t$ relation in the slow-roll case will be a fine signature for stringy physics.

The goal here is not only to find a stringy inflationary scenario that fits the data, but that such a scenario will also predict distinctive stringy signatures that may be detected and measured. Besides cosmic strings, searches for distinct string theory signatures in the slow-roll scenario continues. Recently, the proposal that the Seiberg duality cascade
in the KS throat may lead to observable signatures in the CMB power spectrum [47] is encouraging. Features in the warp factor or effects due to the fact that the inflaton is really a six-component field may source non-Gaussianity and slightly alter predictions for the power spectrum [48, 49].

Although the predicted tensor contribution of a few percent is beyond the capabilities of the WMAP satellite, this could well be in the detectable realm for the next generation of CMB instruments focusing on precision measurements of CMB BB polarization modes. Examples are, amongst others, the PLANCK, Clover, Spider, and BICEP projects, which hope to get $\Delta r \sim 0.01 - 0.05$. As such, the near future holds exciting prospects for better testing the rich properties of brane inflation.

Finally, it is worth mentioning that cosmic strings are generically produced toward the end of brane inflation. We find that the cosmic string tension $\mu$ roughly satisfies $10^{-14} < G\mu < 10^{-6}$; its particular value depends on the choice of $m$ and $\lambda$. Roughly speaking, small allowed values of $G\mu$, $10^{-14} \lesssim G\mu \lesssim 10^{-10}$ are accompanied by a red tilt in the power spectrum, and in some cases by large non-Gaussianity.
Figure 2.5: Taxonomy of the inflationary parameter space for the AdS warp geometry showing DBI inflationary models from a Monte Carlo simulation which satisfy the WMAP+SDSS+SN1a normalization constraint $A_s = (2.3^{+1.5}_{-1.4}) \times 10^{-9}$ at 95% C.L.. The figure shows the wide variety of inflationary behavior arising from DBI inflation, including relativistic models ($1.1 < \gamma < 10$, filled yellow triangles and $\gamma > 10$ full red squares), large tensor modes (open green triangles), and blue and red-tilted slow-roll spectra (black and blue crosses, respectively). The taxonomy is presented in terms of relationships between the predicted spectrum observables ($n_s$, $r$, $dn_s/d\ln k$) and key model parameters ($m^2$, $h_A$, $N_A$, $\gamma$ and $\phi_{\text{pivot}}$). Note that the bottom right figure shows models in comparison to the bulk volume bound imposed by [27]. If the bound is imposed only slow-roll (low tensor, small running, non-relativistic models) with $\phi_{\text{pivot}} - \phi_A < \sqrt{4/N_A}$ are allowed. See the main text for further discussion.
Figure 2.6: As in Figure 2.5 but for the mass-gap warp geometry.
Figure 2.7: Inflation parameter space for the AdS geometry in comparison to cosmological observational constraints from 3-year WMAP data in combination with SDSS LRG power spectrum data and SNLS SN1a data. The top left figure ($n_S$ vs $r$ constraints) and top center figure ($n_T$ vs $r$ constraints) of each set show the observational constraints without imposing the $n_T = -r/8$ consistency relation, allowing $-0.02 < n_T < 0$, at the 68% (dark blue) and 95% (light blue) confidence level. Overlaid are DBI inflationary models from a Monte Carlo simulation which satisfy the WMAP normalization constraint $A_s = 2.3^{+1.5}_{-1.4} \times 10^{-9}$ at 95% C.L. and are in agreement with the $n_S - r$ WMAP+SDSS LRG+SN1a constraint within 68% (red square), 95% (yellow triangle) and outside 95% (black cross) confidence limits. The constraints with the consistency relation imposed (dashed contours in the top left plot) yield a very similar splitting of the DBI models by confidence level.
Figure 2.8: As in Figure 2.7 but for the mass-gap warp geometry.
Figure 2.9: As in Figure 2.7 but imposing the bulk volume bound \([27]\) of \(\phi_{\text{pivot}} - \phi_A < \sqrt{4/N_A}\) for the AdS warp factor. Note that the tensor ratio and tensor tilt scales are reduced in comparison to Figure 2.7. The rescaled plots show that the, much more restricted, set of models are all in the slow-roll regime with \(r < 0.003\) and \(\gamma - 1 < 10^{-7}\) and satisfy the \(n_T = -r/8\) consistency relation. The intermediate regime, while in strong agreement with observations, is incompatible with the bound.
Figure 2.10: As in Figure 2.9 but imposing the bulk volume bound for the mass-gap geometry. Only slow-roll models remain consistent with the data at the 95% confidence level with $r < 0.001$ and $\gamma - 1 < 10^{-7}$ and satisfy the $n_T = -r/8$ consistency relation.
Figure 2.11: With $N_A = 10^{14}$, the figure shows the $\beta - h_A$ plane of parameter space for the AdS warp factor without orbifolding. The red region fits $n_S$ within $2\sigma$, and the yellow band is the constraint from COBE normalization. We find that we need $N_A$ roughly $10^{14}$ to fit the WMAP data. The blue lines are contours of $r = 0.01, 0.1, 0.15$. The model yields significantly large tensor to scalar ratio. The green lines are contours of $\gamma = 1.001, 1.5$. All the models within the red region deviate from the slow-roll scenario, but $\gamma$ at the pivot scale is not large enough to be in the ultra-relativistic regime. They all belong to the intermediate region. The tightest constraint here is actually the bulk volume bound (2.108), with $N_A \sim 10^{14}$: no points on this figure survive the bound.
Figure 2.12: A similar graph as Figure 2.11 except that the volume of $X_5$ is decreased to $v = 10^{-13}$. We find models that fit WMAP data, and they come with much smaller $N_A$ values than the case with $v \sim 1$. The graph shows a plane with $N_A = 20$. This figure is still in the intermediate region. However, even if $N_A$ is decreased significantly, no model survives the bulk volume bound (2.108).
Figure 2.13: We now take the limit $N_A = 1$ and see if there are any models that fit the data and survive the bulk volume bound (2.108) at the same time. The blue lines are contours for different $\phi_{\text{pivot}}$ values. (Blue-tilt at small $\phi_{\text{pivot}}$.) In the $2\sigma$ region of the $n_S$ constraint, i.e. the red region, we see that $\phi_{\text{pivot}} > 10$, badly violating the bound on field range. The diamond points do show some points that survive the bound but they do not fit $n_S$ well. The figure shows that the value of $\phi_{\text{pivot}}$ decreases in the upper-right and lower-left corner, so for $\beta > 10^2$ and $\beta < 10^{-2}$, the chance to get small $\phi_{\text{pivot}}$ is much larger, and these two regions are the slow-roll region and the DBI region.
Figure 2.14: These two figures show the prediction of $n_S$ if the inflaton potential is perturbed by a $\mu \phi^4$ term. In the slow-roll regime ($\beta < 0.1$), a $\mu \phi^4$ term will drive the $n_S$ to the blue end and is not favored by data. But in the intermediate regime ($\beta > 0.1$), adding a $\mu \phi^4$ term in the potential drives $n_S$ to the red end and improves the model’s agreement with data.
Figure 2.15: For $\beta = 1$, these figures show the dependence of $\{h_A, n_s, r, \phi_{\text{pivot}}\}$ on the $\mu \phi^4$ term. The other parameters are fixed to be $N_A = 20$, $v = 10^{-13}$, $g_s = 0.1$, $\alpha' M_{\text{Pl}}^2 = 1000$. 
2.4 The Infrared Dirac-Born-Infeld Scenario

2.4.1 A Multi-throat Scenario

In the IR models, branes are started from the IR side of a throat (denoted as the B-throat) and roll toward the UV side under the moduli potential

\[ V(\phi) = V_0 - \frac{1}{2} m^2 \phi^2. \]  

The origin of \( \phi \) is at the tip of the throat, which can be realized for example if the tip of the throat is an orbifold fixed point. The Coulomb attraction from antibranes in other throats is neglected here unless \( m^2/H^2 \) is very small.

The IR model can arise in the following scenario [14] (illustrated in Fig. 2.16): At the beginning, anti-branes are naturally attracted to and settle down at the end of various throats induced by fluxes. However they are semi-stable at most, and will eventually annihilate against some fluxes [50]. The end products are \( n_B \) D3-branes. As mentioned, unlike antibranes, branes experience no potential if the extra dimensions are not compactly stabilized. But for realistic inflation models in string compactification, their moduli space is lifted. If the mass term is tachyonic as in (2.113) for a B-throat, these liberated branes will roll out. The inflationary energy \( V_0 \) is provided by longer-living antibranes in other throats (denoted as the A-throats) or in the bulk. Shorter A-throats give more dominant contributions to \( V_0 \). These antibranes eventually get annihilated by some of the inflaton branes. The annihilation products will naturally heat low mass-scale sectors in case of tunnelling reheating [51], such as branes residing in very long throats or in a large bulk.

We now study the phase diagram for IR-DBI inflation. In the absence of the warped space, the \( |\eta_{SR}| = 1 \) line is

\[ \phi^2 = -2 M_{Pl}^2 + \frac{2V_0}{m^2}, \]  

(2.114)
which corresponds to the vertical line (at $m = \sqrt{V_0/M_{Pl}}$) in Fig. 2.17. Slow-roll inflation occurs when $|\eta_{SR}| < 1$ which is the region to the left of this line.

In the presence of the warped space, DBI inflation can be triggered even if the slow-roll condition is not satisfied. Ref. [14, 28] show that, for $\beta \equiv m^2/H^2 \sim |\eta_{SR}| \gtrsim 1$, DBI inflation happens if

$$\phi < HR_B^2\sqrt{n_B T_3}.$$  \hspace{1cm} (2.115)

Here, an important difference from the UV model condition (2.104) is that, because the inflationary energy $V_0$ is provided by antibranes in other throats instead of the moduli potential itself, the shape of the potential that can achieve inflation becomes rather flexible. Of the special interest is the generic case $m^2 \sim H^2$. Even for $\beta < 1$ when slow-roll inflation is possible, the speed-limit provided by the warped space cannot be neglected if the inflatons are started from the region [28]

$$\phi < \beta HR_B^2\sqrt{n_B T_3}.$$  \hspace{1cm} (2.116)

This implies that the DBI and slow-roll phases can be smoothly connected by an intermediate region in this corner of the parameter space. Overall, the DBI inflation

Figure 2.16: Multi-throat brane inflation scenario. In the left figure, antibranes are settled down in throats. In the right figure, in some throats antibranes annihilate fluxes and generate branes. For a throat with tachyonic brane moduli, branes fall out and settle down somewhere else, triggering either IR or UV models of brane inflation.
Figure 2.17: The inflation phase diagram for IR models. The notation used here is the same as in Fig. 2.3. The vertical line at \( m = \sqrt{V_0}/M_{Pl} \) corresponds to \( |\eta_{SR}| = \beta/3 = 1 \). The unshaded region may support a certain amount of non-relativistic fast-roll inflation.

The phase stays below the horizontal curve stretching from the origin to \( \phi = HR_B^2\sqrt{n_B}T_3 \) in Fig. 2.17. The DBI region always stays well below the maximum inflaton extension (the horizontal solid line at \( \phi = R_B\sqrt{n_B}T_3 \)), since

\[
\frac{HR_B^2\sqrt{n_B}T_3}{R_B\sqrt{n_B}T_3} = HR_B \lesssim \frac{\sqrt{n_A}h_A^2}{\sqrt{N_B}} \ll 1 ,
\]

(2.117)

where \( V_0 = 2n_Ah_A^4T_3 \) and (2.82) (2.83) are used, \( n_A \) being the number of antibranes that get annihilated. We see that IR DBI inflation is completed in a very small region at the tip of the B-throat. Unlike the UV DBI phase, the condition (2.105) is automatically satisfied. This also justifies the small field expansion in (2.113).

We have treated the Hubble parameter \( H \) as a constant. This can be verified using the...
geometric constraints (2.82) and (2.83), because in the IR model the potential drop $\Delta V$ during inflation, estimated very conservatively, satisfies

$$\Delta V \sim \frac{m^2 R_B^2 n_B T_3}{2 V_0} \sim \frac{\beta n_B}{N_B}.$$  \hspace{1cm} (2.118)

As long as

$$\beta \ll \frac{N_B}{n_B},$$  \hspace{1cm} (2.119)

the inflationary energy is approximately a constant.

Therefore we see that in the IR models, inflation can occur for a large range of the mass parameter,

$$0 < \frac{m^2}{H^2} \ll N_B,$$  \hspace{1cm} (2.120)

around the generically expected magnitude $m \sim H$. The requirement is to start the inflatons from a small enough $\phi_B$. In terms of the flux compactification this is easy to achieve, because the minimum warp factor is given by the flux numbers $M$ and $K$ in an exponential form \[10\]

$$h_{\min} \sim e^{-2\pi K/3M_{8s}}.$$  \hspace{1cm} (2.121)

We emphasize that non-trivial constraints come from various back-reactions that cut off the IR regions of a throat. These include the back-reaction from the 4-d inflationary background \[28\] [51] and the back-reaction from the relativistic inflaton branes \[13\] [52]. The former is generally (for $\beta \sim 1$) more important than or comparable to the latter depending on the number of inflaton branes. It is estimated \[28\] [51] to cut off the throat at $\phi \sim H R_B^2 \sqrt{n_B T_3}/\sqrt{N_B}$. This determines the maximum number of $e$-folds achievable by the DBI inflationary phase\[1\]$N_{\text{tot}}^{\text{DBI}} \sim \sqrt{N_B}$. A more detailed understanding of this backreaction is important.

\[1\]This constraint is equally important for UV DBI models.
It is worth pointing out that, in terms of model building, the most important difference between the IR and UV DBI models is not whether branes are started from the IR or UV side of a warped space. It is the independence between the inflaton speed-limit and the inflationary energy, which allows a flexible shape of potential. We have seen that this naturally happens when branes are moving out of a throat, with inflationary energy provided by antibranes in other throats. Just in terms of field theory, even in the UV models, such an independence can be achieved by demanding the constant term $V_0$ in the potential \((2.102)\) to be independent of the A-throat warp factor, for example by a hybrid of a different field around $\phi = 0$ to suddenly end inflation. The question is then how to realize it naturally in string models.

Having considered the phase diagram, we would like to first restrict the parameter space by comparing the predictions of the model with observational data, and then make predictions for future observations. This will be the main focus for the rest of the paper. We close this subsection with a few comments on the setup of the model.

First, as we demonstrated in Fig. 2.3 for UV models there is no inflation around $\eta_{SR} \sim 1$ and a large parameter space beyond that. So for IR models, it is reasonable to consider the simplest case where, after branes come out of the B-throat, there is no significant amount of additional inflationary $e$-folds if they roll through the bulk or enter another A-throat to annihilate antibranes there. This simplest possibility represents a fairly generic class of models.

Second, more realistic throats such as the Klebanov-Strassler throat \([15]\) have a scale-dependent charge. The characteristic scale $R$ decreases slowly towards the tip of the throat. Especially the geometry around the tip region will be significantly different from the simple AdS form \((2.61)\). For UV models such modifications can be important because the tip of the throat is the region around which the last 60 $e$-folds of inflation happens \([36, 35]\). For IR models, the situation is opposite. The last 60 $e$-folds of inflation...
happens away from the bottom of a throat because generally the total $e$-folds is more than 60. Furthermore the relevant field range is very small. Therefore, under these conditions (which will be made more precise in Sec. 2.4.2), we can ignore both the deformation of the throat geometry and the running of the throat charge, and approximate the metric as (2.61) with the constant $\lambda$ (or $R$) being the effective value at the relevant $\phi$ (or $r$).

Third, as we have mentioned, the realistic IR case almost always involves multiple inflaton branes. It is interesting to see whether the non-Abelian action plays an important role [53]. In our scenario, after the mobile branes are created in the IR end of the throat, they all have approximately the same radial coordinates and roll in the radial direction. In the angular directions, we either imagine that they are randomly distributed, in which case their average separation is $h_B R_B / n_B^{1/5}$ (the power of $1/5$ is due to the five-sphere) which is much larger than the local red-shifted string length along the extra dimensions, $h_B m_s^{-1}$; or we imagine that they stick together and roll with a fixed angular coordinate, which is different from them forming a higher dimensional brane and expanding around the center. In both cases, we expect the leading effects of a large number of branes on density perturbations to be well represented by the Abelian action. As in Ref. [28, 29], we will use this approximation in this paper.

Lastly, there is a trivial slow-roll region in IR models if we tune $\beta$ to be near $O(0.01)$. We skip this parameter space in this paper and start from $\beta \gtrsim O(0.1)$.

### 2.4.2 Background Attractor Solutions

In regions where various back-reactions to the warped background are negligible and the Hubble energy stays below the red-shifted string scale, the low-energy dynamics of the inflaton branes is described by the DBI-CS action (1.5),

\[
S = -\int d^4x \sqrt{-g} \left( \phi^4 \frac{1}{\lambda_B} \sqrt{1 + \frac{\lambda_B}{\phi^4} g^{\mu\nu} \partial_\mu \phi \partial_\nu \phi - \frac{\phi^4}{\lambda_B} + V(\phi)} \right),
\]

(2.122)
where $V(\phi)$ is given by Eq. (2.113). Subscripts $A$ and $B$ are used to denote quantities for the A and B throats.

The branes start from the tip of the throat and exit at the UV end of the throat, after which some of them quickly find antibranes and annihilate, diminishing the cosmological constant $V_0$. Among all the branes rolling out from the B-throat, only those which annihilate antibranes have significant contributions to the density perturbations. We will denote this number as $n_B$. The normalized inflaton field is

$$\phi = \sqrt{n_B T_3 r}, \quad \lambda_B = n_B T_3 R_B^4 = \frac{n_B N_B}{2\pi^2 v_B},$$

(2.123)

with $N_B$ the background charge of the B throat, and $v_B$ the B throat base volume / Vol($S^5$). The UV end of the throat corresponds to $\phi_{\text{end}} = R_B \sqrt{n_B T_3} = \sqrt{\lambda_B}/R_B$.

More generally, antibranes with number $n_A$ that get annihilated can reside in different A-throats. Due to different warp factors, each annihilated brane pairs can have different contributions to reheating energy. These subtleties will only affect the microscopic interpretation of the parameters, such as $n_A h_A^4$. For our purpose, we define

$$V_0 \equiv 2 n_A h_A^4 T_3,$$

(2.124)

The dynamics of the inflaton can be approximately described by two attractor solutions. The first is that of the IR DBI inflation. This is the phase where the effect of the speed-limit is important. The inflaton is traveling near the warped speed of light, and the attractor solution is

$$\phi = -\frac{\sqrt{\lambda_B}}{t} + \frac{9\sqrt{\lambda_B}}{2\beta^2 H^2 T_3} + \cdots,$$

(2.125)

where $t$ is chosen to run from $-\infty$ for convenience. Recall that for $0 < \beta \ll N_B/(n_B)$, $H$ is approximately a constant. This phase ends around $\phi \sim H \sqrt{\lambda_B} (t \sim -H^{-1})$ for $\beta \gtrsim 1$ and $\phi \sim \beta H \sqrt{\lambda_B} (t \sim -\beta^{-1} H^{-1})$ for $\beta < 1$. The inflationary $e$-folds as the function of $\phi$ can be estimated as

$$N_{e,\text{DBI}} \approx \frac{H \sqrt{\lambda_B}}{\phi} - \beta^{-1}.$$

(2.126)
Here we have incorporated both the case $\beta < 1$ and $\beta \gtrsim 1$ by adding the term $\beta^{-1}$; this correction is negligible for $\beta \gtrsim 1$, and the validity of (2.125) requires $N^{\text{DBI}}_e \gg \beta^{-1}$.

The second attractor solution describes the nonrelativistic rolling where the inflaton velocity stays far below the speed-limit. In this limit the equation of motion

$$\ddot{\phi} + 3H\dot{\phi} + \partial_\phi V(\phi) = 0 \quad (2.127)$$

has the following attractor solution

$$\phi = \phi_0 e^{\alpha \beta H(t-t_0)/3}, \quad \alpha = \frac{-9 + \sqrt{81 + 36\beta}}{2\beta}. \quad (2.128)$$

The consistency condition that the inflaton velocity is non-relativistic $\dot{\phi} \ll \phi^2/\sqrt{\lambda_B}$ requires that $\phi \gg \alpha \beta H \sqrt{\lambda_B}/3$. This phase is smoothly connected to the previous DBI phase. The total number of inflationary $e$-folds provided by this period is given by

$$N^{\text{NR}}_{\text{tot}} \approx \frac{3}{\alpha^2} \ln \left| \frac{\sqrt{\lambda_B}/R_B}{\alpha \beta H \sqrt{\lambda_B}/3} \right| \approx \frac{3}{\alpha^2} |\ln HR_B|. \quad (2.129)$$

We emphasize that this nonrelativistic rolling region is slow-roll only if $\beta \ll 1$, while the above formulae are valid even if this condition is not satisfied. For example in Fig. 2.17 at around $\beta \sim 1$ ($m \sim \sqrt{V_0}/M_{\text{Pl}}$), after the DBI phase it takes time for branes to go through the lightly-shaded region till it reaches the end of the throat. This is because the branes are originally very close to the top of the potential. It provides a certain amount of $e$-folds typically not corresponding to the scale of the CMB. These additional non-relativistic non-slow-roll inflationary $e$-folds is also interesting to us, because it affects the relevant $e$-folds in the DBI phase,

$$N_e = N^{\text{DBI}}_e + N^{\text{NR}}_{\text{tot}}, \quad (2.130)$$

and hence predictions for observations.

In Fig. 2.18 we demonstrate numerical results and show that the two attractor solutions (2.125) and (2.128) give good analytical approximations for the inflaton dynamics. Any
Figure 2.18: Attractor behavior of the background solution for IR-DBI model. The dashed lines are the analytical attractor solutions. The solid lines are numerical solutions with different initial velocities. The upper-left panel shows the evolution of the ratio of the inflaton-velocity $\dot{r}$ to the warped-speed-of-light $h^2$. The two dashed lines are DBI and non-relativistic rolling, respectively. The upper-right panel shows the evolution of the Lorentz factor $\gamma$. The lower panels are the blow-ups of the upper panels. The parameters are $\beta = 2$, $N_B = 10^9$, $n_B = 10^5$, $m_s g_s^{-1/4} = 10^{-6} M_{Pl}$, $n_A h_A^4 = 1$. In the simulation, branes are started at $h_B = 2.9 \times 10^{-7}$.

Initial angular motions will also be damped out due to the Hubble friction, because the inflaton potential considered here has only radial dependence.

In this chapter, we use the $AdS_5$ geometry with a length scale $R$ to represent the warped space. The details of the geometry can be different for more realistic cases. We expect our example to capture the main properties of the model, and to be a good approximation for a certain generic parameter space. Let us consider, for example, the K-S throat,

$$h^{-4}(r) = \frac{27 \pi g_s \alpha'^2}{4 r^4} \left[ N_{tot} + \frac{3g_s M^2}{2\pi} \left( \ln \frac{r}{r_{max}} + \frac{1}{4} \right) \right] \equiv \frac{R_i^4}{r^4} ,$$

(2.131)
where we have defined a running \( R_l \),

\[
R_l^4 = \frac{27\pi}{4} g_s \alpha' N_{\text{eff}} ,
\]

(2.132)

with \( N_{\text{eff}} \equiv MK_{\text{eff}} = M(K_{\text{tot}} - l) \) for

\[
r = r_{\text{max}} \exp(-2l\pi/3g_sM) .
\]

(2.133)

So instead of the parameter \( N_B \), here we have the parameter \( M \). The effective \( N_{\text{eff}} \) and \( K_{\text{eff}} \) are now functions of \( r \) or \( l \). From \( (2.133) \) we can estimate that, during IR DBI inflation, \( \Delta l \approx g_sM \). Therefore as long as

\[
K_{\text{eff}} \gg g_sM ,
\]

(2.134)

we can neglect the running of \( N_{\text{eff}} \). The \( N_B \) in our analyses thus represents the \( N_{\text{eff}} \) in a small region of \( r \) relevant for IR DBI inflation. The condition \( (2.134) \) is most easily satisfied by having a small \( g_s \). In addition, since the WMAP window is only a few \( e \)-folds, which corresponds to \( \Delta l \approx 3g_sM/N_{\text{DBI}} \), we only need \( K_{\text{eff}} > g_sM \) to approximate \( N_{\text{eff}} \) as a constant in this window. In this case, the running of \( N_{\text{eff}} \) only slightly affects the total DBI \( e \)-folds, and hence the relation in \( (2.130) \). Another difference between the K-S throat and the geometry we use is that, in the latter, the UV edge of the warped space is cut off and glued to the bulk at \( R \), while in the former it is given by an independent parameter \( r_{\text{max}} \). This does not cause too much difference in the analyses, since the non-relativistic fast-roll inflation mostly happens near the top of the potential; hence \( N_{\text{tot}}^{\text{NR}} \) is insensitive to the cutoff in generic cases.

### 2.4.3 The Power Spectrum and a Running Spectral Index

We first look at the density perturbations in the DBI phase. Its amplitude is given by the usual formula

\[
P_\zeta = H^2 \delta t^2 ,
\]

(2.135)
where $\delta t$ is the position-dependent time delay caused by the frozen quantum fluctuations of the inflaton, $\delta \phi = H/2\pi$. In this phase we approximate the inflaton zero-mode velocity as the speed of light, $\dot{\phi} = \phi^2/\sqrt{\lambda_B}$. So we have

$$P_\zeta = \frac{H^4}{4\pi^2\dot{\phi}^2} \approx \frac{(N_e^{DBI})^4}{4\pi^2\lambda_B}.$$  

(2.136)

If this is responsible for $P_\zeta \approx 23 \times 10^{-10}$, we need $\lambda_B \sim 10^{13}$. Since the number of branes created after the flux-antibrane annihilation can be as large as $\mathcal{O}(\sqrt{N_B})$, this requires $N_B \gtrsim 10^9$. The formula (2.136) can be derived rigorously using the formalism of Garriga and Mukhanov [21] summarised in Chapter 2.2.1 where we can see that the main difference from the slow-roll case is the development of the sound speed $c_s$ on the world-volume of the inflaton branes. This shrinks the Hubble horizon by a factor of $c_s$.

The underlying physics can be most easily understood in the view of an instantaneous co-moving observer with the brane [14, 28]. For this observer the Hubble expansion rate is increased by the Lorentz factor

$$\gamma = 1/c_s = 1/\sqrt{1 - \lambda_B \dot{\phi}^2/\phi^4} \approx \beta N_e^{DBI}/3$$  

(2.137)

due to the relativistic time dilation. In the last step of (2.137), we have used the IR model solution (2.125) and (2.126). This Hubble parameter leads to a horizon of size $c_sH^{-1}$, which lies orthogonal to the brane velocity and hence appears the same to the lab observer (i.e. the observer that does not move with the branes).

In this model it is very important to realize the validity condition for the field theory analyses of density perturbations, and make estimates for the density perturbations when the field theory analyses break down [14, 28, 29]. There are the following several interesting regions as we extend the inflaton back in time towards the IR side of the warped space.

Firstly, open strings on the inflaton brane will be created when the Hubble energy density $\gamma^4H^4$ for the moving observer becomes larger than the red-shifted brane tension $^{2}$

$^{2}$If we replace the brane tension with the string scale $m_s^4$, we have an extra factor of $g_s^{1/8}$ in (2.138).
$h_B^4 T_3 = \phi^4 / n_B \lambda_B$. Using (2.126) and (2.137), this happens at the critical e-fold

$$N_c \sim \frac{\lambda_B^{1/8}}{\beta^{1/2} n_B^{1/8}} \sim \frac{N_B^{1/8}}{\beta^{1/2}} .$$

(2.138)

Another observation that also indicates that we cannot naively extend the field-theoretic results too far down the IR side of the throat, is to look at the region $N_e > N_c$, where the brane fluctuations in the transverse directions become superluminal. This is impossible. The reason that such a superluminal speed even occurs under the DBI action can be understood as follows. When we calculate the primordial fluctuations, in the first step, the source of such fluctuations is the uncertainty principle, which \textit{a priori} does not necessarily respect the speed-limit if we only consider the scalar field. In the next step, the later evolution of such fluctuations is governed by the DBI action and always follows the causality constraint. The superluminal fluctuation speeds to which we just referred come from the first step, if we naively extend the field theoretic calculation to the regions beyond (2.138).

Secondly, closed strings will be created when the Hubble energy $H^4$ for the lab observer becomes larger than the red-shifted brane tension. This happens at

$$N_e \sim \frac{\lambda_B^{1/4}}{n_B^{1/4}} .$$

(2.139)

Finally, when the closed string density created by the Hubble expansion overwhelms the source (fluxes or branes) for the warped geometry, the warped space gets cut off. As mentioned, this back-reaction determines the maximum number of inflationary e-folds in the DBI phase,

$$N_{\text{tot}}^{\text{DBI}} \sim \frac{\lambda_B^{1/2}}{n_B^{1/2}} .$$

(2.140)

It is important to note that the zero-mode dynamics of the inflaton are still valid as long as $N_e < N_{\text{tot}}^{\text{DBI}}$, since it only relies on the existence of the speed-limit and therefore on the condition (2.140) at which the warped space gets cut off.\footnote{It will be interesting to understand better how branes move through a gas of strings and graviton KK modes, whose effects are ignored here.} In addition, the strings...
and graviton KK-modes are only created in the tip of the throat and have energy density $O(H^4)$. It does not backreact significantly on the Hubble expansion. However, the field-theoretic calculation of the density perturbation is no longer valid if $N_e \gtrsim N_c$, since not only scalar fields but also open strings will be created.

**Estimate the Effect of Phase Transition on Spectral Index**

While a rigorous treatment is currently unavailable, there are a couple of ways to estimate the density perturbations in this situation [28, 29].

We can estimate the part of energy that goes into scalar fluctuations to be saturated when the Hubble temperature reaches the brane tension $\phi^4/n_B \lambda_B$ at (2.138). Further relative increase of the Hubble energy excites strings and branes. The stringy excitations will be diluted by the exponential spatial expansion after the Hubble energy drops below the brane tension as branes move to the UV side, in the same way that the inflation dilutes relic densities. Only the scalar fluctuations are frozen and later translated into the position-dependent time-delay for the reheating. For the moving observer, the scalar field energy density is $(\delta \phi)^2_{\text{mov}} \gamma^2 H^2 \sim \phi^4/n_B \lambda_B$ and for the lab observer $\delta \phi = \delta \phi_{\text{mov}}/\gamma$. This estimate leads to $\delta \phi = \sqrt{\lambda_B H}/\sqrt{n_B (N_{DBI}^e)^2} \gamma^2$. So for $N_e > N_c$, we estimate

$$P_\zeta = H^2 \frac{\delta \phi^2}{\phi^2} \sim \frac{324 \pi^2}{n_B \beta^3 (N_{DBI}^e)^4}. \quad (2.141)$$

This is also the result that we will get by looking at the transverse fluctuation speed of each brane. The field-theoretic analyses lead to the fluctuation speed (for the moving observer), $\dot{r}_{\text{mov}} = \delta r/\delta t \approx \gamma H T_3^{-1/2}/(\gamma H)^{-1}$, which is the fluctuation amplitude divided by a Hubble time. This velocity reaches the warped speed of light precisely around (2.138). Above the phase transition, we assume the fluctuation speed saturates the warped speed of light $h^2$, so $\delta r_{\text{mov}} \approx h^2 (\gamma H)^{-1}$. The position-dependent time-delay is then

$$\delta t_{\text{lab}} \approx \frac{\delta r_{\text{mov}}/\dot{r}_0}{\gamma \sqrt{n_B}} \approx \gamma^{-2} H^{-1}/\sqrt{n_B}, \quad (2.142)$$
where \( \dot{r}_0 = h_B^2 \) is the zero-mode brane speed, and the factor \( 1/\sqrt{n_B} \) is due to the reduction of the root-mean-square of the fluctuations by the superposition of \( n_B \) independent branes. Eq. (2.142) reproduces (2.141).

To make the estimation more quantitative, consider a simple model where the density perturbations are caused by the scalar field fluctuations, which are the super-horizon ripples on branes in transverse directions. These ripples are generated during a Hubble time while they are still sub-horizon and then frozen. The amplitude of the ripples are given by the fluctuation speed of a Hubble-sized patch on the brane. This speed is determined by the energy pumped into the branes by the Hubble expansion. This model simplifies the underlying physics by focusing on only the overall fluctuation speed of a Hubble-sized patch while ignoring the detailed world-volume theory such as effects from specific stringy excitations.

According to the special relativity, an object with rest mass \( m_0 \) and energy \( E = m_0 + \Delta E \) has velocity

\[
v = c \sqrt{1 - \frac{m_0^2}{(m_0 + \Delta E)^2}}.
\]

For the on-brane observer, a Hubble-sized patch has rest mass

\[
m_0 = h_B^4 T_3 \Delta V = h_B^4 T_3 \left( \frac{\gamma H}{2\pi} \right)^{-3},
\]

where \( h_B^4 T_3 \) is the red-shifted brane tension. The Hubble energy is \( \gamma H/2\pi \), half of which goes to the kinetic energy of the transverse oscillation of the brane \( \Delta E = \gamma H/4\pi \), while the other half goes to the tension of oscillations in terms of spatial derivatives. We have restored the factor of \( 2\pi \) in the Hubble length and energy in order to quantitatively match the known results in the low energy limit. The local speed of light is \( c = h_B^2 \). The position-dependent time delay is

\[
\delta t = \frac{v(\gamma H/2\pi)^{-1}/\gamma}{\dot{r}_0/\sqrt{n_B}},
\]

where \( \dot{r}_0 = h_B^2 \) is the zero-mode brane speed, and the factor \( 1/\sqrt{n_B} \) is due to the reduction of the root-mean-square of the fluctuations by the superposition of \( n_B \) independent branes. Eq. (2.142) reproduces (2.141).

To make the estimation more quantitative, consider a simple model where the density perturbations are caused by the scalar field fluctuations, which are the super-horizon ripples on branes in transverse directions. These ripples are generated during a Hubble time while they are still sub-horizon and then frozen. The amplitude of the ripples are given by the fluctuation speed of a Hubble-sized patch on the brane. This speed is determined by the energy pumped into the branes by the Hubble expansion. This model simplifies the underlying physics by focusing on only the overall fluctuation speed of a Hubble-sized patch while ignoring the detailed world-volume theory such as effects from specific stringy excitations.

According to the special relativity, an object with rest mass \( m_0 \) and energy \( E = m_0 + \Delta E \) has velocity

\[
v = c \sqrt{1 - \frac{m_0^2}{(m_0 + \Delta E)^2}}.
\]

For the on-brane observer, a Hubble-sized patch has rest mass

\[
m_0 = h_B^4 T_3 \Delta V = h_B^4 T_3 \left( \frac{\gamma H}{2\pi} \right)^{-3},
\]

where \( h_B^4 T_3 \) is the red-shifted brane tension. The Hubble energy is \( \gamma H/2\pi \), half of which goes to the kinetic energy of the transverse oscillation of the brane \( \Delta E = \gamma H/4\pi \), while the other half goes to the tension of oscillations in terms of spatial derivatives. We have restored the factor of \( 2\pi \) in the Hubble length and energy in order to quantitatively match the known results in the low energy limit. The local speed of light is \( c = h_B^2 \). The position-dependent time delay is

\[
\delta t = \frac{v(\gamma H/2\pi)^{-1}/\gamma}{\dot{r}_0/\sqrt{n_B}},
\]
where the numerator is the fluctuation amplitude within a Hubble time viewed from the lab observer (hence an extra factor of $1/\gamma$ due to Lorentz contraction), and the denominator is the overall brane velocity which is approximately the local speed of light $\dot{r} \approx c$.

Here we also consider the case of $n_B$ multiple branes where the superposition of independent fluctuations reduces the time-delay by a factor of $1/\sqrt{n_B}$. Using these estimates we obtain the power spectrum

$$P_\zeta = \frac{4\pi^2 v_3^2}{\gamma^4 \dot{\phi}^2} ,$$

(2.146)

where

$$v_3^2 = h_B^4 T_3 \left[ 1 - \left( 1 + \frac{\gamma^4 H_4^4}{32 \pi^4 h_B^4 T_3} \right)^{-2} \right] .$$

(2.147)

This formula recovers the usual field theory result in the limit of non-relativistic fluctuation speed. This includes non-relativistic-(slow or fast)-roll inflation, and DBI inflation below the phase transition. This formula also gives an estimate on the effect of the Hubble-expansion induced stringy phase transition. The estimate is expected to provide the envelope behavior beyond the transition since it ignores detailed features such as specific resonant production of various stringy states.

It will be useful to extract the DBI inflation region in (2.146) and (2.147), and parametrize it in the following way\(^4\)

$$P_\zeta = H^2 \delta t^2 = \frac{324 \pi^2}{n_B \beta^4 N_{eDBI}^4} \left( 1 - \frac{N_c^{16}}{(N_c^8 + N_{eDBI}^8)^2} \right) .$$

(2.148)

$N_c$ is defined as

$$N_c \equiv 2^{5/8} \sqrt{3\pi} \frac{\lambda_B^{1/8}}{n_B^{1/8} \beta^{1/2}} = \sqrt{6\pi^{1/4} N_B^{1/8} \beta^{1/2}} ,$$

(2.149)

---

\(^4\)More precisely, because of the sound horizon is time-dependent, we should replace $N_{DBI}^e$ in (2.148) with $N_{DBI}^e \ln(\dot{c}_s(k)H(k))^{-1}/(\dot{c}_s H^{-1})$, where the variables with a hat are evaluated when the reference mode $\hat{k}$ (e.g. $\hat{k} = 0.002\,\text{Mpc}^{-1}$ as in (2.163)) crosses the sound horizon. Because the relevant scales for (2.148) span only a few $e$-folds, the change of the sound horizon $c_s H^{-1}$ is very small and we neglect such corrections.

73
Taking the limits $N_e \ll N_c$ and $N_e \gg N_c$, we recover (2.136) and (2.141) respectively. The spectral index is

$$n_s - 1 = \frac{4}{N_e^\text{DBI}} \frac{x^2 + 3x - 2}{(x+1)(x+2)}, \quad x \equiv \left( \frac{N_e^\text{DBI}}{N_c} \right)^8. \quad (2.150)$$

This formula interpolates between two asymptotic values $4/N_e$ and $-4/N_e$. If we define the width of the transition region as the $e$-fold difference $\Delta N_e$ between $n_s - 1 = 2/N_e^\text{DBI}$ and $-2/N_e^\text{DBI}$, then we have

$$\Delta N_e \approx 0.2 N_c, \quad (2.151)$$

which can be quite large (for example, six if $N_c = 30$). But the running of $n_s$ is still observably large in the transition region (for example, $dn_s/d\ln k \approx -0.02$ in the range of (2.151) for $N_c = 30$).

**Regional Large Running of Spectral Index**

From the last subsection, the spectral index is

$$n_s - 1 \approx -\frac{4}{N_e^\text{DBI}}, \quad N_e^\text{DBI} < N_c, \quad (2.152)$$

$$n_s - 1 \sim \frac{4}{N_e^\text{DBI}}, \quad N_e^\text{DBI} > N_c. \quad (2.153)$$

The most interesting information from (2.138) is its smallness due to the power $1/8$. For $\lambda_B \sim 10^{13}$, $\lambda_B^{1/8} \sim \mathcal{O}(100)$, which already makes $N_c$ interestingly small. Considering the more realistic multi-brane case $n_B \lesssim \sqrt{N_B}$ leads to even smaller $N_c$ of order $\mathcal{O}(10)$. So such an interesting phase transition may well have occurred within our CMB scale. Another interesting property is the fact that Eq. (2.138) is independent of the inflationary energy scale and the local warp factor of the inflaton branes, so it will be a rather generic prediction of the IR DBI models.

It is very important how sharp this transition is in terms of $e$-folds. In section 2.4.3 we give an estimate of the transition width based on the following approach. For the familiar case of field-theoretic density perturbations, the super-horizon perturbations can
be understood as being generated by the random walk of the transverse brane fluctuations within a Hubble time before the modes exit the horizon. Such a random walk velocity is given by the Hubble energy, and is non-relativistic. As we have discussed, during or above the stringy phase transition, the main difference is that the Hubble energy is comparable to or exceeds the rest mass of the brane in a Hubble-size patch. As a consequence the brane fluctuation speed becomes relativistic. We therefore use the same physical picture underlying the familiar theory, but generalize it relativistically to estimate the behavior of the density perturbations across the phase transition. The result is given in (2.146).

It is worth noting that this scenario has marked differences to several other cases commonly discussed in the literature. Firstly, this model has a scale-varying running of $n_s$, in contrast to the commonly investigated empirical ansatz, where the running of $n_s$ is assumed to be constant. Here the large running of $n_s$ is only regional, principally when $N_e^{\text{DBI}} \lesssim N_c$. Secondly, this scenario can generate large running, in contrast to most slow-roll scenarios. A standard slow-roll potential predicts very small running of $n_s$. A transient, large $dn_s/d\ln k$ can be caused by some “mild features” in the potential. For example, for small field slow-roll inflation, to generate a large transition for $n_s$ from blue to red, the mild feature should be a potential shape changing from concave to convex. Since the spectral index is still close to one, the slow-roll parameters for this case should still be at least of order 0.1. So such a case predicts unobservable non-Gaussianities. Lastly, non-standard choice of vacua may also cause observable running of spectral index. Such a running will be oscillatory in the WMAP window and phenomenologically distinguishable from the phase transition in IR DBI inflation. Interested reader are referred to the appendix of Ref.\cite{54} for detailed discussions.
2.4.4 Large non-Gaussianity and Small Tensor Mode

The three-point function of the scalar perturbation is reviewed in Chapter 2.2.3. For DBI inflation, the result becomes

\[ f_{\text{NL}}^{\text{equil}} \approx -0.32 c_s^{-2}. \]  

(2.154)

For IR DBI inflation, using the relation (2.137), we have \[ 29 \]

\[ f_{\text{NL}}^{\text{equil}} \approx -0.036 \beta^2 (N_{\text{DBI}}^e)^2. \]  

(2.155)

The observational bound is \(-256 < f_{\text{NL}}^{\text{equil}} < 332 \) [55]. Comparing UV and IR DBI scenario, we see that the running of non-Gaussianities for these two cases are opposite, as dictated by the background geometry scanned through by the rolling inflatons.

However, we emphasize that the above results are derived in the regime where the primordial fluctuations are field-theoretic. Therefore the results can be different when the stringy phase transition happens. As we will see, data analysis suggests that the critical scale \( k_c \) for that transition lies somewhere near the largest scales. For those smaller scales, it seems reasonable to assume that the magnitude of Eq. (2.155) should be smoothly modified by the stringy corrections. So in this paper, we will use this field-theoretic approximation (2.155) and the bound \( |f_{\text{NL}}^{\text{equil}}| < 256 \).

For DBI inflation, the scalar and tensor perturbations can be written as follows,

\[ P_\zeta = \frac{H^4}{4\pi^2\phi^2} = \frac{H^4}{4\pi^2 T(\phi)}, \]  

(2.156)

\[ P_h = \frac{2H^2}{\pi^2 M_{\text{Pl}}^2}, \]  

(2.157)

where \( T(\phi) \approx \phi^2 \) is used since the brane is essentially moving at the speed limit. The tensor to scalar ratio is

\[ r \equiv \frac{P_h}{P_\zeta} = \frac{24\phi^4}{\lambda_B V_0}. \]  

(2.158)
Because $V_0 = 3H^2M_{Pl}^2$ is almost a constant in this model, the fact that the scalar and tensor modes have different horizon sizes during inflation makes no difference to (2.158). From Section 2.4.2, we see that, at the scale of $N_e^{DBI}$, $\phi \approx HR_B^2\sqrt{n_B T_3/N_e^{DBI}}$. So we get

$$r \approx \frac{8}{N_e^{DBI}N_B n_B T_3/R_B} \frac{M_{Pl}}{N_B}.$$  

This is of course consistent with the Lyth bound [45, 27, 56], since the r.h.s. of (2.159) is just the square of $\Delta \phi / \Delta N_e$ in Planck units divided by $(N_e^{DBI})^2$, as we can see from (2.107), (2.117) and (2.126). To ignore the probe brane back-reactions we need $\gamma n_B \ll N_B$. So

$$r \ll \frac{1}{N_e^{DBI}N_B n_B \gamma^2} < 10^{-6},$$  

which is unobservably small. Therefore in our data analyses, we always set $r = 0$.

2.4.5 Constraints on Microscopic Parameters

In this chapter we identify the set of microscopic parameters of the model, and list self-consistency constraints and the observables. As discussed in Chapter 2.4.3 we can estimate the power spectrum at all scales across the transition region by the following formula,

$$P_\zeta = \frac{4\pi^2v^2T_3}{\gamma^4\phi^2},$$  

where

$$v^2T_3 = \frac{\phi^4}{n_B \lambda_B} \left[1 - \left(1 + \frac{n_B \lambda_B \gamma^4 H^4}{32\pi^4 \phi^4}\right)^{-2}\right].$$  

These equations relate the fundamental parameters to the observations. We will always choose initial position and velocity of branes so that all the observable scales are
within the attractor solution, namely the total $e$-folds is larger than the minimum requirement. So these initial conditions will not enter the observables. The parameters $V_0$ and $\beta$ determine the scale and shape of the relevant part of the potential, $\lambda_B/n_B$ characterizes the background geometry, and $R_B$ tells us where to end the inflation (i.e. at $\phi_{\text{end}} = \sqrt{32\pi^2/27}\sqrt{\lambda_B/R_B}$). So these four parameters determine the zero-mode evolution of the spacetime background and the inflaton dynamics in terms of the number of inflationary $e$-folds to the end of the inflation. In particular this determines the evolution of $\gamma$, $\phi/\sqrt{n_B}$ and $H$ in (2.161) and (2.162). Note that we can write the factor $h_B^4 T_3$ in (2.162) in terms of $\phi/\sqrt{n_B}$ and $\lambda_B/n_B = 2\pi^2 N_B$, $h_B^4 T_3 = (\phi/\sqrt{n_B})^4/\lambda_B/n_B$, so this is also determined. Because the factor $\phi^2$ appears in the denominator of (2.161), the parameter $n_B$ affects the overall scale of $P_\zeta$, but does not affect the spectral index once $\lambda_B/n_B$ is fixed. In conclusion, we have five parameters $\{\lambda_B, n_B, R_B, V_0, \beta\}$. These parameters are equivalent to five even more fundamental microscopic parameters $\{N_B, n_B, m_s g_s^{-1/4}, n_A h_A^4, \beta\}$.

We have the following observables:

1. The amplitude of the power spectrum $P_\zeta \approx 2.3 \times 10^{-9}$. Through (2.136) and (2.141) this roughly determines the order of magnitude of the parameters $\lambda_B$ or $n_B \beta^4$ depending on whether the pivot point $N_e$ is smaller or larger than $N_c$.

2. The scale-dependence of $P_\zeta$. This determines the spectral index and its running. Since the spectral index of this model has a regional large running, the data will constrain at which scale ($k_c$) such a running happens and which DBI $e$-fold ($N_c$) it corresponds to. These are then transferred into some delicate relations with the microscopic parameters, e.g. (2.149) and (2.130).

3. Non-Gaussianity constraint $\gamma < 28$, will mainly constrain $\beta$ (with some weak dependence on $N_e^{\text{DBI}}$).

4. We have the following several consistency relations. First, a scale $k$ is related to
the corresponding $N_e$ by

$$N_e = 65 - \ln \frac{k}{0.002 \text{ Mpc}^{-1}} + \ln \frac{H/\hat{c}_s}{T_{\text{reheat}}},$$

(2.163)

where the reheating is assumed to be efficient\(^5\) so that $T_{\text{reheat}} = V_0^{1/4}$, and $\hat{c}_s$ is the sound speed when the mode $k = 0.002 \text{ Mpc}^{-1}$ crossed the sound horizon.

Second, according to the multi-throat brane inflationary scenario, the maximum number of the inflaton branes is bounded by the flux number $M$. Since $N_B = K M$ and we want to keep the minimum warp factor (2.121) small, we require

$$n_B \lesssim \sqrt{N_B/g_s}.$$  (2.164)

Third, the geometric constraints (2.82) and (2.83) give an upper bound on $m_s g_s^{-1/4}$,

$$\frac{m_s}{g_s^{1/4}} \lesssim 2^{3/2} \pi^{11/4} \frac{M_{\text{Pl}}}{N_B^{3/4}},$$

(2.165)

where the approximate numerical factors come from the toroidal compactification,

$$M_{\text{Pl}}^2 = \frac{2}{(2\pi)^2 g_s} m_s^8 V_6,$$

which may change for more realistic setups.

Fourth, the warp factor $h_A \leq 1$ and $n_A = n_B\(^6\) so

$$n_A h_A^4 \leq n_B.$$  (2.166)

Lastly, the inflationary scale and the string scale are both bounded below by TeV,

$$n_A h_A^4 T_3 \geq \text{TeV}^4,$$

(2.167)

$$m_s g_s^{-1/4} \geq \text{TeV}.$$  (2.168)

\(^5\)For single-throat reheating, the brane-antibrane pairs immediately (in terms of the Hubble time) annihilate and decay into relativistic particles and start the usual radiation-domination epoch. For tunneling reheating such as double-throat reheating, (2.163) may receive some small modifications due to a long intermediate matter-domination epoch \([51]\).

\(^6\)Among all the branes rolling out from the B-throat, only those which annihilate antibranes have significant contributions to the density perturbations. We will denote this number as $n_B$. More generally, antibranes that get annihilated can reside in different A-throats. Due to different warp factors, each annihilated brane pairs can have different contributions to reheating energy. These subtleties will only affect the microscopic interpretation of the parameters (such as $n_A h_A^4$).
These two bounds turn out to be very weak. Much stronger ones will arise from the data analyses.

We set \( g_s = 0.1 \) in our analysis. Reducing \( g_s \) may loosen some bounds and allow some microscopic parameters to take wider ranges. But this should not change the model predictions qualitatively.

### 2.4.6 Constraining IR-DBI Inflation Using CMB Data

First, as detailed in Chapter 2.4.3, we notice that the primordial power spectrum predicted by the IR DBI model can be approximated by the following analytical form:

\[
P_\zeta = H^2 \delta r^2 = \frac{324 \pi^2}{n_B \beta^4 N_{e,\text{DBI}}^4} \left[ 1 - \frac{N_c^{16}}{(N_{c}^8 + N_{e,\text{DBI}}^8)^2} \right]. \tag{2.169}
\]

This is parameterized by three effective parameters: \( N_c, \ln k_c, \) and \( n_B \beta^4, \) where \( k_c \) is the critical scale near which the stringy phase transition happens,

\[
N_{e,\text{DBI}} = \ln(k_c/k) + N_c. \tag{2.170}
\]

After verifying that these three parameters appear to have a simple likelihood surface in a trial MCMC analysis, we relate the five microscopic parameters to these three parameters through approximate analytical expressions.

The relation to \( N_c \) is simple and given by (2.149),

\[
N_c = \sqrt{6\pi^{1/4}N_B^{1/8} \beta^{1/2}}. \tag{2.171}
\]

The \( k_c \) is defined as the value of \( k \) at \( N_{e,\text{DBI}} = N_c \). Using the relations (2.130) and (2.163), we get

\[
N_c + N_{\text{tot}}^{\text{NR}} = 65 - \ln \left( \frac{k_c}{0.002 \text{ Mpc}^{-1}} \right) + \ln \left( \frac{H}{\zeta_0 T_{\text{reheat}}} \right). \tag{2.172}
\]
Using the approximation (2.129), expressing $H, R_B, V_0$ in terms of $N_B, n_A h_A^4$ and $g_s/m_s^4$, we obtain

$$\ln \left( \frac{k_c}{0.002 \text{ Mpc}^{-1}} \right) \approx 65 - N_c + \ln \frac{1}{\sqrt{6\pi^{3/4}\hat{c}_s}} - \frac{3}{\alpha\beta} \ln \frac{1}{\sqrt{6\pi^{5/4}}} + \frac{3}{4\alpha\beta} \ln N_B$$

$$+ \left( \frac{1}{4} + \frac{3}{2\alpha\beta} \right) \ln n_A h_A^4 - \left( \frac{1}{4} + \frac{3}{4\alpha\beta} \right) \ln \frac{g_s}{m_s^4},$$

(2.173)

where

$$\alpha\beta = (-9 + \sqrt{81 + 36\beta})/2.$$  

(2.174)

Here, $\hat{c}_s$ is the sound speed when the mode $k = 0.002$ Mpc$^{-1}$ crosses the sound horizon; we can also approximately express it in terms of the five microscopic parameters. But the detailed expression will complicate the relation. For our purpose, since $\hat{c}_s$ varies slowly from 0.01 to 0.1, treating it as a constant should not cause problems for the reparameterization.

These expressions suggest that the following set may prove to be a successful reparametrization of the microphysical parameters that can be effectively explored by MCMC:

$$\alpha_1 = N_c = \sqrt{6\pi^{1/4}N_B^{1/8}B^{1/2}},$$

$$\alpha_2 = \frac{3}{4\alpha\beta} \ln N_B,$$

$$\alpha_3 = \left( \frac{1}{4} + \frac{3}{2\alpha\beta} \right) \ln n_A h_A^4,$$

$$\alpha_4 = \left( \frac{1}{4} + \frac{3}{4\alpha\beta} \right) \ln \frac{g_s}{m_s^4} - \left( 3\ln \frac{1}{\sqrt{6\pi^{5/4}}} \right) \frac{1}{\alpha\beta},$$

$$\alpha_5 = \ln n_B B^4.$$  

(2.175)

The relation between these new parameters, $\{\alpha\}$, and the effective parameters, $\{\theta\} = \{N_c, \ln k_c, n_B B^4\}$, is very clear. Two of them are identical, and the rest, $\alpha_2, \alpha_3,$ and $\alpha_4$, all have approximately linear relationships to $\ln k_c$ through (2.173).

We adopt the reparametrized microscopic parameters $\{\alpha\}$ and the standard set of cosmological parameters $\{\omega_b \equiv \Omega_b h^2, \omega_m \equiv \Omega_m h^2, \theta_A, \tau\}$ as the model parameter set
sampled by the MCMC. Here, $\theta_A$ is the angular size of the acoustic horizon and functions as a proxy for the Hubble constant $H_0 \equiv 100h$ km/s/Mpc or $\Omega_m$, and $\tau$ is the optical depth to reionization. The universe is assumed to be spatially flat. Constant priors are assumed over the previously specified parameter set $\{\tilde{\alpha}\}$, subject to the microphysical cuts described below.

For each set of $\{\tilde{\alpha}\}$ sampled by the MCMC, the relations (2.175) are numerically inverted to obtain the set of microscopic parameters $\{N_B, n_B, n_Ah_A^4, gs^{-1/4} m_s, \beta\}$. This inversion is bijective in the parameter ranges of interest. The microscopic parameters are then fed into a numerical code. After checking the input parameters for a set of conditions (2.164) (2.165) (2.166) (2.167) (2.168) which enforce model-building self-consistency, the code computes the primordial power spectrum of the curvature perturbation for the model specified by the input parameters. Input parameters which fail to satisfy the microphysical cuts are rejected through being assigned zero likelihood in the MCMC. The primordial power spectrum from this code is fed to the Boltzmann code CAMB [57], without significantly increasing the computational time, in order to calculate the cosmological observables.

We use a modified version of the CosmoMC code [44] to determine constraints placed on this parameter space by the WMAP three-year cosmic microwave background data [38, 41, 39, 40] and the SDSS Luminous Red Galaxy (LRG) galaxy power spectrum data [42]. We marginalize analytically over the linear bias factor $b$ and the non-linearity parameter $Q_{nl}$ of the SDSS LRG data as is done normally in the CosmoMC code. A properly derived and implemented MCMC draws from the joint posterior density once it has converged to the stationary distribution. We use eight Markov chains and a conservative Gelman-Rubin convergence criterion on the eigenvalues of the parameter covariance matrix to determine when the chains have converged to the stationary distribution. Then we re-weight the MCMC to switch to constant priors on the microscopic parame-
ters \( \{\alpha\} = \{\log_{10} N_B, \log_{10} n_B, \beta, \log_{10} n_A h_A^4, \log_{10} m_s/g_s^{1/4}\} \).

Following this process, we would like to apply the observational non-Gaussianity bound 
\(-256 < f_{\text{NL}}^{\text{equil}} < 332\) (95% C.L.) \[55\], as this should have a significant effect on restricting the allowed parameter range for \(\beta\) and other parameters which are correlated with it. This is because \(\gamma\) is roughly proportional to \(\beta\), and \(f_{\text{NL}}^{\text{equil}} = -0.32\gamma^2\). However, two approximations enter in applying this constraint. First, the observational constraint was obtained using an estimator that does not encode the specific scale-dependence of the IR DBI model, and it also does not restrict \(f_{\text{NL}}^{\text{equil}} < 0\). Second, Ref. \[55\] only gives a 95% confidence level of the result, and hence a full Bayesian posterior is not available for this parameter. In order to make use of this constraint despite these limitations, firstly we assume that the constraint of Ref. \[55\] is the effective constraint at \(k = 0.02\) Mpc\(^{-1}\), which is approximately the best constrained scale with the current data compilation \[58, 59\]. Secondly, we choose a Gaussian prior on \(f_{\text{NL}}^{\text{equil}}(0.02\text{ Mpc}^{-1})\) which has the 95% C.L. range found by Ref. \[55\], since the maximally uninformative prior in the case that only a single confidence range is available has a Gaussian form. We apply this prior to the chains, verifying that the convergence criteria still remain satisfied. Finally, we obtain parameter constraints on the microphysical parameters, cosmological parameters, cosmological observables, and derived model parameters, which we present in Tables 2.1–2.2 and Figs. 2.19–2.24.

### 2.4.7 Summaries and Discussions

We conclude this chapter by highlighting the main results and discussing their physical implications. The quoted ranges are at the 95% confidence level, and we have combined constraints from both the power spectrum and non-Gaussianity. The detailed 68% and 95% C.L. marginalized constraints and the maximum likelihood values are listed in Table 2.2.
Figure 2.19: The marginalized 2D-joint 68% and 95% probability contours (solid lines in off-diagonal panels) and 1D marginalized probability distribution (diagonal panels) for the microphysical IR DBI parameters. The color coding shows the marginalized probability density in these 2D parameter spaces, ranging from red for the highest density to blue for the lowest.
Figure 2.20: Marginalized posterior probability distribution functions obtained from the MCMC analysis for observables and derived quantities of interest. The functions are normalized such that the area under the curve is one.
Figure 2.21: The marginalized 2D-joint 68% and 95% probability contours (solid lines) for observables and derived quantities of interest. The color coding shows the marginalized probability density in these 2D parameter spaces, ranging from red for the highest density to blue for the lowest.
Figure 2.22: Reconstructed 68% (dark) and 95% (light) C.L. constraints on the primordial scalar power spectrum for the IR DBI model. The range of scales spanned by WMAP and SDSS LRG data (which were used in the fit) and the smaller scales covered by Lyman–α data (which were not) are shown for reference. For comparison, the dashed lines show the corresponding 68% and 95% constraints for (Upper) single-field slow-roll inflation, taken from Ref. [58] fitted to the WMAP and SDSS main galaxy sample data [60], and for (Lower) the empirical power law ansatz where the primordial power spectrum is described by its amplitude at a pivot scale, the spectral index $n_s$, and its running $dn_s/d\ln k$, fitted to WMAP, SDSS LRG and Supernova Legacy Survey [43] data.
Table 2.1: The best fit $\chi^2$, defined as $\chi^2 = -2 \ln \mathcal{L}_{\text{max}}$ (where $\mathcal{L}_{\text{max}}$ is the maximum likelihood with respect to the WMAP 3 year data and the SDSS LRG galaxy power spectrum data) for the standard $\Lambda$CDM model and the IR DBI scenario analyzed in this work. A Gaussian prior on $f_{\text{NL}}^{\text{equil}}$ has been applied based on the WMAP 3 year constraint on this parameter from Ref. [55]. For the $\Lambda$CDM model, the $f_{\text{NL}}$ constraint has been applied assuming $f_{\text{NL}}^{\text{equil}} = 0$. The IR DBI model gives a slightly better (lower) $\chi^2$ for this dataset than the $\Lambda$CDM model. The primordial power spectrum is described by five microphysical parameters in the former, and two empirical parameters (an amplitude and a power law index) in the latter. When we consider that the IR DBI observables are described phenomenologically by the three effective parameters $N_c$, $\ln k_c$, and $n_B \beta^4$, to which the microphysical parameters are related, we can see that the IR DBI model has roughly one extra degree of freedom over the $\Lambda$CDM model, which one expects to give a $\Delta \chi^2 \sim 1$ improvement in the fit. Since this is in fact what we see, there is no indication of a preference in the data for the IR DBI model.

<table>
<thead>
<tr>
<th>Model</th>
<th>Best fit $-2 \ln \mathcal{L}_{\text{max}}$ (WMAP+SDSS LRG)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Lambda$CDM</td>
<td>5374.04</td>
</tr>
<tr>
<td>IR DBI</td>
<td>5373.11</td>
</tr>
</tbody>
</table>

Figure 2.23: Reconstructed 68% (dark) and 95% (light) C.L. constraints on the scale dependence of the running of the spectral index, $dn_s/d\ln k$, showing a mild indication for a “running of the running”.
Table 2.2: Constraints on the IR DBI model from the WMAP and SDSS LRG data-sets (mean, upper and lower 68% and 95% C.L., marginalizing over all other parameters), and the maximum likelihood values of the parameters found in the MCMC. A Gaussian prior on $f_{\text{NL}}^{\text{equil}}$ has been applied based on the WMAP 3 year constraint on this parameter from Ref. [55].

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Marginalized Constraint</th>
<th>Maximum Likelihood</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Omega_b h^2$</td>
<td>$0.02145^{+0.00071}_{-0.00071}$</td>
<td>0.02162</td>
</tr>
<tr>
<td>$\Omega_c h^2$</td>
<td>$0.1070^{+0.0042}_{-0.0044}$</td>
<td>0.1058</td>
</tr>
<tr>
<td>$\tau$</td>
<td>$0.089^{+0.030}_{-0.030}$</td>
<td>0.094</td>
</tr>
<tr>
<td>$H_0$</td>
<td>$71.2^{\pm 1.8}_{-1.9}$</td>
<td>72.1</td>
</tr>
<tr>
<td>$\log_{10}[n_B]$</td>
<td>$4.64^{+0.30}_{-0.32}$</td>
<td>4.93</td>
</tr>
<tr>
<td>$\log_{10}[m_s/g_s^{1/4}/M_{\text{Pl}}]$</td>
<td>$-6.71^{+1.04}_{-1.07}$</td>
<td>$-5.91$</td>
</tr>
<tr>
<td>$\beta$</td>
<td>$2.11^{+0.63}_{-0.60}$</td>
<td>1.77</td>
</tr>
<tr>
<td>$\log_{10}[N_B]$</td>
<td>$9.48^{+0.39}_{-0.39}$</td>
<td>9.15</td>
</tr>
<tr>
<td>$\log_{10}[n_A h_A^4]$</td>
<td>$1.41^{+2.64}_{-2.82}$</td>
<td>0.585</td>
</tr>
<tr>
<td>$\log_{10}[V_0^{1/4}/M_{\text{Pl}}]$</td>
<td>$-6.95^{+1.25}_{-1.34}$</td>
<td>$-6.36$</td>
</tr>
<tr>
<td>$N_c$</td>
<td>$35.7^{+6.8}_{-7.3}$</td>
<td>34.1</td>
</tr>
<tr>
<td>$\log_{10}[k_c/M_{\text{pc}}]$</td>
<td>$-4.15^{+0.81}_{-0.81}$</td>
<td>$-3.86$</td>
</tr>
<tr>
<td>$N_{\text{tot}}^{\text{NR}}$</td>
<td>$18.4^{+3.3}_{-3.2}$</td>
<td>20.5</td>
</tr>
<tr>
<td>$N_{\text{DBI}}^{\text{e}}$ (10^{-5}/Mpc)</td>
<td>$38.4^{+5.6}_{-6.1}$</td>
<td>37.6</td>
</tr>
<tr>
<td>$\log_{10}[(n_A h_A^4/n_B)^{1/4}]$</td>
<td>$&gt;-2.36$ (95% C.L.)</td>
<td>$-1.09$</td>
</tr>
<tr>
<td>$\log_{10}[(h_A m_s/g_s^{1/4})^{2}/(16 \pi^2)/M_{\text{Pl}}^2]$</td>
<td>$-17.2^{+2.4}_{-2.6}$</td>
<td>$-16.2$</td>
</tr>
<tr>
<td>$n_s$ (0.02/Mpc)</td>
<td>$0.943^{+0.016}_{-0.016}$</td>
<td>0.946</td>
</tr>
<tr>
<td>$dn_s/d\ln k$ (0.02/Mpc)</td>
<td>$-0.021^{+0.008}_{-0.009}$</td>
<td>$-0.021$</td>
</tr>
<tr>
<td>$\gamma$ (0.02/Mpc)</td>
<td>$19.9^{+3.6}_{-3.4}$</td>
<td>16.8</td>
</tr>
<tr>
<td>$f_{\text{NL}}^{\text{equil}}$ (0.02/Mpc)</td>
<td>$-131^{+44}_{-45}$</td>
<td>$-91$</td>
</tr>
</tbody>
</table>
Figure 2.24: Reconstructed 68% (dark) and 95% (light) C.L. constraints and mean (dashed) for the non-linearity parameter $f_{\text{NL}}^{\text{equil}}$ for the IR DBI model, as a function of scale. Note that DBI inflation predicts $f_{\text{NL}}^{\text{equil}} < 0$, and the absolute value is plotted for convenience. The range of scales spanned by WMAP data are shown, as well as the WMAP 95% lower limit $f_{\text{NL}}^{\text{equil}} > -256$ (solid line), from an analysis which treated $f_{\text{NL}}^{\text{equil}}$ as scale-independent [55].

Microscopic Parameters

- **Shape of the inflaton brane moduli potential:** $1.3 < \beta < 3.7$. The lower bound is due to constraints from the power spectrum, while the upper bound is due to the non-Gaussianity constraint. It is encouraging that, while IR DBI inflation can happen for a range of $\beta$ that varies over nearly 10 orders of magnitude, $0.1 \lesssim \beta < 10^9$ (see Eq. (2.120)), comparison with data picks out a very small range around $\mathcal{O}(1)$ which is generically expected theoretically. This makes an explicit construction of such potentials a more interesting question.

- **Fundamental string scale:** $-9.6 < \log_{10}(m_s/M_{\text{Pl}})/g_s^{1/4} < -5.3$. The upper bound on the string scale is due to the large charge, and hence length scale, of the B-throat required to fit the amplitude of the density perturbations. The lower bound is due
to the fact that a smaller string scale tends to increase the total number of e-folds of non-relativistic fast-roll inflation, and make the running of the spectral index too large (Fig. 2.21). The model prefers an intermediate fundamental string scale, $10^8 \text{GeV} < m_s/g_s^{1/4} < 10^{13} \text{GeV}$, and therefore an intermediate large volume compactification, $8.9 \times 10^7 < V^{1/6}M_{\text{Pl}} < 4.8 \times 10^{13}$, where $V$ is the compactification volume.

- **B-throat charge**: $8.8 < \log_{10} N_B < 10.4$; **Number of inflaton branes**: $3.9 < \log_{10} n_B < 5.1$. In terms of the GKP-type warped compactification, this implies flux numbers $K \sim M \sim \sqrt{N_B} \sim O(10^5)$. Explicit construction remains an open question. In the multi-throat brane inflation scenario, inflaton branes are generated from flux-antibrane annihilation. The number of branes generated in this process is roughly determined by the flux number $M$. Indeed, a small number of inflaton branes is ruled out by the data.

- **A-throat minimum warp factor**: $-2.4 < \log_{10} h_A \leq 0$. This is from combining the constraint on $n_B$ and $n_A h_A^4$, $h_A = (n_A h_A^4/n_B)^{1/4}$. A smaller $h_A$ leads to larger $N_{\text{tot}}^{\text{NR}}$ and larger running of the spectral index (Fig. 2.21). So the A-throat tends to be short. This makes tunneling reheating possible, where many interesting phenomena can occur, such as an intermediate matter-dominated epoch.

**Secondary Derived Parameters**

- **Inflationary phases.** In this model, not all e-folds comes from IR DBI inflation. The last $13 < N_{\text{tot}}^{\text{NR}} < 24$ e-folds come from non-relativistic fast-rolling inflation, which is possible because inflatons are close to the top of the potential.

- **The stringy phase transition.** The Hubble-expansion induced stringy phase transition happens at the largest scales in the sky, $-6.0 < \log_{10} k_c/\text{Mpc} < -2.9$. However its impact on density perturbations extends over to shorter scales, such as
generating a transient large running of the spectral index.

- **Inflation scale:** $-10.0 < \log_{10} V_0^{1/4}/M_{Pl} < -5.1$. This gives a very small tensor to scalar ratio $r_{TS} < 10^{-13}$.

- **Cosmic string tension:** $-23 < \log_{10} G\mu_D + \log_{10} g_s^{1/2} < -14$. Here the cosmic strings refer to the D-strings left over from the brane-antibrane annihilation in the A-throat, whose tension is $G\mu_D = (m_s h_A / g_s^{1/4} M_{Pl})^2 / (16\pi^2 g_s^{1/2})$. There is an unconstrained freedom coming from the additive factor $\log_{10} g_s^{1/2}$, but it is not expected to give any significant contributions. The F-string tension differs by a factor of $g_s, \mu_F = g_s \mu_D$.

### Observational Predictions

- **Large, but regional, running of spectral index:** $-0.046 < \frac{d n_s}{d \ln k}(k = 0.02/\text{Mpc}) < -0.010$. A reconstructed full-scale power spectrum and the running of the spectral index are shown in Fig. 2.22 & 2.23.

  This prediction is stringy in nature. A better understanding of the theoretical details and better measurements of both the power spectrum and non-Gaussianities on the relevant scales may reveal finer structures. In future experiments, Planck is expected to achieve $\sigma(\frac{d n_s}{d \ln k}) = 0.005$ [61].

- **Large non-Gaussianities:** $-272 < f_{\text{NL}}^\text{equil}(k = 0.02/\text{Mpc}) < -70$. A reconstructed full-scale prediction is in Fig. 2.24, which shows the running of the non-Gaussianities.

  This prediction is strictly speaking field-theoretic, but with strong string theory motivations, such as warped compactification and the DBI brane action. This field theoretic regime is $k > k_c$; the theoretical analysis for non-Gaussianities at $k \lesssim k_c$ is currently unavailable and remains an interesting open question. In future experiments, on CMB scales, Planck can achieve $\sigma(f_{\text{NL}}^\text{eq}) = 67$ [62, 63]; on
large scale structure scales, some high-$z$ galaxy surveys can reach similar or better precision [33].

As seen from these results, constraints from cosmological data, and even relatively loose constraints such as the non-Gaussianity constraint, are already putting strong restrictions on the IR-DBI model. With more precise data coming in the near future, we expect even tighter constraints or detection of the above mentioned observable signatures.
2.5 Sharp Features in Brane Inflation

In this chapter, we show that brane inflation is very sensitive to tiny sharp features in extra dimensions, including those in the potential and in the warp factor [64]. This can show up as observational signatures in the power spectrum and/or non-Gaussianianities of the cosmic microwave background radiation. One general example of such sharp features is a succession of small steps in a warped throat, caused by Seiberg duality cascade using gauge/gravity duality. We study the cosmological observational consequences of these steps in brane inflation. Since the steps come in a series, the prediction of other steps and their properties can be tested by future data and analysis. It is also possible that the steps are too close to be resolved in the power spectrum, in which case they may show up only in the non-Gaussianity of the CMB temperature fluctuations and/or EE polarization. We study two cases. In the slow-roll scenario where steps appear in the inflaton potential, the sensitivity of brane inflation to the height and width of the steps is increased by several orders of magnitude comparing to that in previously studied large field models. In the IR DBI scenario where steps appear in the warp factor, we find that the glitches in the power spectrum caused by these sharp features are generally small or even unobservable, but associated distinctive non-Gaussianity can be large. Together with its large negative running of the power spectrum index, this scenario clearly illustrates how rich and different a brane inflationary scenario can be when compared to generic slow-roll inflation. Such distinctive stringy features may provide a powerful probe of superstring theory.

2.5.1 Sharp Features from Duality Cascade

Let us consider the sharp features in the context of the IR-DBI scenario. The inflaton $\phi$ is related to the position of $n_B$ 4-dimensional space-time filling $D3$-branes. They are
moving out of the $B$ throat into the bulk and then falling into the $A$ throat. For simplicity, we assume that the $B$ throat is a K-S throat. The warped factor for the $B$ throat around the $p_i^{th}$ duality transition (starting from the bottom of the throat) is simplified to

$$h^4(r) \simeq \frac{r^4 K}{R_B^4 p_i} (1 + \Delta), \quad \Delta = \sum_{p_i} \frac{3g_s M}{16\pi} \left[ 1 + \tanh \left( \frac{r - r_p}{d_p} \right) \right],$$

(2.176)

where $h(r = R_B) \simeq 1$ at the edge of the throat. Here $r_p$ is the positions of the steps, the initial $p_i \gg 1$ so that the warped factor formula is approximately good, and $d_p$ controls the width of the step. The steps have a constant separation in $\ln r$, that is, $\ln r_{p+1} - \ln r_p \simeq 2\pi/3g_s M$. As one moves down the throat ($r$ and $p$ decreasing), note that the step in the warped factor $h^4(r)$ of the K-S throat is going down. See Figure 2.25. This stepping down happens at each Seiberg duality transition. Together, they form a cascade [65].

For large $K$, one encounters $K - 1$ steps as one approaches the infrared. Note that we are ignoring smooth corrections to the shape of the warp factor even though they may be larger than the step size. This is a reasonable approximation since it is the sharp features that will show up as distinctive features in the CMBR. If the throat has relatively few steps, or if the steps are well separated, the impact of individual step on CMBR may be observable. Otherwise, the steps may be too close for them to show up in the power spectrum.

In the original K-S throat solution, they take the approximation where the dilaton is constant. Here the dilaton factor, $e^{-\Phi}$, runs in general and is $\phi$ dependent. However, for the IR DBI inflation model we discuss in this paper, most of the DBI e-folds are generated at the tip of the throat where $HR_B^2/N_e < r < HR_B$. At the same time, the brane moves across roughly $g_s M$ steps [54]. The running of the dilaton can be ignored if $g_s M \ll p_l$, which is most easily satisfied with a small $g_s$. Furthermore, the WMAP data only covers a few e-folds, which corresponds to $3g_s M/N_e$ steps, so we only need $p_l \gtrsim g_s M$ to safely ignore the dilaton modification to the kinetic term. In this paper, when we discuss the IR DBI inflation, we always absorb $e^\Phi$ into $g_s$ as a constant, so it
Figure 2.25: The warp factor $h(r)$ in the K-S throat, including the steps. Here $r$ is measured in $\sqrt{\alpha'}$ with $R_B \simeq 100$, $g_s = 2$, $M = 20$, $K = 10$ and $N = 200$. The width $d = 10^{-3}$. In this figure, there are actually 4 steps, located at $r \simeq 73$, $r \simeq 82$, $r \simeq 89$ and $r \simeq 95$, although the step at $r \simeq 95$ is too small to show up. Here, the parameters (in particular, a large $g_s M$) are chosen so that at least 3 steps are big enough to show up in the figure. This leads to relatively large corrections to the positions of the steps. Other parameters should be used in more realistic situations and in comparison with data.

will never appear explicitly in our analysis.

2.5.2 Steps in Slow-Roll Brane Inflation

In the slow-roll scenario, let us assume that inflation takes place as the brane moves down the throat. Since the dilaton runs, the slow-roll potential is given by

$$V_{SR}(\phi) = V(\phi) + T(\phi)(e^{-\Phi(\phi)} - 1).$$

Here, the second term in the potential does not vanish, so the step in $T(\phi)$ shows up in the potential. Again, we may consider both step up and step down cases.

Before we proceed, we mention two other possibilities that will not be studied in more detail in this paper. Suppose the warp factor steps down as $r$ increases. As the inflaton
moves down the throat, it encounters such steps. If the height of any particular step is too big, then the inflaton cannot overcome it so its classical motion towards the bottom of the throat is stopped. Let us say this happens at $r = r_p$. It can still move along the $S^3 \times S^2$ angular directions. In a realistic model, the $S^3 \times S^2$ symmetry is slightly broken so the inflaton would move along the steepest angular direction, until it reaches the lowest point at this radius $r_p$. If the step there is lessened so that the inflaton can roll over it, the inflaton can continue to roll down along $r$ until it reaches the next step. This process can repeat some number of times. As a result, the inflaton path is substantially longer than just moving down along $r$. Effectively, this may substantially extend the field range and enough e-folds of inflation is much more likely.

Another possibility is that the brane can tunnel over the step barrier. Recent analysis of the tunneling of branes suggests that, under the right condition, the brane may tunnel very easily across a potential barrier that is not particularly small \cite{66}. If this is the case, then the brane may roll along some angular direction until it reaches such a position and tunnel right over the potential barrier there. It can then roll down along $r$ until it reaches the next step. Again, this process can repeat any number of times, as a result, the inflaton path is again substantially longer than just moving down along $r$, allowing the generation of many e-folds.

In the following, we consider the scenarios where the inflaton can roll over many steps in the potential.

The Position of the Steps

The duality cascade predicts more than one step, so it is interesting to ask where the steps are. Assume there is a step at the $l \simeq 20$ in the CMBR, which may be checked with a non-Gaussianity measurement. Let us further assume that there is another step at $l \simeq 2$, (the significance of the signal at $l = 2$ in power spectrum is much smaller than
that in $l \simeq 20$ due to the large cosmic variance, so we assume this mainly for the purpose of illustration). We now show that the location of all the steps in the duality cascade can be determined by given the locations of two such adjacent steps.

Using $l \sim 10^4 (k/\text{Mpc}^{-1})$, we find

$$-dN_e \simeq d\ln k \simeq d\ln l \simeq H dt \simeq \frac{H}{\phi} d\phi ,$$

(2.178)

Since both $H$ and $\dot{\phi}$ are slowly varying during inflation, we have

$$d\ln l \propto d\phi .$$

(2.179)

Suppose $\phi$ is decreasing (going down a throat), also suppose that the step at $l = 2$ is at $\phi_{m_0}$ and that at $l = 20$ is at $\phi_{m_0+1}$, we have

$$\frac{\phi_{m_0}}{\phi_{m_0+1}} \simeq \frac{\phi_{m_0+1}}{\phi_{m_0+2}} \simeq ... \simeq e^{2\pi/3g_*M} .$$

(2.180)

For large $g_*M$, this ratio is close to unity, $e^{2\pi/3g_*M} \simeq 1 + \delta$, so $\phi_{m_0} - \phi_{m_0+1} \simeq \phi_{m_0+1} - \phi_{m_0+2} \simeq \phi_{m_0+1} \delta$. Due to (2.179), equal spacing in $\phi$ implies equal spacing in $\ln l$. So we find that the next two steps are at around $l \simeq 200$ and $l \simeq 2000$ respectively. In addition, the effect of the step at multiple moment $l$ should span over $\Delta l$ multiple moments with $\Delta l \propto l$.

**The Power Spectrum**

To see the full details of the effect of a step in potential, numerical calculation is necessary. However, the qualitative behavior can be estimated as follows. The step in the potential is typically characterized by two numbers: the depth which we describe as the ratio $\Delta V/V \approx 2c$, and the width $\Delta \phi = 2d$ in unit of Planck mass. We can divide the motion of inflaton into two parts: acceleration and relaxation. First, the inflaton, originally moving in its attractor solution, momentarily gets accelerated by the step. The potential energy $\Delta V$ gets converted to kinetic energy. Then after the inflaton moves across the
step, it starts to relax back to its attractor solution under $\dot{\phi} + 3H\dot{\phi} \approx 0$, where the Hubble friction term dominates over the potential.

We first look at the power spectrum. The inflaton velocity in the original attractor solution is given by $|\dot{\phi}_{\text{atr}}| \approx |V_\phi|/3H \approx \sqrt{\varepsilon V/3}$. After the acceleration of the step, $\dot{\phi} \approx \sqrt{V(3c + \varepsilon/3)}$. (It turns out that the best fit data give comparable $3c$ and $\varepsilon/3$, so for the purpose of order-of-magnitude estimate we later will also approximate $\dot{\phi}$ to be $\sqrt{3cV}$.) A useful formula to understand the dip of the glitch in the power spectrum caused by the step is $P_\zeta = H^2/(4\pi^2\dot{\phi}^2)$. The acceleration of inflaton does not change the $H$ so it reduces the $P_\zeta$. The ratio of $P_\zeta$ between the initial value and the value at the first dip is related to the corresponding ratio of $\dot{\phi}$, which is $\sqrt{1+9c/\varepsilon}$. For the large field quadratic inflation, Ref. [67, 68, 69] give the best-fit data, $c = 0.0018$, $\varepsilon = 0.009$. As we will see later, the values of $c$ and $\varepsilon$ will be rather model-dependent. However the discussion in this paragraph shows that their ratio should be fixed for a specific observed feature,

$$\frac{c}{\varepsilon} \approx 0.2 . \quad (2.181)$$

Although the above discussion indicates that the depth of the dip is relatively independent of $d$, the peak of the first bump is. When the inflaton moves across the step, energy conservation requires that $\frac{1}{2}\Delta\dot{\phi}^2 \leq \Delta V$, with the bound saturated when the Hubble friction is negligible. This will result in an upper bound in the change of $\varepsilon$

$$\Delta \varepsilon \approx \Delta V/H^2 \lesssim 5c . \quad (2.182)$$

We expect that the effect of decreasing $d$ will first enhance the bump, since smaller $d$ leads to more deviation from the attractor (larger $\Delta\varepsilon$), and will enhance the bumps in $P_\zeta$ during the relaxation period. However, as long as $\Delta\varepsilon$ saturates the upper bound (when $d$ is small enough to ignore the Hubble friction), further decreasing $d$ will not affect the bumps in $P_\zeta$ any more, since the relaxation period essentially starts with the same $\dot{\phi}$ no matter how small $d$ is. So we expect the bump to depend sensitively on $d$ if moving
Figure 2.26: In the small field case, we show how the step in the inflaton potential changes the power spectrum. We show the power spectrum in the left panel and the behavior of $\varepsilon$ around the step in the right panel. For illustration, we use the KKLMMT scenario with only the Coulomb potential. We choose the background flux $N = 2000$, so $\Delta \phi / M_{Pl} \lesssim 0.01$. The inflation scale $V_0 \sim 10^{-17} M_{Pl}^4$. $\varepsilon$ is tiny, typically $\varepsilon \sim 10^{-11}$ as shown in the right panel. We introduce a step with $c = 8 \times 10^{-12}$ and calculate the power spectrum for four different values of $d$: (1) $d = 3 \times 10^{-6} M_{Pl}$, green solid line. (2) $d = 1.7 \times 10^{-6} M_{Pl}$, black solid line. (3) $d = 1.7 \times 10^{-7} M_{Pl}$, red dashed line. (4) $d = 1.7 \times 10^{-8} M_{Pl}$, blue dotted line. Note that the dip in the power spectrum depends weakly on $d$. In case (1) and (2), $\Delta \varepsilon$ has not saturated the bound Eq. 2.182, so decreasing $d$ will enhance the bump in $P_\zeta$ significantly. In case (3) and (4), where $\Delta \varepsilon$ is maximized, the bump in $P_\zeta$ does not depend sensitively on $d$, but the range of the oscillations in $k$-space does. The black solid line is close to the best fit power spectrum given in Ref. [67, 68].

across the step takes $O(1)$ e-folds, and it becomes relatively insensitive to $d$ when the step is so sharp that moving across it takes only $\ll 1$ e-folds. In the latter situation, reducing $d$ will only increase the extension of the oscillations in $P_R$.

\[ \Delta k \sim \sqrt{\frac{z''}{z}} \sim k_0 \frac{\sqrt{c}}{d}, \]  

(2.183)

where $k_0$ is the starting point of the feature. is used.

Ref. [67, 68] fit the $l \sim 20$ feature in the WMAP data introducing a step feature in
the large field slow-roll model and gives the best fit power spectrum. Here we have numerically reproduced a similar power spectrum for the small field case. We are not performing a complete data analysis to find the best fit model here, our major emphasis is to show how the width \( d \) comes into play. Fig. 2.26 shows the power spectrum and \( \epsilon \) for four different values of \( d \). The black solid line represents the power spectrum close to the best fit model given in Ref. [67, 68], with \( c = 8 \times 10^{-12} \), we find that \( d = 1.7 \times 10^{-6} M_{\text{Pl}} \).

Non-Gaussianities

Now let us look at the bispectrum. For slow-roll inflation, the 3-point function of the scalar perturbation \( \zeta(\tau_{\text{end}}, k) \) includes terms proportional to \( \epsilon^2 \), \( \epsilon^3 \), and \( \epsilon \eta' \) [31]. For the slow-roll potential without any features, the first terms dominate. Comparing to WMAP’s ansatz, it gives the non-Gaussianities estimator \( f_{\text{NL}} = \mathcal{O}(\epsilon) \).

In the presence of sharp features, from (2.182) we see that \( \epsilon \) still remains small, \( \lesssim \mathcal{O}(0.01) \). But \( \eta' \) can be much larger. Therefore, the leading three-point correlation function is given by the term proportional to \( \epsilon \eta' \) [49],

\[
\langle \zeta(\tau, k_1) \zeta(\tau, k_2) \zeta(\tau, k_3) \rangle = i \left( \prod_{i} u_{k_i}(\tau) \right) \int_{-\infty}^{\tau} \! \! d\tau' a^2 \epsilon \eta' \left( u_{k_1}^*(\tau') u_{k_2}^*(\tau') \frac{d}{d\tau} u_{k_3}^*(\tau') + \text{perm} \right)
\times (2\pi)^3 \delta \left( \sum_{i} k_i \right) + \text{c.c. ,}
\]

where the “perm” stands for two other terms that are symmetric under permutations of the indices 1, 2 and 3. The details of such an integration are quite complicated. Nonetheless we can estimate the order of magnitude of the non-Gaussianity estimator \( f_{\text{NL}} \) by comparing it to the slow-roll case. The most important difference is that here we replace a factor of \( \epsilon \) by \( \eta' \), and also \( \eta' \) only gets large momentarily. Hence we estimate \( f_{\text{NL}}^{\text{feature}} = \mathcal{O}(\eta' \Delta \tau) = \mathcal{O}(\Delta \eta) \), where \( \Delta \tau \) is the conformal time that the inflaton spends...
crossing the step.

To estimate the level of these non-Gaussianities, we now give a qualitative estimate for $\eta'$ \cite{49}. During the acceleration period, the $\epsilon$ is increased by

$$\Delta \epsilon \approx \Delta V / H^2 \approx 5c . \quad (2.185)$$

The duration of this period is

$$\Delta t_{\text{accel}} \approx \Delta \phi / \dot{\phi} \approx d / \sqrt{cV} , \quad (2.186)$$

where we used $\dot{\phi}$ estimated in Chapter \[2.5.2\]. These can be further used to estimate

$$\Delta \eta \approx \eta = \frac{\dot{\epsilon}}{H \epsilon} \approx \frac{7c^{3/2}}{d \epsilon} , \quad (2.187)$$

The time scale for the relaxation period is of order $H^{-1}$, during which $\eta$ is $\mathcal{O}(1)$ and $\dot{\eta}$ are of order $\mathcal{O}(H)$.

We sum over the contributions from both the acceleration and relaxation periods. The former gives $f_{\text{NL}}^{\text{accel}} \approx 7c^{3/2}/(d \epsilon)$, the latter gives $f_{\text{NL}}^{\text{relax}} = \mathcal{O}(1)$. So for most interesting cases where non-Gaussianities are large enough to be observed, it can be estimated by the first contribution,

$$f_{\text{NL}}^{\text{feature}} \sim \frac{7c^{3/2}}{d \epsilon} . \quad (2.188)$$

We note that this is only a crude order of magnitude estimation on the amplitude of this non-Gaussianity, since the integration \[2.185\] also involve mode functions $u_k$ which will be modulated by the presence of the sharp feature, and the shape and running of such non-Gaussianities are very important. Details have to be done numerically, as in \[49\]. Qualitatively since we have argued in Chapter \[2.5.2\] that for a specific observed feature the $c/\epsilon$ is hold fixed model-independently, \[2.188\] implies that the value of $d$ is very crucial to the level of the non-Gaussianities. There are two major constraints on $d$. First, in the power spectrum, as shown in Fig. \[2.26\], the bump in $P_\zeta$ may depend sensitively on $d$. Second, the range of oscillation in $P_\zeta(k)$ is also controlled by $d$. If $d$ is too small, the
oscillation in $P_{\zeta}(k)$ might spread over to the well measured first acoustic peak in WMAP $C_l$ curve. Numerically, we have found that $\sqrt{c}/d \sim \mathcal{O}(1)$, consistent with (2.183), so the magnitude of (2.188) should be close to that in Ref. [49].

It is instructive to split this expression to $f_{NL}^{\text{feature}} \sim 7c/\epsilon \cdot \sqrt{c}/d$. The first factor is determined by the amplitude of the glitch from (2.181), while the second factor is the extension of the glitch from (2.183). Note both are in the $k$-space not the CMB multipole $l$-space. Therefore in principle a sharp feature can also appear only in the 3-point function. This is clear from our estimation (2.181) and (2.188), where one can reduce $c/\epsilon$ while increase $c^3/(d\epsilon)$.

Our analyses so far do not depend on whether the inflation is caused by large field or small field, but when it comes to the quantitative analyses the differences are interesting. For large field inflation $\epsilon \sim \eta$ while for small field inflation $\epsilon \ll \eta$. For example, previous numerical works focus on the large field quadratic potential, and give the best fit $\Delta V/V \sim c \sim 0.2\epsilon \sim \mathcal{O}(10^{-3})$. Brane inflation is a small field inflation [37] and $\epsilon$ is much smaller, $\epsilon \sim \mathcal{O}(10^{-6})$ or even $\mathcal{O}(10^{-12})$. Similarly the field range $d$ (in units of $M_{Pl}$) is also much smaller. So brane inflation is sensitive to very tiny steps present in the potential. This can be potentially used as a sensitive probe to the fundamental theory.

### 2.5.3 Steps in IR DBI Inflation

In the relativistic regime with $t \ll -H^{-1}$, the IR-DBI attractor solution is

$$\phi \simeq -\frac{\sqrt{\kappa_B} \beta}{t} \left(1 - \frac{9}{2\beta^2 H^2 t^2} \right), \quad \gamma \simeq \frac{\beta H}{3} |t|. \quad (2.189)$$

This zero mode evolution relies on the background warped geometry, so it is reliable in regions where the back-reaction deformation from Hubble expansion is small [28, 51]. This still leaves at least two interesting regions for primordial fluctuations: the field...
theoretic region (corresponding to smaller $N_e$ and shorter scales) and the stringy region (corresponding to bigger $N_e$ and larger scales). The spectral index transitions from red to blue [28, 29]. Detailed estimates can be found in Ref. [54].

We now consider the effects of sharp features in the warped geometry on this IR DBI model. The duality cascade will leave sharp features on the warp factor $T(\phi)$ but not the inflaton potential $V(\phi)$. Since the WMAP window spans a few e-folds, corresponding to branes rolling across $\Delta l \approx 3g_s M / N_e^{\text{DBI}}$ duality cascades in a Klebanov-Strassler throat.

In this paper we will mainly treat the steps as individual sharp features, namely they are well separated in terms of e-folds and sufficiently sharp to generate observational signature individually. For this purpose, we would like to consider the situation where

$$g_s M \lesssim N_e^{\text{DBI}}. \quad (2.190)$$

In the multi-throat brane inflation scenario, the number of inflaton branes generated in B-throat is roughly determined by the flux number $M$. Since the number of inflaton branes is constrained to be around $10^4 \sim 10^5$ [54], the condition (2.190) implies a small $g_s \lesssim 10^{-3}$.

It is also very natural that $g_s$ takes value larger than $10^{-3}$. In this case, the branes come across many steps within a single e-fold. We will discuss this case in Chapter 2.5.5.

**The Properties of the Steps**

Here we like to make a crude estimate on the positions, fractional heights and widths of the steps, along the line of Chapter 2.5.2 but with more detailed numbers. The input is the position, fractional height and width of the step at $l \sim 20$ as well as the position of the assumed step at $l \sim 2$. Let $r = r_0 \simeq R_B$ be the edge of the throat and $r = r_b$ at the bottom of the throat. They are related by the warp factor $h(\phi_b) = h_B$,

$$r_b \sim r_0 h_B \sim r_0 \exp \left( -\frac{2\pi K}{3g_s M} \right). \quad (2.191)$$
We are interested at regions where $r_b \ll r \ll r_0$. Thus, given $r_0$ or $r_b$, we can determine all the other transition values $r_p$. Here $p$ measures (starting at the bottom) the step in the duality cascade. In the large $K \gg p \gg 1$ limit, the correction is small, so we treat the steps as perturbations. The sharpness of the steps are controlled by the coefficient $d_p$.

A step becomes infinitely sharp as $d_p \to 0$. We shall leave $d_p$ as free parameters. Note we can introduce similar spreads to the running of the dilaton.

The position $\phi_p$ of the steps can be computed. The steps are at $\phi = \phi_p$, where

\[
\ln \frac{\phi_p}{\phi_b} \simeq \frac{2\pi}{3g_sM} \left( p - \frac{1}{2p} \right) \sim \frac{2\pi p}{3g_sM} .
\] (2.192)

Same as Eq.(2.178) in the slow-roll case, we have

\[-dN_e \simeq d\ln k \simeq d\ln l \simeq H dt.\] (2.193)

Suppose the $p$th step is at $l_p$ (or $\phi_p$), because $\phi \simeq -\sqrt{B}/t$, we get

\[
\frac{\phi_p}{\phi_{p-1}} \simeq \frac{t_{p-1}}{t_p} \simeq \frac{N_0 - \ln l_{p-1}}{N_0 - \ln l_p} ,
\] (2.194)

where we have used the fact that $H$ is approximately a constant, and $N_0$ is the number of e-folds (at the largest CMBR scale) to the end of DBI inflation, for example $N_0 \approx 38$.[54] On the other hand, duality cascade relates the position of the adjacent steps

\[
\frac{\phi_p}{\phi_{p-1}} = \exp\left( \frac{2\pi}{3g_sM} \right) .
\] (2.195)

Suppose the feature at $l_{p_{i+1}} \sim 20$ is due to such a step, and suppose the feature at $l_{p_i} \sim 2$ is also due to a step (not just cosmic variance). That is, $p_i$ labels the initial or the first observable step. Then, taking $N_0 = 38$, we see that the next 2 steps should be at

\[
l_{p_i + 2} \sim 170 \quad l_{p_i + 3} \sim 1300 .
\] (2.196)

We also get a constraints on the microscopic parameters

\[
g_sM \approx 33 .
\] (2.197)
Now we estimate the value of $p_i$ by looking at the dip in the CMB power spectrum at $l \sim 20$. The power spectrum is

$$P_{\zeta}(k) = \frac{H^4}{4\pi^2 \dot{\phi}^2}. \quad (2.198)$$

In IR DBI inflation, the Hubble scale is dominated by the constant $\sqrt{V_0}$, so it does not change across a step in the warp factor. However, since $\dot{\phi}$ closely tracks the speed limit $\dot{\phi}^2 \sim h^4(\phi)$, it is most sensitive to the step in the warp factor. $\dot{\phi}^2$ increasing by a factor of $(1 + 2b)$ across a step decreases $P_{\zeta}$ by a factor of $(1 + 2b)$. The CMB data shows that around $l \sim 20$, there is a dip in the power spectrum by about 20% in $k$-space, which gives $2b \sim 0.2$. Using (2.176), we have

$$\left(\frac{3g_sM}{8\pi}\right) \frac{1}{(p_i + 1)^3} \sim 0.2. \quad (2.199)$$

Given that $g_sM \approx 33$ to fit the spacing of the steps, we immediately get

$$p_i = 2. \quad (2.200)$$

With input of 4 quantities: the position $l \sim 20$, the fractional height (size) $\Delta T/T \sim 0.2$ and the width $\Delta l_p \sim 5$ of the 2nd step as well as the position (at $l \sim 2$) of the first step, we can use $\Delta l \propto l$ and $\Delta T/T \propto p^{-3}$ to get a complete set of predictions:

<table>
<thead>
<tr>
<th>$p$</th>
<th>$l$</th>
<th>$\Delta T/T$</th>
<th>$\Delta l_p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>$\sim 2$</td>
<td>$\sim 0.7$</td>
<td>$\sim 1$</td>
</tr>
<tr>
<td>3</td>
<td>$\sim 20$</td>
<td>0.2</td>
<td>$\sim 5$</td>
</tr>
<tr>
<td>4</td>
<td>$\sim 170$</td>
<td>$\sim 0.08$</td>
<td>$\sim 40$</td>
</tr>
<tr>
<td>5</td>
<td>$\sim 1300$</td>
<td>$\sim 0.04$</td>
<td>$\sim 260$</td>
</tr>
</tbody>
</table>

Note that $\Delta T/T \sim 0.7$ and $\Delta T/T = 0.2$ for the first two steps are probably too big to be treated as a perturbation. We shall take this to mean that the size of the first step can be very big.
We should point out that the warp factor Eq.(2.176) is a good approximation only when $p \gg 1$. This condition is also necessary to ignore the running of the dilaton. So $p = 3$ is already too small. Moreover, as we will see in Chapter 2.5.4, the glitch in the power spectrum around $l \sim 20$ may be too large to be explained by a step feature in the warp factor due to the duality cascades.

**Qualitative Analyses around a Single Step**

We consider a sharp step in the warped geometry $T(r)$. We parametrize the size of the step as $2b \equiv \Delta T / T$ and the width as $\Delta \phi \equiv 2d$. We use the tanh function interpolation between the two sides of the step, i.e.

$$T(r) \equiv T_3 \frac{r^4}{R^4} \left[1 + b \tanh \left(\frac{r - r_s}{d}\right)\right]. \quad (2.201)$$

**The Evolution of the Sound Speed**

We use the case of positive $b$ to illustrate the evolution of the sound speed, the formulae are the same for negative $b$. The direction of the step is such that, for positive $b$, $T$ steps up as $r$ increases, i.e. the warp factor $h \propto T^{1/4}$ (or the speed-limit $h^2$) increases as $r$ increases.

The first stage is when branes move across the step, where the speed-limit increases suddenly. Since the time that the branes spend to across the step is very short comparing to the Hubble time, during which we can ignore the Hubble expansion and the acceleration from the potential. So across the step, the behavior of the branes is approximated by the Lagrangian $\mathcal{L} = -T(r) \sqrt{1 - \dot{\phi}^2 / T(r)}$. The corresponding energy $T\gamma = \text{const}$, where $\gamma = 1/c_s = (1 - \dot{\phi}^2 / T)^{-1/2}$. Hence a sharp change in $T$ results in a sharp change in $c_s$, and both changes are small,

$$\frac{\Delta c_s}{c_s} = \frac{\Delta T}{T} = 2b. \quad (2.202)$$
A small change in $c_s$ also means that the velocity of the branes will closely track the change of the speed-limit in step.

The second stage is at the end of the step, where the previous change in $c_s$ results in a deviation from the attractor solution. To see this, we note that in IR DBI inflation, the attractor solutions have $\gamma \approx \beta N_{eDBI}/3$ and $N_{eDBI} \approx HR/h$, so $c_s \approx 3h/\beta HR$. A fractional change in the warp factor $h = r/R$ means $\Delta R/R = -b/2$, which implies that the attractor solutions has a fractional change

$$\frac{\Delta c_s}{c_s} = b .$$

(2.203)

So the increase in $c_s$ due to the first stage (2.202) over-shoots the new attractor solution, the branes will have to quickly relax to the new attractor solution. The Hubble expansion plays an important role here, so the energy $T\gamma$ is no longer conserved.

Figure 2.27: Evolution of $c_s$. Parameters are $b = 0.1$, step width $\Delta N_e = 0.05$, $\beta = 3$, $g_s m_s^{-4} = 10^{39}$, $N_B = 10^9$, $n_B = 10^4$, $n_A h_A^4 = 16$.

In summary, the behavior of $c_s$ can be approximated by two step-functions side by side. In the first one, it jumps up from the original $c_s$ to $c_s + 2bc_s$, during which the branes quickly fall down the step in warp geometry. The time scale is determined by $d$ and is typically much smaller than $1/H$. The second one comes immediately afterwards, it jumps down from $c_s + 2bc_s$ to $c_s + bc_s$, during which the branes quickly approach the
new attractor solution. The time scale is of order $\mathcal{O}(1/H)$. The width of the second step function is much larger than the first for narrower step (i.e. smaller $d$). Note that in both stages, the velocity of branes increases. This evolution is illustrated in Fig. 2.27.

Because the width of step is very small, such a small change of $c_s$ happens in a short period. This gives rise to large $s \equiv \dot{c}_s/(c_s H)$ and $\dot{s}/H$. This turns out to be the primary sources to various observable signatures in power spectrum and non-Gaussianities.

**The Power Spectrum**

The power spectrum is determined by the mode equation Eq.(2.23). We now estimate various parameters in Eq. (2.24) in terms of the size, $b$, and width, $d$, of the step feature in the warp factor. It is convenient to write $d$ in terms of the e-fold that the brane spends moving across it,

$$\Delta N_e \equiv H \Delta t \approx H \frac{d}{\dot{\phi}} = \frac{d}{\sqrt{2c_s \epsilon}} . \quad (2.204)$$

Note this is not the e-folds that the feature on CMB spans (denoted as $\Delta l$ previously) which typically includes the oscillations and spreads much wider.

Using the continuity equation $\dot{\rho} = -3H(\rho + p)$, together with the energy density and pressure Eq.(2.7), we can solve for the evolution of $s$,

$$s = \frac{\dot{c}_s}{Hc_s} = 3(1 - c_s^2) + \frac{c_s V}{TH} + \frac{T}{TH}(1 - c_s) . \quad (2.205)$$

Here we can make more explicit the conditions under which the sharp features in warp factor dominate. On the right hand side of (2.205), to make the 3rd term larger than the first, i.e. to ignore the spatial expansion, we require $3 < \Delta T/(TH \Delta t) \approx 2b/\Delta N_e$; to ignore the 2nd term, i.e. the sharp features in potential, we require $c_s V < T \phi$. Since the duality cascade leaves sharp steps on $T(\phi)$ but not $V(\phi)$, this condition is easily satisfied. Under these conditions, the last terms in the above equation dominates, so we
can approximate
\[
 s \approx \frac{T}{TH} \sim \frac{b}{d} \sqrt{2 \epsilon c_s} \sim o\left(\frac{b}{\Delta N_e}\right).
\]  
(2.206)

This is consistent with (2.202).

Denote \( X \equiv \dot{\phi}^2/2 \), so \( \epsilon = X/(M_{Pl}^2 H^2 c_s) \) for DBI inflation. We get
\[
\eta = \frac{\dot{\epsilon}}{H \epsilon} = \frac{\dot{X}}{HX} + 2 \epsilon - s.
\]  
(2.207)

On the other hand, from the definition \( c_s = \sqrt{1 - 2X/T(\phi)} \), we get
\[
\frac{\dot{X}}{XH} = \frac{\dot{T}}{TH} - \frac{2 c_s^2 s}{H(1 - c_s^2)}.
\]  
(2.208)

Plug (2.208) into (2.207), and use (2.205) to get rid of \( \dot{T}/TH \), we have
\[
\eta = \frac{c_s}{1 + c_s} s - 3(1 + c_s) - \frac{\dot{V} c_s}{HT(1 - c_s)} + 2 \epsilon
\approx c_s s - (3 + \frac{\dot{V} c_s}{HT}).
\]  
(2.209)

Except for the first term, the r.h.s. of this expression is affected little, \( o(b) \), by the feature. We use (2.209) to further estimate \( \dot{\eta}/H \). Keeping the time derivatives on \( c_s, \phi \) and \( T \), while ignoring those on \( V_\phi \) and \( H \), we get
\[
\frac{\dot{\eta}}{H} \approx \frac{3}{2} s + c_s s^2 + c_s \frac{s}{H}.
\]  
(2.210)

We have used the fact that the brane always tracks the speed-limit,
\[
\dot{\phi} \approx \sqrt{T(\phi)}, \quad \ddot{\phi} \approx \frac{1}{2} \frac{T_\phi}{T} \phi^2,
\]  
(2.211)

since \( c_s \ll 1 \) even at the sharp feature as we know from Chapter 2.5.3. Eq. (2.206) is also used.

We further estimate \( \dot{s}/H \),
\[
\frac{\dot{s}}{H} = \left( \frac{T_\phi}{T} \right) \frac{\dot{\phi}^2}{H^2} + \frac{T_\phi}{T} \left( \frac{1}{H_\phi} \frac{d}{dt} \frac{\phi}{H} \right)
\approx \left( \frac{T_\phi}{T} - \frac{T_\phi^2}{T^2} \right) \frac{\dot{\phi}^2}{H^2} + \frac{T_\phi}{T} \frac{\ddot{\phi}}{H^2}.
\]  
(2.212)
Using Eq. (2.211) to eliminate the $\ddot{\phi}$ in Eq. (2.212), we get

$$\frac{\dot{s}}{H} \approx \frac{2c_s}{T} \left( T_{\phi\phi} - \frac{T_{\phi}}{2} \right) \approx 2c_s \left( \frac{T_{\phi\phi}}{T} \right) \sim b \frac{c_s}{d^2} \sim \mathcal{O} \left( \frac{b}{\Delta N_e^2} \right),$$

(2.213)

where we have dropped the term $T_{\phi}/T^2$, since $T_{\phi\phi}/T \gg T_{\phi}/T^2$ as long as $b \ll 1$.

We now can compare the amplitudes of various terms. Because both $b$ and $\Delta N_e$ are small, from (2.206) and (2.213), we have

$$\frac{\dot{s}}{H} \gg s, s^2.$$  

(2.214)

From (2.209) and (2.210),

$$s \gg \eta, \quad \frac{\dot{s}}{H} \gg \frac{\dot{\eta}}{H}. $$

(2.215)

So the only important contribution to $z''/z$ is from $\dot{s}/H$, and we have

$$\frac{z''}{z} \approx 2a^2H^2 \left( 1 - \frac{\dot{s}}{2H} \right) \approx 2a^2H^2 \left( 1 - \frac{T_{\phi\phi}}{T} c_s \right).$$

(2.216)

If we take $T$ to be the form Eq. (2.201), we can evaluate

$$\frac{z''}{z} \approx 2a^2H^2 \left[ 1 - b \frac{c_s}{d^2} \text{sech}^2 \left( \frac{\phi - \phi_s}{d} \right) \tanh \left( \frac{\phi - \phi_s}{d} \right) \right]$$

$$\sim 2a^2H^2 \left[ 1 - b \frac{\Delta N_e^2}{d^2} \text{sech}^2 \left( \frac{\phi - \phi_s}{d} \right) \tanh \left( \frac{\phi - \phi_s}{d} \right) \right].$$

(2.217)

The feature in $z''/z$ is dictated by the $\text{sech}^2 \tanh$ term, and will affect the evolution of certain perturbation modes $v_k$. As moving across the step only generates $\sim N_e^{DBI}/M$ e-folds, typically $b/\Delta N_e^2 \gg 1$. The mode $v_k$ will first see a dip in $z''/z$ followed by a bump.

Let us assume that the feature in $z''/z$ shows up around conformal time $\tau_s$, then modes with $c_s^2 k^2 \gg (z''/z)|_{\tau_s}$ or $c_s^2 k^2 \ll (z''/z)|_{\tau_s}$ will not be affected, because they are either oscillating well inside the sound horizon or have already crossed the sound horizon and got frozen. The major effect will be on the modes with $c_s^2 k^2 \sim (z''/z)|_{\tau_s}$. The range of $k$ affected by the sharp feature is determined by $b/\Delta N_e^2$. If $P_\zeta$ starts seeing the feature at $k_0$, the feature will disappear at

$$\Delta k \sim k_0 \sqrt{b/\Delta N_e}.$$  

(2.218)
Non-Gaussianities

Although Ref. [22, 31, 70] are only interested in non-Gaussianities without sharp features, the cubic expansion of the perturbations is exact and does not rely on the assumption that various inflationary parameters $\varepsilon, \eta$ and $s$ are small. For DBI inflation, among all the terms in Ref. [22], the leading term in the cubic action that is responsible for sharp features in non-Gaussianity is

$$\frac{a^3 \varepsilon}{2c_s^2} \frac{d}{dt} \left( \frac{\eta}{c_s^2} \right) \zeta^2 \dot{\zeta}.$$  \hspace{1cm} (2.2.19)

In the absence of sharp features, a term such as $(a^3 \varepsilon / c_s^4) \zeta \dot{\zeta}^2$ contributes to the non-Gaussianity estimator $f_{NL} \sim 1/c_s^2$. Therefore as a rough estimate the term (2.2.19) contributes

$$f_{NL}^\text{feature} \sim \frac{d}{dt} \left( \frac{\eta}{c_s^2} \right) \Delta t \sim \Delta \left( \frac{\eta}{c_s^2} \right).$$  \hspace{1cm} (2.2.20)

The cases with large $s$ are most interesting for non-Gaussianities. Using (2.209), $\eta \approx c_s s$, so

$$f_{NL}^\text{feature} \sim \frac{\Delta s}{c_s} \sim \frac{1}{c_s} \frac{b}{\Delta N_e}.$$  \hspace{1cm} (2.2.21)

There is another term

$$-2 \frac{a \varepsilon}{c_s^2} s \zeta (\partial \zeta)^2$$  \hspace{1cm} (2.2.22)

in the cubic action of Ref. [22] that contributes

$$f_{NL}^\text{feature} \supset \frac{s}{c_s^2} \Delta t H \sim \frac{1}{c_s} \frac{1}{c_s} \sim \frac{b}{c_s^2},$$  \hspace{1cm} (2.2.23)

which is also possibly observable. The term (2.2.21) dominates for the most interesting cases.

The net observable effect will be a nearly-scale-invariant large non-Gaussianity of order $O(1/c_s^2)$ plus the scale-dependent (oscillatory) modulation of order $O(\Delta s / c_s)$. 
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Similar to the slow-roll case, we can write \( f_{\text{NL}}^{\text{feature}} \sim (\sqrt{b}/c_s)(\sqrt{b}/\Delta N_e) \). As we have shown, the first factor determines the amplitude of the glitch in power spectrum through \( b \), while the second factor determines the extension of its oscillations through (2.218).

So there is a simple relation between the effects of sharp feature on the power spectrum and non-Gaussianity. For a same single visible glitch in power spectrum, the oscillatory amplitude of the bispectrum in DBI inflation is larger than that in slow-roll inflation mostly due to the factor of \( 1/c_s \) which can make \( f_{\text{NL}}^{\text{feature}} \) larger than \( \mathcal{O}(10) \); while for glitches that have long oscillatory extension (which can also be made invisible in power spectrum with tiny \( b \)), the associated bispectrum can be very large with tiny \( \Delta N_e \). The estimates of \( b \) and \( \Delta N_e \) in Ref.[64] suggest that the well-separated steps in the duality cascade tend to fall into the latter category. We will later see independent evidence from fitting the power spectrum glitch to WMAP CMBR data.

### 2.5.4 Numerical Analyses and Data Fitting

We have analyzed qualitatively the behavior of the power spectrum around the step. However, due to the non-trivial behavior of \( z''/z \), the mode equation is hard to solve analytically in general. To better understand the effect of the sharp feature, we numerically solve the equation of motion Eq.(2.8), evolve the mode equation Eq.(2.23) starting from when the mode is deep inside the sound horizon \( (c_s^2k^2 \gg z''/z) \) until the mode is frozen when stretched out of the sound horizon \( (c_s^2k^2 \ll z''/z) \), and evaluate the power spectrum numerically using Eq.(2.23). The numerical calculation also has the advantage that it is not necessary to assume certain simplification conditions in Chapter 2.5.3 such as \( b/\Delta N_e \gg 1 \). Our major results are shown in Fig.2.28 and Fig.2.29.

Fig.2.28 shows the step feature in the power spectrum \( P_\zeta \) for steps with different height \( b \), but same width \( \Delta N_e \). We see clearly that in the power spectrum, a dip appears first with positive \( b \) and a bump appears first with negative \( b \). However such a sequence
Figure 2.28: In the IR DBI scenario, we show the power spectrum, $P_\zeta$, when there is a sharp step in the warp factor. For the same step width $\Delta N_e$, we show three cases with different step size $b$. The amplitude of the first dip and bump increases as we increase the step height $b$. A bump appears first for $b < 0$ while a dip appears first for $b > 0$.

gets less clear after projecting from $k$-space to $l$-space.

In Fig. 2.29 we explore the step feature with different step width $\Delta N_e$. We see that the oscillation amplitude in $P_\zeta$ is quite insensitive to the step width $d$. By the same argument in our slow-roll analysis, the steps are sharp so that $\Delta N_e \ll 1$. The $c_s$ and $\dot{c}_s$ have reached their maximum values and so is the amplitude of the oscillation which is controlled by $b$.

In Fig. 2.30 we perform a $\chi^2$ fit to the WMAP data. With one single step in the warp factor, we try to fit the $l \sim 20$ dip in WMAP temperature anisotropy. Here, instead of performing a full MCMC search for the best fit model, we only show an example to illustrate how the local step feature improves the quality of data fit. The example we show in Fig. 2.30 has the IR DBI model parameters $n_B = 6761, N_B = 4.315 \times 10^9, n_A h_A^4 = 0.01035, m_s/g_s^{1/4} = 2.567 \times 10^{-9} M_p, \beta = 4.021$, and the step parameters are $\Delta N_e = \ldots$
Figure 2.29: Same as Fig. 2.28, with the step size $b$ fixed, we show two cases with different step width $\Delta N_e$. Since in IR DBI model, the typical step width corresponds to $\Delta N_e \ll 1$, the dip and bump in the power spectrum is not sensitive to $d$. The width of the step affects only the range of oscillation in $P_\zeta$.

0.105 and $b = -0.35$. The step model, with likelihood $\mathcal{L}$, $-2\ln \mathcal{L} = 5347.16$ when compared to WMAP 3-year temperature and polarization data [39, 38, 41, 40], has a better fit to the data, $\Delta \chi^2 = -2.76$, over the best-fit scenario with constant running of the spectral index, also shown. In light of the four extra degrees of freedom determining the cascade power spectrum in comparison to the fiducial running model, however, this improvement in $\chi^2$ is not statistically significant.

We also find that a positive $b$ is not favored by data, so the first dip in the $k$-space does not necessarily transform into a clear dip in the $l$-space. Numerically we find that to fit the $l \sim 20$ dip, we need $|b| \sim 0.3$. However, if we take $b = +0.3$, it gives too much power on large scale, more than that is allowed by data.

The reason that the glitch appears to be less sharper than that in slow-roll case is

---

7Three of them specify the location, height and width of the step, another one is from IR DBI (versus LCDM).
Figure 2.30: The CMB temperature power spectrum (top) and initial power spectrum (bottom left) in the presence of a step in the warp factor (full black line) and a best-fit scenario with constant running in the spectral index (red dashed line). The presence of large scale features in the cascade spectrum (bottom right) lead to an improved fit with the WMAP 3-year data of $\Delta \chi^2 = -2.76$ over the model with constant running in the spectral index.
the following. In DBI inflation, a step in warp factor not only causes oscillation in power spectrum, but also changes the asymptotic speed-limit of the inflaton. So in addition to glitches, it also introduces a step in the power spectrum. Both amplitudes are controlled by the relative height of the step $b$. It is more difficult to generate a sharp glitch while keeping the latter effect compatible with data. While in slow-roll case, asymptotic velocities of the inflaton is not affected by a local step in potential. In this sense, for DBI inflation the glitches in power spectrum can be made sharper if one introduces a bump (or anything that does not change the asymptotic behaviors of the warp factor) instead of a step in the warping.

We should also point out that $|b| \sim 0.3$ gives a step much larger than that given by Eq. (2.176), which typically goes like $1/p^3$ with $p \gg 1$. This means that if we take the steps generated by the duality cascade, most probably we will not see any observable effects in the power spectrum. However, as we estimated in Eq. (2.221), the non-Gaussianities associated with the step can be very large depending on the height and width of the steps. This can leave distinctive features detectable by experiments.

### 2.5.5 Remarks on Closely Spaced Steps

We have been mainly concentrated on features that are sharp enough and well-separated (by at least one e-fold). We also see that there are parameter space where the feature is not sharp enough to show up in the CMB as observable signatures. In this case, the step is no longer important individually; but if there are parameter space such that, within one e-fold, the branes can go over many such small steps, a different kind of large non-Gaussianities can be generated through the “resonance mechanism” [71]. These closely spaced small steps induce small but high frequency oscillations of the background evolution in $\epsilon$, $\eta$ and $s$. This oscillation can resonant with the mode functions $u_k$ when the mode is still within the horizon. As a result of this resonance, the non-Gaussianity
integration picks up a large contribution while the two-point function is only slightly affected. This non-Gaussianity has different signatures from the sharp feature case [71].

In slow-roll model, the condition to achieve this resonance mechanism relies on the shape of the potential. Naively, since we already have a series of steps, we can increase the tilt of the potential to make the branes roll faster so they come across many steps in one e-fold. Realistically, one needs to make sure that such a tilt will not significantly reduce the already-tuned total number of e-folds.

In IR DBI model, as we have discussed at the beginning of Chapter 2.5.3, there is actually a quite natural parameter space that such a condition can be satisfied, $1 > g_s > 10^{-3}$. We leave a more detailed study to a future publication.
CHAPTER 3

THE ISSUE OF ETERNAL INFLATION

In this chapter, we show that eternal inflation of the stochastic type is generically absent in the brane inflationary scenario [37]. Depending on how the brane inflationary universe originated, eternal inflation of the false vacuum type is still quite possible. Since the inflaton is the position of the $D3$-brane relative to the $\bar{D}3$-brane inside the compactified bulk with finite size, its value is bounded. In DBI inflation, the warped space also restricts the amplitude of the scalar fluctuation. These upper bounds impose strong constraints on the possibility of eternal inflation. We find that eternal inflation due to the random walk of the inflaton field is absent in both the slow roll scenario and the DBI scenario. In the multi-throat brane inflationary scenario, the branes may be generated by quantum tunneling and roll out the throat. Eternal inflation of the false vacuum type inevitably happens in this scenario due to the tunneling process.

3.1 Two Types of Eternal Inflation

The idea of eternal inflation was introduced more than 20 years ago, and has been considered as a generic phenomenon common to a wide class of inflationary models [72, 73, 74, 75]. If eternal inflation is present in the inflationary universe, the inflating part of the universe is exponentially larger than the non-inflating part (which includes our observable universe) today. This suggests that it is exponentially more likely for a random occurrence to take place in the part of the universe that is still inflating. This will force us to invoke something like the anthropic principle in order to explain our very existence. Although a weak form of such an anthropic principle may be acceptable, philosophically at least, the absence/presence of eternal inflation is an interesting question.
There are two types of mechanisms that drive eternal inflation. The first type involves a meta-stable false vacuum in the inflaton potential [74]. The false vacuum decays through bubble nucleation. If the decay rate \( \Gamma \) is slower than the expansion rate \( H \), the false vacuum never totally disappears and the total volume of it, once inflation starts, continues to grow exponentially with time. So there are always bubbles of false vacuum in the entire universe where inflation continues. We call this eternal inflation of the false vacuum type.

The second type of eternal inflation was the stochastic eternal inflation. Let us think about the chaotic inflation scenario. Within one Hubble time, the inflaton field classically rolls down the potential by an amount

\[
\Delta \phi = \dot{\phi} H^{-1}, \tag{3.1}
\]

while at the same time, the intrinsic de-Sitter quantum fluctuation is

\[
\delta \phi = \frac{H}{2\pi}. \tag{3.2}
\]

If there is a regime where

\[
\delta \phi > \Delta \phi, \tag{3.3}
\]

The inflaton field could fluctuate up the potential quantum mechanically, and inflation will never end.

It is interesting to note that the ratio between \( \delta \phi \) and \( \Delta \phi \) is

\[
\frac{\delta \phi}{\Delta \phi} = \frac{H^2}{2\pi |\dot{\phi}|} \sim \sqrt{P_\zeta}. \tag{3.4}
\]

We know from observations that the primordial perturbation has an amplitude \( \sqrt{P_\zeta} \sim 10^{-5} \ll 1 \), at 55 e-folds from the end of inflation. Therefore, eternal inflation cannot happen if inflation only lasts for 55 e-folds, and the spectral index is red \( (n_S < 1) \). However, in most inflationary models, the range of inflaton field is unbounded, and one can
always start inflation high up on the potential, where quantum fluctuation is large. This is the main reason why eternal inflation in unavoidable in field theory models. However, as we will see in the next section, string compactification provides a bound on the inflaton field range, which exclude the possibility of stochastic eternal inflation for slow-roll brane inflation in the warped throat.

3.2 Absence of Eternal Inflation in the Slow Roll Scenario

In this chapter, we show that stochastic eternal inflation is absent in the simplest slow-roll scenario. The inflaton potential for the slow-roll scenario is,

$$V(\phi) = V_0 \left(1 - \frac{V_0}{4\pi^2 v \phi^4} + \frac{\beta}{6} \frac{\phi^2}{M_{Pl}^2}\right), \quad V_0 = 2T_3 h_A^4$$

(3.5)

The slow roll parameters are

$$\eta_{SR} = M_{Pl}^2 \frac{V''}{V} = \frac{\beta}{3} - \frac{20M_{Pl}^2 \phi_A^4}{N\phi^6},$$

$$\varepsilon_{SR} = \frac{M_{Pl}^2}{2} \left(\frac{V'}{V}\right)^2 = \frac{1}{2} \left[4M_{Pl} \phi_A^4 \phi A + \frac{\beta \phi}{3M_{Pl}}\right]^2.$$  

The end of inflation is given by $\eta_{SR} = -1$

$$\phi_E^6 = \frac{1}{1 + \beta/3} \left(\frac{2\phi_A^4}{NM_{Pl}^4}\right)M_{Pl}^6.$$  

(3.6)

The inflaton field $\phi_N$ is at $N_e$ $e$-fold before the end of inflation, and the scalar density perturbation $\delta_H$ are given by

$$\phi_N^6 = \left(\frac{24N_e + 20}{NM_{Pl}^4}\right)\Omega(\beta)M_{Pl}^6.$$  

(3.7)

$$\delta_H = \frac{2}{45} (24N_e + 20)^{5/6} \left(\frac{\phi_A^4}{M_{Pl}^4 N}\right)^{1/3} f(\beta),$$  

(3.8)

$$\Omega(\beta) = \frac{(1 + 2\beta)e^{2\beta N_e} - (1 + \beta/3)}{2\beta(N_e + 5/6)(1 + \beta/3)}$$  

$$f(\beta) = \frac{1 + \beta/3}{1 + 2\beta} \Omega(\beta)^{5/6} e^{-2\beta N_e}. $$
We can use (3.8) to express \( \phi_A^4/N \) as a function of \( \beta \),

\[
\frac{\phi_A^4}{M_{Pl}^4 N} = \left( \frac{45 \delta_H}{2} \right)^3 (24N_e + 20)^{-5/2} f(\beta)^{-3} .
\] (3.9)

Given the value of \( \beta \), we can impose the COBE normalization \( \delta_H = 1.9 \times 10^{-5} \) at \( N_e = 55 \) \[^{[3]}\], and fix \( \phi_A^4/N \). For the slow roll regime \( 0 \leq \beta \leq 1/7 \), we get

\[
1.2 \times 10^{-18} \leq \frac{\phi_A^4}{M_{Pl}^4 N} \leq 3.5 \times 10^{-12} ,
\] (3.10)

Using (3.2) and (3.1), the quantum fluctuation and classical motion of \( \phi \) are given respectively as

\[
\delta \phi = \frac{4}{9} \sqrt{\frac{\phi_A^4}{NM_{Pl}^4}} M_{Pl} ,
\] (3.11)

\[
\Delta \phi = \frac{4\phi_A^4}{NM_{Pl}^4} \left( \frac{\phi}{M_{Pl}} \right)^{-5} M_{Pl} + \frac{1}{3} \beta \phi .
\] (3.12)

To compare the magnitude of quantum fluctuation and classical motion, it is important to notice that \( \Delta \phi \) has a minima,

\[
(\Delta \phi)_{\text{min}} = \frac{24}{60^{5/6}} \left[ \frac{\phi_A^4}{NM_{Pl}^4} \beta^5 \right]^{1/6} M_{Pl} .
\] (3.13)

If for certain values of \( \beta \), \( \Delta \phi_{\text{min}} > \delta \phi \), the classical motion always dominates over the quantum fluctuation, and eternal inflation will never happen. Using (3.11)(3.13), the range of \( \beta \) is determined by

\[
\frac{4}{9} \sqrt{\frac{\phi_A^4}{NM_{Pl}^4}} < \frac{24}{60^{5/6}} \left[ \frac{\phi_A^4}{NM_{Pl}^4} \beta^5 \right]^{1/6} ,
\]

where \( \phi_A^4/N \) is also a function of \( \beta \) as seen in (3.9). Solving the inequality numerically, we get

\[
3.4 \times 10^{-8} < \beta \leq 1/7 .
\] (3.14)

Apparently for the slow roll regime \( 0 \leq \beta \leq 1/7 \), eternal inflation is possible only when

\[
\beta < 10^{-8} .
\] (3.15)
A significant amount of fine tuning is needed to achieve this value, since the moduli stabilization generically gives $\beta \sim 1$ [12].

For the range $0 \leq \beta \leq 10^{-8}$, $f(\beta) \approx 1$, $\Omega(\beta) \approx 1$, the $\beta$ dependence becomes so small that it is safe to simply set $\beta = 0$. Now, using Eq. (3.11), $\Delta \phi < \delta \phi$ indicates that eternal inflation happens when

$$\phi > \phi_c = \left( \frac{81 \phi_A^4}{NM^4} \right)^{1/10} M_{Pl} = 0.025 M_{Pl} .$$

(3.16)

There appears a critical value of the inflaton field $\phi_c = 0.025 M_{Pl}$. Inflation will be eternal if it starts with $\phi_i > \phi_c$.

For brane inflation in the warped throat, we require that at least 55 $e$-folds are achieved in side the throat, i.e.

$$\phi_A < \phi_E < \phi_{55} \leq \phi_{\text{edge}} .$$

(3.17)

Here, inflation ends when $\phi$ reaches $\phi_E$, where tachyons appear and the $D3 - \bar{D}3$ brane annihilation begins. $\phi_{55}$ corresponds to the position of the $D3$-brane at 55 $e$-fold before inflation ends, $\phi_i$ is the initial position where inflation starts, and $\phi_{\text{edge}} \equiv \sqrt{T_3 R}$ is the edge of the throat.

Using (3.7), we get $\phi_{55} = 3.4 \times 10^{-3} M_{Pl} \ll \phi_c$, so we will surely get enough number of $e$-fold if inflation starts with $\phi_c$. However, the constraint $\phi_c < \phi_{\text{edge}}$ is non-trivial, since $\phi_{\text{edge}}$ depends on $T_3$ and $N$,

$$\phi_{\text{edge}} = \sqrt{T_3 R} = \left( \frac{27 NT_3}{32 \pi^2} \right)^{1/4} ,$$

where $\phi_c/\phi_{\text{edge}} < 1$ requires

$$N > \frac{256 \pi^5}{27} g_s \left( \frac{\phi_c}{M_{Pl}} \right)^4 (\alpha' M_{Pl}^2)^2 \approx 10^{-3} g_s (\alpha' M_{Pl}^2)^2 .$$

(3.18)

There is another constraint we have to take into account. Assuming the Planck mass is dominantly contributed by the bulk volume, as it typically happens to a warped compactification, we have

$$M_{Pl}^2 = \frac{m_s^8 L^6}{\pi g_s^2} ,$$

(3.19)
where $g_s$ is the string coupling and $m_s = 1/\sqrt{\alpha'}$. Here $2\pi L$ is roughly the dimension of the bulk. Since the throat is part of the bulk, we naturally require

$$L > R.$$  \hfill (3.20)

The requirement (3.20) implies an upper bound for the AdS throat charge,

$$N < \frac{4}{27} \left(\frac{g_s}{\pi}\right)^{1/3} (\alpha' M_{Pl}^2)^{2/3}.$$  \hfill (3.21)

It is obvious that the lower bound of $N$ (3.18) cannot exceed the upper bound (3.21), so we require

$$\frac{256\pi^5}{27} g_s \left(\frac{\phi_c}{M_{Pl}}\right)^4 (\alpha' M_{Pl}^2)^2 < \frac{4}{27} \left(\frac{g_s}{\pi}\right)^{1/3} (\alpha' M_{Pl}^2)^{2/3},$$

which leads to a constraint on $\alpha'$

$$\alpha' M_{Pl}^2 < \frac{1}{(2\pi)^4 \sqrt{2g_s}} \left(\frac{\phi_c}{M_{Pl}}\right)^{-3}.$$  \hfill (3.22)

The upper bound of $N$ (3.21) is maximized if we push $\alpha'$ to the upper bound given in (3.22). Thus to make eternal inflation possible, the largest value of $N$ is

$$N < \frac{1}{(2\pi)^3} \frac{4}{27} \left(\frac{\phi_c}{M_{Pl}}\right)^{-2} = 0.95.$$  \hfill (3.23)

In the KKLMMT scenario, typically $N \gg 1$. This means that if we assume the inflaton potential in the bulk is not very flat and inflation only happens in the throat, the critical initial value $\phi_c$ is impossible to be consistently realized in the KKLMMT scenario. That is, the stochastic eternal inflation is absent.

There are at least 3 possible ways for stochastic eternal inflation to be present in this scenario:

1. The potential has additional contributions \cite{20}. That may change the above analysis if the potential is changed substantially.
2. The brane can start in the bulk instead of only from the UV side of the throat; this 
may allow us to evade the constraint (3.23). The antibrane in the end of the throat 
provides a red-shifted Coulomb attraction source and the potential is similar to 
the first two terms in the (3.5). Assume one can tune away the potential from the 
moduli stabilization (in the same sense as requiring an extremely small β), the 
relaxed constraint on ϕ is ϕ < L√T₃, which implies

\[ L > (2\pi)^3 g_s \alpha'^2 \phi^2_c. \]  (3.24)

The condition (3.20) still applies here so we still have the same upper bound of 
N as in (3.21). It is obvious that (3.24) and (3.21) are not contradictory and by 
choosing appropriate values of L and α', we can have N ≫ 1. So in the case when 
we get a good fraction of e-folds from the bulk, eternal inflation is possible when 
β < 10⁻⁸ and inflation starts with φ_i > ϕ_c.

3. If the throat is a long narrow throat (that is, its width is much smaller than its 
length), then the bound (3.20) is relaxed. Orbi-folding a deformed conifold can 
be a way to achieve this. Even if this bound is relaxed, we note that the bound 
(3.15) is still very tight.

### 3.3 Absence of Eternal Inflation in the DBI Scenario

For UV-DBI inflation in the ultra-relativistic regime, we have seen in Chapter 2.3.2 that 
the background solution can be solved using Eq. (2.79). \( H = c \phi \), which gives \( c_s^{-1} = \gamma \sim M_{Pl}^2 / \phi^2 \), and ε ∼ const. Therefore, the primordial power spectrum is

\[ P_\zeta = \frac{H^2}{8\pi^2 M_{Pl}^2 \epsilon c_s} \sim \text{const}. \]  (3.25)

This means if we impose the normalization \( P_\zeta \sim 10^{-9} \) at \( N_e = 55 \), we’ll have the same 
normalization at any number of e-folds. The fact that \( P_\zeta \) has no \( \phi \) dependence is largely
due to the ultra-relativistic motion of the brane. Recall the argument (3.4), we see that for ultra-relativistic fast roll inflation, $\delta \phi \ll \Delta \phi$ all the way through the throat no matter where inflation starts. For UV model with $\gamma \gg 1$ and quadratic potential, eternal inflation will not happen.

In the IR model of the DBI inflation, the brane is moving out from the IR side of the warped space. During most of the inflationary epoch, the Hubble parameter is approximately a constant and a de Sitter phase of inflation is triggered. The field theory calculations [14, 28] show that the spectral index is red and the inflaton can be extended back in time to the deep IR region of the AdS throat. So naively the eternal inflation of random walk type is possible. But interestingly as we will see, by considering the validity of the field theory analyses, a rather different mechanism [28, 29] kicks in before the condition (3.4) can be satisfied.

When calculating the quantum fluctuations in the expanding background, for the field theory to work, we require that the Hubble energy be smaller than the (red-shifted) string scale,

$$\gamma H \lesssim T(\phi)^{1/4},$$

where $H$ is the Hubble constant, $T(\phi) = \phi^4/\lambda$ is the warped brane tension. It is easiest to get Eq. (3.26) on the moving frame on the brane, where the Hubble expansion is faster by a factor of $\gamma$ because of the relativistic time dilation. A closely related consequence is the reduction of the horizon size by a factor of $\gamma^{-1}$.

The evolution of the brane position (inflaton) is given by

$$\phi \approx -\sqrt{\lambda} t,$$

where $t$ runs from $-\infty$. The inflation ends when $t \sim -1/H$. The number of inflationary e-folds to the end of the inflation is

$$N_e \approx -Ht.$$
During inflation the inflaton travels ultra-relativistically,

$$
\gamma \approx \frac{\beta N_e}{3},
$$

(3.29)

where $\beta$ again parameterizes the steepness of the potential $V = V_0 - \frac{1}{2} \beta H^2 \phi^2$. Using these field theory results of the IR DBI inflation, we translate (3.26) into

$$
N_e \lesssim \frac{\lambda^{1/8}}{\beta^{1/2}},
$$

(3.30)

where $\lambda$ is the D3-charge of the background, e.g. given by three-form fluxes. Namely the field theory results only applies to the short scales satisfying (3.30). Above that, the quantum fluctuations become stringy. (The zero-mode inflation still proceeds as long as back-reactions on the background throat, including those from the relativistic probe brane [13, 28, 52] and those from the de Sitter expansion [28], can be neglected.)

Although a full understanding of this stringy phase requires a full string theory treatment, we can see a bound on the scalar fluctuation amplitude in the following way. In expanding background, the quantum fluctuations are generated during a Hubble time $\gamma^{-1}H^{-1}$, and then get stretched out of the horizon and lose causal contact. Within this period, the brane fluctuates in the transverse directions, but the fluctuation speed is limited by the local speed of light $h^2$. So the maximal amplitude for a moving frame observer is

$$
\Delta r_{\text{max}} \approx \gamma^{-1}H^{-1}h^2.
$$

(3.31)

To see that it is consistent with our previous arguments, we note that from field theory, the density perturbation in IR DBI is

$$
\delta_H \approx H \delta t \approx N_e^2 / \lambda^{1/2},
$$

(3.32)

and the brane fluctuation is

$$
\Delta r = \gamma \delta r \approx \gamma \delta t \approx \gamma h^2 \delta t,
$$

(3.33)
where $\delta t$ is the time delay measured by a lab observer, $\dot{r}$ is the brane speed (zero-mode scalar speed) which is approximately the speed of light $h^2$ because the brane travels ultra-relativistically in DBI inflation. Requiring

$$\Delta r \leq \Delta r_{max}$$

(3.34)
gives the same condition as (3.30).

But the condition (3.34) is more transparent in terms of the scalar fluctuation amplitude. We get

$$\delta H \approx H \delta t \lesssim H \frac{\Delta r_{max}/\gamma}{h^2} \approx \frac{1}{\gamma^2}.$$  

(3.35)

(Note that in this formula the time decay $\delta t$ is measured in the non-moving lab frame. That’s why the Lorentz contraction factor $1/\gamma$ arises in $\Delta r_{max}/\gamma$.) This means that, although naively from field theory results (3.32) that $\delta H$ can grow to one as we look at large enough $N_e$, it actually has a upper bound far below one, since $\gamma \gg 1$. The type of eternal inflation caused by the random walk of the scalar field is forbidden. We note that this type of constraint applies to general DBI inflation models.

### 3.4 Possible Presence of Eternal Inflation in Brane Inflation

**On Top of the Potential in the Bulk**

Because of the compactness of the extra dimensions, it is inevitable that some parts of the inflaton potential profile may have vanishing first derivative. Especially for those potentials that grow toward the bulk, such as those we have considered in the KKLMMT slow-roll or UV DBI inflation, at somewhere in the bulk $V_{\phi_i} = 0$ and $V_{\phi_i\phi_j} < 0$ will appear. Classically the inflaton velocity can be infinitely small if it stays on the top of such a potential. So it is interesting to look in more details the conditions for the random walk type eternal inflation to happen.
Let us simplify the form of such a potential to be \( V = V_0 - \frac{1}{2}m^2\phi^2 \), where \( \phi \) is measured with respect to the top of the potential. Using the standard slow-roll results, we know that the density perturbation \( \delta_H \) becomes one at the place

\[
\phi = \frac{V_0^{3/2}}{5\sqrt{3}\pi M_p^3 m^2}.
\]

(3.36)

Because of the quantum fluctuations of the inflaton, the precision of putting a brane on the top of potential is given by \( \delta \phi = H/2\pi \). Therefore we require \( \phi > H/2\pi \). This is always satisfied given that \( m^2 \ll H^2 \), i.e. the condition that the inflation happens on the top of such a potential. Therefore eternal inflation of the random walk type happens in the bulk if such an inflationary potential can be obtained by fine-tuning, for example in the models of Ref. [9, 76].

It is worthwhile to point out another key difference between brane inflation and a more traditional inflationary scenario such as chaotic inflation. In chaotic inflation, if we are willing to accept a random value for the initial inflaton field in the presence of many causally disconnected patches, it is reasonable that the inflaton field takes an initial value larger than the critical value in at least one patch, thus leading to eternal inflation. Even if the inflationary universe was created spontaneously with only one patch, one may argue it is more likely that \( \phi_{\text{ini}} > \phi_c \), since \( \phi_{\text{ini}} \) can apriori take an arbitrarily large value in the absence of any selection principle (such as the wavefunction of the universe). In brane inflation, the inflationary universe typically starts with one or more pairs of \( D3 - \bar{D}3 \) branes, where all values of \( \phi \) are bounded by the size of the bulk. First consider the case with only one pair inside one causal patch. There is no reason that the \( \bar{D}3 \) brane starts out sitting precisely at the bottom of a throat. In general, it will start somewhere in the bulk and then, due to the attractive force, move relatively quickly towards the bottom of the throat. While this is happening, its tension will start dropping and the potential for the \( D3 \) brane will approach the eventual one that is adopted above. That is, the \( D3 \) brane is seeing a rapidly changing potential as it is moving in the bulk. While
this is happening, both the position and the height of the inflaton potential at the top of the hill discussed above have not even emerged yet. We expect the $D3$ brane to be dragged towards the throat during this time. So, it seems some fine-tuning is needed for the $D3$ brane to end up at the top of the hill after the $\bar{D}3$ brane has settled at the bottom of the throat. Clearly a more careful analysis is warranted. Obviously, this pictures gets much more complicated if we start with multi-pairs of $D3 - \bar{D}3$ branes or some other arrangements. However, in this case it seems that the random walk type eternal inflation is possible but absent under generic initial conditions. Of course, if inflation comes only from the motion of the $D3$ brane (that is, no $\bar{D}3$ brane), then the random walk type eternal inflation becomes more likely.

We may apply the same argument if the inflaton potential has a local shallow minimum in the bulk. The attractive force of the $\bar{D}3$ brane plus its motion tend to drag the $D3$ brane towards the throat. Of course, if the minimum is deep enough, then the $D3$ brane may be stuck there. This leads to eternal inflation of the tunneling type.

At the Tip of the IR Throat

The top-of-a-hill like potential is also possible when we extend the potential to the tip of a throat, analogous to the potential in the IR DBI model. The difference is that we are now interested in a fine-tuned slow-roll shape, $|\beta| \ll 1$. The same discussion of the last subsection applies except for the following complication. If the throat is very long, i.e. extends to $\phi \to 0$, the slow-roll inflationary phase will smoothly transit to the DBI inflationary phase at $\phi_{\text{DBI}} = \beta \sqrt{N} H$ for $N > \beta^{-2}$ [28]. This is because towards the IR end of the throat, the speed-limit constraint becomes more important and have to be taken into account. So if the IR end of the throat is terminated at $\phi > \phi_{\text{DBI}}$, the warping does not change beyond the cutoff, and we get stochastic eternal inflation near $\hat{\phi}$. Otherwise, if the throat is terminated at $\phi < \phi_{\text{DBI}}$, the inflation will become the DBI
type before the slow-roll inflation can reach the critical point of eternal inflation. In DBI region, the stochastic eternal inflation is forbidden as we saw in Chapter 3.3. However, the warping of a throat cannot extend to infinity in the IR end, either because of a cutoff or the back-reaction of the dS space which will smooth out the warping in the IR end of the warped space starting at $\phi \approx H$ \cite{28, 51}. Hence the speed limit constraint will not further increase beyond this point, and the inflation smoothly changes back to be the slow-roll type on the top of the hill. In this case it is this period of slow-roll inflation that may be responsible for random walk eternal inflation, if the branes start from there.

**Multi-throat Brane Inflation**

So far we have concentrated on the eternal inflation of the Brownian type. We saw that in brane inflation such a mechanism is either tightly constrained or forbidden for various different reasons. As mentioned in the introduction, however, eternal inflation is also possible through a first order phase transition of false vacuum bubble nucleation. In this and next subsection, we discuss this mechanism in brane inflation.

Warped compactification in type IIB string theory is a natural place to realize the brane inflation. In such a case, there is a very natural mechanism to generate candidate inflaton branes in the multi-throat brane inflationary scenario \cite{14, 28}. The AdS throats are sourced by RR and NSNS three-form fluxes localized at conifold singularities on a Calabi-Yau manifold. The $\bar{D}3$-branes will naturally settle down in throats, since they carry opposite $D3$ charge to the throats and will be attracted to the IR end. These antibranes have different lifetimes in different throats depending on the numbers of fluxes and antibranes, and they will eventually annihilate against the fluxes which source the throats \cite{50, 77}. If the number $p$ of antibranes is much smaller than the number $M$ of the RR fluxes, such an annihilation process proceeds through a quantum tunneling. At the end of this annihilation, $M - p$ number of $D3$ branes will be created to conserve the
total $D3$ charge. These $D3$ branes will either stay or come out of the throats, depending on the sign of the mass-squared of the moduli potential. In the latter case, they become a direct source of inflaton for IR DBI inflation; or when they move into the bulk and re-settle down elsewhere, become an indirect source of inflaton for other types of brane inflation such as KKLMMT type slow-roll inflation or UV DBI inflation. Therefore, in this multi-throat scenario, the quantum tunneling in the flux-antibrane annihilation is responsible for creating successful inflation bubbles. As we know such a bubble creation process is naturally eternal.
CHAPTER 4
COSMIC INFLATION IN THE STRING LANDSCAPE

4.1 The Meandering Inflaton Scenario

The study of the inflationary universe is mainly on the slow-roll model with a single inflaton field. An important reason to focus on the single field case is simplicity. A typical multi-field inflationary scenario is clearly very complicated and not predictive. If the inflaton fields couple to each other during inflation and reheating, the problem seems rather intractable. Motivated by the realization of inflation in superstring theory, we expect a multi-field inflationary scenario. The scenario could apply to brane inflation in the compactified bulk. A generic bulk compactification must be very complicated, with different type of warped throats in different regions. An inflaton brane could move inside the bulk, before it falls into one of the throat; or it could come out of a throat, wanders in the bulk, and fall into another throat. This scenario could also happen if inflation takes place in the stringy cosmic landscape\[11\], where the number of moduli is probably as large as hundreds. Even if not all of them participate in inflation, it is likely that a large subset of moduli contribute directly or indirectly to the inflationary scenario. Their interaction can be rather complicated (maybe strongly interacting as well), generating a cosmic landscape that is random (aperiodic) in some directions and quasi-periodic (within certain field range) in others.

In a generic string compactification, one expects the string scale to be in between the Hubble and the Planck scale, $H \ll m_s \ll M_{\text{Pl}}$, so that a single Planck scale field range in the landscape naturally contains many string scale features. For our purpose here, the cosmic landscape may be approximated by a $d$-dimensional random potential, and the inflaton (the scalar mode for inflation) path appears smooth in the coarse-grained limit, but is actually rugged with fine-grained string scale features \[78, 79\]. The generic
properties of such an inflationary scenario are:

1. At least 60 $e$-folds of inflation is necessary in an inflationary scenario to solve the well-known cosmological problems such as the flatness and the horizon problems. To achieve this in the slow-roll inflationary scenario usually requires an almost flat smooth potential. Without any fundamental theory, one can always invent such a potential. However, in the context of string theory, such an almost flat potential requires some fine-tuning. While a generic potential may not be flat enough, it is not necessarily smooth either. A rugged $d$-dimensional potential is more realistic in the context of the cosmic landscape (Fig.4.1), where $d \gg 1$. For large enough $d$, percolation probability approaches unity so the wave function of the universe is mobile in the landscape [80, 81, 82]. For a Planck scale field range, one expects many string scale features and consequently the inflaton takes a meandering path. Since the de-Sitter quantum fluctuation ($H$) is smaller than the size of the features ($m_s$), the turns of the inflaton path may be treated as classical scatterings. We will prove that an arbitrary detour of the inflaton path always increases the travel time, leading to more $e$-folds than given by the corresponding coarse-grained smooth potential. With appropriately many features in the potential, enough $e$-folds of inflation becomes generic. Although the scenario is motivated by the cosmic landscape, if a specific string compactification is complicated enough, a brane motion inside the bulk can exhibit similar meandering behavior.

2. The above scenario naturally leads to fluctuations in the the cosmic microwave background radiation (CMB) temperature (TT) and polarization (TE/EE) power spectra. These fluctuations are due to the turns and detours of the inflaton path in the $d$-dimensinal potential. Due to the randomness of the features in the potential, such fluctuations appear with irregular spacings, magnitudes and shapes [78]. While some of these features are probably too fine and/or small to be detected,
a few big fluctuations may already have been observed in the data [83, 84, 85]. With more data coming in the future, one expects this prediction to be well tested. The existence of such fluctuations will have a profound impact on the inflationary scenario, on the origin of our universe and on the existence and properties of the cosmic landscape.

3. Non-Gaussianity is generically suppressed by the growth of adiabatic perturbations on super-horizon scales, and is negligible in the weakly random scenario. However, non-Gaussianity can possibly be enhanced by resonant effects in the strongly random scenario or arise from the entropic perturbations during the onset of (p)reheating if the background inflaton trajectory exhibits particular properties.

### 4.1.1 Detours Always Lead To More e-folds

Let $\vec{\phi} \equiv (\phi_1, \phi_2, \ldots, \phi_d)$ be the canonical inflaton field in the $d$-dimensional field space (indices are raised by $\delta^{IJ}$), and let $V(\vec{\phi})$ be the actual $d$ dimensional scalar potential. We assume that over relatively large field distances, the potential appears coarse-grained smooth, denoted by $V_c(\vec{\phi})$, which may or may not be flat enough to support 60 e-folds of inflation, and may suffer from the $\eta$ problem. For a small enough field range, we are safe to keep only the linear term in the Taylor-expansion of $V_c(\vec{\phi})$. Without loss of generality, for a specific small field range, we can rotate to the basis $\vec{\phi} = \{\phi_I', \sigma\}$ ($I'$ denotes all directions transverse to $\sigma$), so that $V_c(\vec{\phi})$ for this segment has gradient only along the $\sigma$ field,

$$V_c(\vec{\phi}) = V_0 - b \sigma, \quad 0 \leq \sigma \leq \sigma_f .$$

where the constant $b > 0$ and $\sigma_f$ denotes the validity range of the linear expansion. This yields a straight inflaton path from $\vec{\phi} = 0$ to $(0, \ldots, \sigma_f)$. When the inflaton moves beyond $\sigma_f$, one needs to re-expand the potential with a new slope $b'$ and a new $\sigma$ direction. In
this way, one can approximate an arbitrary coarse-grained smooth potential using a set of piecewise linear segments.

In this chapter, we take the Hubble parameter $H \approx \text{const}$ and we use the slow-roll approximation ($3H\dot{\phi} = -\nabla_{\phi}V$) for the field range $[0, \sigma_f]$. The qualitative properties are robust even when these approximations are relaxed.

Now the actual potential is rugged instead of smooth. Let us introduce fine grained features to $V_c(\vec{\phi})$ (4.1) to reproduce or to better approximate the actual potential. Starting with $\vec{\phi} = 0$ at $t = t_1 = 0$, the slope $\vec{s} \equiv (s_1, s_2, \ldots, s_d)$ changes at $t_k$ from $\vec{s}(k-1)$ to $\vec{s}(k)$ ($t_{k+1} > t_k, k = 1, \ldots, K - 1$),

$$ s_I(k) = b \delta_{dI} + \sum_{j=1}^{k} \delta_I(j) $$

where $\delta_I(j)$ is a constant vector parameter for the $j$-th step. The potential for $t_k \leq t < t_{k+1}$ now becomes (denote $\vec{\phi}(j) \equiv \vec{\phi}(t_j)$)

$$ V(\vec{\phi}) = V_0 - \sum_{j=1}^{k-1} \vec{s}(j) \cdot \left[ \vec{\phi}(j+1) - \vec{\phi}(j) \right] - \vec{s}(k) \cdot \left[ \vec{\phi} - \vec{\phi}(k) \right]. $$

Since we are treating $V_c(\vec{\phi})$ as the background potential, we require that, after $K$ steps, $\vec{\phi}$ will reach $\vec{\phi}(K) \equiv (0, \ldots, \sigma_f)$, i.e.

$$ \phi_I(K) = \sum_{j=1}^{K-1} s_{\phi}(j) (t_{j+1} - t_j) = 0, $$

$$ \sigma(K) = \frac{b t_K}{3H} + \sum_{j=1}^{K-1} \frac{s_\sigma(j)}{3H} (t_{j+1} - t_j) = \sigma_f. $$

We also require that both the coarse-grained smooth potential $V_c(\phi)$ (4.1) and the actual potential $V(\phi)$ (4.3) begin at $\vec{\phi} = 0$ with value $V_0$ and end at $\vec{\phi} = (0, \ldots, 0, \sigma_f)$ with value $V_c(\sigma_f)$ (as illustrated in Fig.4.1), namely

$$ \sum_{j=1}^{K-1} \sum_{I, \sigma} s_I(j) \left[ \phi_I'(j+1) - \phi_I'(j) \right] = b \sigma_f. $$

Let us count the number of free parameters. For $K$ steps, we introduce $K - 1$ time parameters $t_k$ ($2 \leq k \leq K$). For each $\phi_I$ and $\sigma$, we introduce $K - 1$ fluctuation parameters
\( \delta_I(i) \), altogether \((K - 1)d\) parameters. Taking into account the \(d + 1\) constraints from Eq.\((4.4)\), Eq.\((4.5)\) and Eq.\((4.6)\), the number of parameters is \((K - 1) + (K - 1)d - (d + 1) = (K - 2)(d + 1)\). The actual potential can be approached in the \(K \to \infty\) limit.

To proceed, we need to properly choose \(\sigma_f\), so that not only the linear expansion is valid, but also the \(\sigma\) field is monotonic and can be used as our “clock”. (Otherwise, we have to choose a finer-grained piece-wise linear approximation.) As we shall see, this also limits the sizes of the kinks. We now show that an arbitrary detour from \(V_c(\vec{\phi})\) \((4.1)\) will take longer to reach \(V_c(\sigma_f)\). Such an increase in the number of \(e\)-folds of inflation is unbounded from above.

Using \(\sigma\) as the variable, we can rewrite the \(d\)-dimensional potential \(V(\vec{\phi})\) as an effective 1-dimensional potential \(V_{\text{eff}}(\sigma)\). For \(d = 1\), \(V_{\text{eff}}(\sigma)\) reduces to \(V(\phi)\).

\[
V_{\text{eff}}(\sigma) = V_0 - b \sigma - \hat{S}(k) [\sigma - \sigma(k)] - \sum_{j=1}^{K-1} \hat{S}(j) [\sigma(j+1) - \sigma(j)] , \tag{4.7}
\]

\[
\hat{S}(j) = \hat{s}_\sigma(j) + \sum_{I'} \frac{s_{I'}^2(j)}{b + \hat{s}_\sigma(j)} , \quad \sum_{j=1}^{K-1} \hat{S}(j) [\sigma(j+1) - \sigma(j)] = 0 . \tag{4.8}
\]

where the last equation is simply the constraint \((4.6)\). In this sense, Fig.\((4.1)\) may also represent the \(V_{\text{eff}}(\sigma)\) for \(d > 1\).

We now show how arbitrary features of the potential increases the number of \(e\)-folds when compared to the smooth linear potential. Let us also generalize the piecewise constants \(\hat{s}_I\) and \(\hat{S}\) to continuous functions of \(\sigma\) (one may view this as a \(K \to \infty\) limit) so the number of \(e\)-folds can be expressed as \(N_e = \int d\sigma \frac{3H^2}{(b + \hat{s}_\sigma(\sigma))}\). Here \(\hat{s}(\sigma) \equiv \bar{s}(\sigma) - \bar{b} , \) i.e., \(\hat{s}_\sigma = s_\sigma - b , \hat{s}_{I'} = s_{I'}\).

Now \(N_e\) can be regarded as functional of \(\hat{s}_I(\sigma)\),

\[
N_e[\hat{s}] = \int \frac{d\sigma}{b + \hat{s}_\sigma(\sigma)} + \lambda_d \int d\sigma \hat{S}(\sigma) + \sum_{I'} \int d\sigma \frac{\lambda_{I'} \hat{s}_{I'}(\sigma)}{b + \hat{s}_\sigma(\sigma)} \tag{4.9}
\]

where, following the constraint \((4.5)\), all the integrals are over the range \([0, \sigma_f]\). We have employed the Lagrangian multipliers \(\{\lambda_{I'}, \lambda_d\}\) to impose the constraints \((4.4)\) and \((4.8)\).
Using the variational method to find the stationary solution, we first require \(\frac{\delta N_e}{\delta \lambda'} = \frac{\delta N_e}{\delta \hat{s}_l} = 0\), so that
\[
\int d\sigma \frac{\dot{\hat{s}}_l}{b + \hat{s}_\sigma} = 0, \quad \lambda' = 2\lambda d\hat{s}_l' .
\] (4.10)

We get the solutions \(\hat{s}_l(\sigma) = 0, \lambda' = 0\) for \(\lambda_d \neq 0\). This means turning off transverse motions decreases the e-folds of inflation, i.e., for an arbitrary path along the \(\sigma\) direction, any detour in the transverse directions always increases the travel time. In fact, the increase is unbounded from above.

If we further set \(\delta N_e/\delta \lambda_d = \delta N_e/\delta \hat{s}_\sigma = 0\), we have
\[
\frac{3H^2}{(b + \hat{s}_\sigma)^2} = \lambda_d , \quad \int d\sigma \hat{s}_\sigma = 0 ,
\] (4.11)
which gives the solution \(\hat{s}_\sigma(\sigma) = 0\) and \(\lambda_d = 3H^2/b^2\). This stationary solution is the minimum of the functional \(N_e[\hat{s}]\), that is, \(N_e[0] = 3H^2\sigma_f/b\), which corresponds to turning off all the kinks in the potential. We therefore conclude that whenever \(\hat{s}(\sigma) \neq 0\), the number of e-folds always increases, that is, any detour from \(V_c(\vec{\phi})\) increases the e-folds of inflation. Again, the increase is unbounded from above.

To understand the mechanism better, let us give an alternative proof. We introduce
\[
\bar{s}_\sigma = -\frac{1}{\sigma_f} \int \hat{s}_\sigma d\sigma = \frac{1}{\sigma_f} \sum_{l'} \int d\sigma \frac{\dot{\hat{s}}_l}{b + \hat{s}_\sigma} \geq 0 .
\] (4.12)
which simply follows from the constraint (4.8). Here \(\bar{s}_\sigma = 0\) if and only if \(d = 1\) or \(\hat{s}_l' = 0\). With transverse motion, \(\bar{s}_\sigma > 0\). Since \(\sigma\) is locally monotonic by construction, \(b + \hat{s}_\sigma(\sigma) > 0\) in the range \(0 \leq \sigma \leq \sigma_f\), and we have \(0 < b - \bar{s}_\sigma \leq b\). Now we consider the increase in e-folds due to the kinks (with \(N_e[0] = 3H^2\sigma_f/b\)),
\[
\frac{N_e[\hat{s}] - N_e[0]}{N_e[0]} = \frac{b}{\sigma_f} \int \frac{d\sigma}{b + \hat{s}_\sigma(\sigma)} - 1 = \frac{\bar{s}_\sigma}{b - \bar{s}_\sigma} + \left( \frac{b}{\sigma_f} \int \frac{d\sigma}{b + \hat{s}_\sigma(\sigma)} - \frac{b}{b - \bar{s}_\sigma} \right) \geq 0
\]
where we have introduced an intermediate term containing \(\bar{s}_\sigma \geq 0\). Actually, both terms are semi-positive. The first term in Eq. (4.13) is always positive with transverse motion. In the presence of non-zero \(\hat{s}_l(\sigma)\), positivity of the second term follows from the
inequality between the harmonic mean and the arithmetic mean, i.e., for \( x_i > 0 \) and 
\[
\sum \omega_i = 1, \quad \sum \omega_i/x_i \geq (\sum \omega_i x_i)^{-1} \quad \text{(with the equality reached if and only if all the } x_i's \text{ are equal), where } \omega_i \rightarrow d \sigma_f/\sigma f \text{ and } x_i \rightarrow b + \hat{s} \sigma. \text{ We therefore see explicitly from Eq.(4.13) that } N_e[\hat{s}] \geq N_e[0]. \text{ For } d = 1, \text{ or no transverse motion, the increase is from the second term in Eq.(4.13) alone. For } d > 1, \text{ if there is transverse motion, the first term always increases the } e\text{-folds of inflation.}

To get an intuitive sense of the picture, consider Fig.4.1 for the } d = 1 \text{ case when } V_{\text{eff}}(\sigma) = V(\phi). \text{ Potential } #1 \text{ is the piecewise linear part of } V_c(\phi) \text{ from } \phi = 0 \text{ to } \phi = \sigma_f. \text{ Potentials } #3 (K = 3) \text{ and } #4 (K = 4) \text{ can be considered as successively finer-grained}
approximations of the actual potential #5, i.e., we can treat #3 to be a coarse-grained potential with 2 linear segments and #4 has a kink (with \( K = 3 \)) for each of the 2 segments of #3. For an arbitrary curve, we can break it into \( K = 3 \) pieces, and the more we break it, the better it approximates the actual potential. More fine-grained features will always increase e-folds; here we have \( N_e(#5) > N_e(#4) > N_e(#3) > N_e(#1) \). For \( d > 1 \) with transverse motions, the curves in Fig.4.1 now represent \( V_{\text{eff}}(\sigma) \) (4.7). The actual \( d \)-dimensional potential represented by \( V_{\text{eff}}(\sigma) \) always yields more e-folds than the corresponding \( d = 1 \) potential shown, due to the detours of the inflaton field.

Most e-folds come from the regions with the smallest slope, where the constant \( H \) and the slow-roll approximations are most valid. Still one can also relax the \( H \approx \text{const} \) and the slow-roll approximations. In this case, the linear segments of \( V_c(\vec{\phi}) \) should be replaced by the corresponding solutions to the respective brachistochrone problem, which are expected to be close to linear anyway. It is clear that an arbitrary detour from such paths will again lead to an increase in e-folds. So the qualitative properties of the scenario remain intact.

We expect the string scale and/or the Hubble scale to provide the cut-off on how fine-grained the actual potential can be. With appropriate characteristics of the actual potential, the enhancement can be large enough to give 60 or more e-folds.

We have assumed that the slope is always monotonic, \( s_\sigma(\sigma) > 0 \). It is argued in Ref.[80, 82] that the percolation probability \( p \rightarrow 1 \) in a random potential for large \( d \). This is intuitively reasonable, since the inflaton has more choices of directions to move classically down a random potential as \( d \) is large. For the cosmic landscape, we expect \( d \gg 1 \), so the assumption \( s_\sigma(\sigma) > 0 \) is quite natural. For small \( d \), percolation is not assured. For \( d = 1 \), the system typically does not percolate, so the monotonic condition on the slope is imposed by hand.

For our later purpose to analyze the primordial power spectrum, we now derive the
relation between the parameters $\vec{\delta}^{(i)}$ and the properties of the scalar potential. If we model the effect of inflaton scattering by turning on $V_{IJ} \equiv \partial^2 V / \partial \phi^I \partial \phi^J$ instantaneously, i.e., we assume

$$V_{IJ} = 3H \Delta_{IJ} \delta(t - t_k) \quad (4.13)$$

The factor $3H$ is for latter convenience. Such a defect changes the slope of the potential according to

$$s_I^{(k)} = s_I^{(k-1)} + 3H \Delta_{IJ}^{(k)} \dot{\phi}^J(t_k) \quad (4.14)$$

If we further assume that the acceleration $\ddot{\phi}_I$ is important only at the moment of scattering, and between scatterings, the inflaton motion is close to slow-roll, Eq.(4.14) becomes

$$s_I^{(k)} = s_I^{(k-1)} + \Delta_{IJ}^{(k)} s^{(k-1)J} \quad (4.15)$$

Starting with $s_I^{(0)} = b_I$, we can easily work out

$$s_I^{(1)} = b_I + \Delta_{IJ}^{(1)} b^J, \quad s_I^{(2)} = b_I + \Delta_{IJ}^{(1)} b^J + \Delta_{IJ}^{(2)} b^J + \Delta_{IK}^{(2)} \Delta^{(1)K} b^J, \quad \cdots$$

$$s_I^{(k)} = b_I + \sum_{i=1}^{k} \Delta_{IJ}^{(i)} b^J + \mathcal{O}(\Delta^2, \Delta^3, \ldots, \Delta^k).$$

Comparing with Eq.(4.14), we can identify

$$\delta_I^{(i)} = \Delta_{IJ}^{(i)} b^J. \quad (4.16)$$

The terms non-linear in $\Delta_{IJ}$ can be neglected in the perturbative regime $\Delta_{IJ} \ll 1$, but could play an important role if the scattering is strong, i.e. $\Delta_{IJ} \sim 1$. On the other hand, if the potential is sufficiently random, adjacent scatterings are weakly correlated, $\Delta_{IJ}^{(i)} \Delta_{KJ}^{(i+1)}$ tends to become negligible.
A Langevin Fokker-Planck Analysis

We describe the inflaton’s motion in the landscape using the Langevin Equation,

\[ \ddot{\phi}_I + 3H \dot{\phi}_I + \partial_I V_c(\phi) = \xi_I(t) \]  

(4.17)

The coarse-grain potential \( V_c(\phi) = 3H^2M_{\text{Pl}}^2 \) is smooth while its fine-grain random features are represented by the fluctuating force \( \bar{\xi}(t) \), which leads to the random scatterings of the inflaton,

\[ \langle \xi_I(t)\xi_J(t') \rangle = 2D_{IJ} \delta(t-t') \]  

(4.18)

where \( D_{IJ} \) is the constant diffusion tensor. The bracket \( \langle \ldots \rangle \) denotes average over different realizations of the random walk. Note that, in the absence of quantum fluctuation, every causal patch of the universe undergoes the same random-looking classical trajectory under the same random force \( \bar{\xi}(t) \) during inflation, and therefore no density perturbation is generated. Density perturbation is generated by quantum effects only. The ending of inflation can be brought about through a variety of ways that do not concern us here.

Considering a relatively small range of \( \phi \), we may Taylor expand the potential around \( \bar{\phi} = 0 \) and keep only the linear term,

\[ V_c(\bar{\phi}) = V_0 - b^I \phi_I \]  

(4.19)

To solve the Langevin Equation, we define

\[ \vec{y} \equiv \bar{\phi} - \frac{\bar{b}}{3H}t , \quad Y \equiv (\vec{y}, \dot{\vec{y}}) \]  

(4.20)

and rewrite the Langevin equation into the matrix form,

\[ \frac{dY}{dt} = AY + B \bar{\xi}(t) \]  

(4.21)

where

\[ A = \begin{pmatrix} 0 & 1 \\ 0 & -3H \end{pmatrix} , \quad B = \begin{pmatrix} 0 \\ 1 \end{pmatrix} . \]
The solution can be formally written as

$$Y(t) = e^{At} Y(0) + \int_0^t ds e^{A(t-s)} \xi(s) B,$$

with the matrix exponent $e^{At}$ given by

$$e^{At} = \begin{pmatrix} 1 & \frac{1}{3H} (1 - e^{-3Ht}) \\ 0 & e^{-3Ht} \end{pmatrix} \quad (4.23)$$

So in terms of $\phi(t)$ and $\dot{\phi}(t)$, we get (setting $\vec{\phi}(0) = 0$ and $\dot{\phi}(0) = \dot{\phi}_0$),

$$\dot{\phi}(t) = \frac{\ddot{b}}{3H} (1 - e^{-3Ht}) + \int_0^t ds \tilde{\xi}(s) e^{3H(s-t)} \quad (4.24)$$

$$\ddot{\phi}(t) = \frac{\ddot{b}}{3H} t + \frac{1}{3H} (1 - e^{-3Ht}) \left( \dot{\phi}_0 - \frac{\ddot{b}}{3H} \right) + \int_0^t ds \tilde{\xi}(s) \left[ \frac{1}{3H} (1 - e^{-3H(s-t)}) \right] \quad (4.25)$$

It readily follows that the sample mean speed (when $3Ht \gg 1$) is

$$u_I \equiv \langle \dot{\phi}_I(t) \rangle \approx \frac{b_I}{3H}, \quad (4.26)$$

with the sample variance

$$\langle (\dot{\phi}_I(t) - u_I)(\dot{\phi}_J(t) - u_J) \rangle = \int \int ds_1 ds_2 e^{3H(s_1 + s_2 - 2t)} \langle \tilde{\xi}(s_1) \tilde{\xi}(s_2) \rangle = \frac{D_{IJ}}{3H}. \quad (4.27)$$

An alternative way to describe the random walk is to use the probability density function $P(\vec{\phi}, \dot{\vec{\phi}}, t)$ for the inflaton. The probability density function obeys the Klein-Kramers equation,

$$\frac{\partial P}{\partial t} = -\dot{\phi}_I \frac{\partial P}{\partial \phi_I} + \frac{\partial V}{\partial \phi_I} \frac{\partial P}{\partial \dot{\phi}_I} + 3H \frac{\partial}{\partial \phi_I} \left( \dot{\phi}_I P \right) + D_{IJ} \frac{\partial^2 P}{\partial \phi_I \partial \phi_J} \quad (4.28)$$

A trick to solve the above equation is to first integrate $P(\vec{\phi}, \dot{\vec{\phi}}, t)$ over $\vec{\phi}$. We first define

$$\tilde{P}(\ddot{\phi}, t) \equiv \int d^4 \phi P(\vec{\phi}, \dot{\vec{\phi}}, t) . \quad (4.29)$$

Integrating Eq.(4.28) over $\vec{\phi}$, we find that $\tilde{P}$ satisfies the velocity space Fokker-Planck equation

$$\frac{\partial \tilde{P}}{\partial t} = b_I \frac{\partial \tilde{P}}{\partial \phi_I} + 3H \frac{\partial}{\partial \phi_I} \left( \dot{\phi}_I \tilde{P} \right) + D_{IJ} \frac{\partial^2 \tilde{P}}{\partial \phi_I \partial \phi_J} \quad (4.30)$$
Again, for \(3Ht \gg 1\), we get the solution

\[
P(\dot{\phi}, t) = \left(\frac{3H}{2\pi}\right)^{d/2} (\text{det} D)^{-1/2} \exp \left[-\frac{3H}{2}(\dot{\phi}_I - u_I)D_{IJ}^{-1}(\dot{\phi}_J - u_J)\right],
\]

(4.31)

where \(D_{IJ}^{-1}\) is the \(IJ\) component of the inverse \(D^{-1}\).

In both approaches, we see that the sample mean velocity \(\langle \dot{\phi}_I \rangle\) approaches the slow-roll velocity \(b_I/3H\) quickly. The actual inflaton velocity distribution centers around \(\langle \dot{\phi}_I \rangle\) with a spread dictated by the diffusion matrix \(D_{IJ}\).

The fact that \(\langle \dot{\phi}_I \rangle\) equals the slow roll speed naively leads one to think that the random walk path generically gives the same amount of \(e\)-folds as the corresponding coarse-grained smooth potential. However, the number of \(e\)-folds over a time period \(T\) is given by

\[
N_e = \int_0^T H dt = \int \frac{H}{\dot{\phi}^2} \dot{\phi}_I d\phi_I, \quad \dot{\phi} \equiv |\dot{\phi}|,
\]

(4.32)

It appears that \(\langle 1/\dot{\phi} \rangle\) rather than \(\langle \dot{\phi} \rangle\) may be more indicative of the underlying physics, where

\[
\langle 1/\dot{\phi} \rangle = \int d^d \phi_I \frac{1}{\dot{\phi}} P(\dot{\phi}_I, t) \to \infty
\]

(4.33)

That is, \(\langle 1/\dot{\phi} \rangle \neq 1/\langle \dot{\phi} \rangle\). The reason is simple: while large speeds dominate \(\langle \dot{\phi} \rangle\), it is the smallest speeds that dominate \(\langle 1/\dot{\phi} \rangle\). This clearly suggests that even if the average (over samples) speed of the inflaton is the same with or without the random forces, the presence of the random forces will typically increase the number of \(e\)-folds for any specific path.

4.2 The Non-Slow-Roll Generalization

4.2.1 The Inflationary Trajectory with Minimal E-folds

The analysis in Chapter 4.1.1 relies on the slow-roll approximation and a constant Hubble parameter. Here we would like to generalize the analysis to non-slow-roll case. We
will see that the exponential potential corresponds to the minimal number of e-folds and any deviation from that increases the number of e-folds. In the limit where $\varepsilon$ is small, the exponential potential become the linear potential in Chapter 4.1.1.

To begin, let us describe the dynamics of the single canonical inflaton field in the Hamilton-Jacobi formalism, where we write every quantity as a function of the scalar field $\phi$, i.e., we choose $\phi$ as the “clock”.

$$3M_{\text{Pl}}^2H^2 = \frac{1}{2}\phi^2 + V(\phi), \quad (4.34)$$

$$\dot{\phi} = -2M_{\text{Pl}}^2H'(\phi). \quad (4.35)$$

The $\varepsilon$ and $\eta$ parameters in this formalism is given by

$$\varepsilon \equiv -\frac{H}{H^2} = 2M_{\text{Pl}}^2 \left( \frac{H'}{H} \right)^2, \quad (4.36)$$

$$\eta \equiv \frac{\dot{\varepsilon}}{\varepsilon H} = 4M_{\text{Pl}}^2 \left[ \left( \frac{H'}{H} \right)^2 - \frac{H''}{H} \right]. \quad (4.37)$$

The number of e-folds is given by

$$N_e = \int d\phi \frac{H}{\dot{\phi}} = \frac{1}{2M_{\text{Pl}}^2} \int_{\phi_i}^{\phi_f} d\phi \frac{H(\phi)}{H'(\phi)} \quad (4.38)$$

Consider the case with fixed initial and final Hubble scale $H_i \equiv H(\phi_i)$ and $H_f \equiv H(\phi_f)$, and we can ask what kind of function $H(\phi)$ gives the minimum number of e-folds between the two fixed boundary points. One can write down the Euler-Lagrangian equation,

$$\frac{\partial}{\partial H} \left( \frac{H'}{H'} \right) = \frac{\partial}{\partial \phi} \frac{\partial}{\partial H'} \left( \frac{H}{H'} \right) \quad (4.39)$$

which gives

$$\frac{H''}{H} - \left( \frac{H'}{H} \right)^2 = 0 \quad (4.40)$$

Comparing with the definition of $\eta$ in Eq.(4.37), the Euler-Lagrangian equation is equivalent to saying that $\eta = 0$ for the trajectory with minimum e-folds.
The solution to Eq.\((4.40)\) is given by
\[ H(\phi) = H_i \exp \left( -C \frac{\phi}{M_{Pl}} \right) \]  \hspace{1cm} (4.41)
where the integration constant \(C\) is determined through requiring that \(H(\phi_f) = H_f\).
Without losing generality, we set \(\phi_i = 0\), and introduce two parameters \(\alpha\) and \(\beta\) such that
\[ \alpha \equiv \frac{H_f}{H_i} < 1 \quad \text{and} \quad \beta \equiv \frac{\phi_f}{M_{Pl}} \].  \hspace{1cm} (4.42)

We therefore can write
\[ H(\phi) = H_i \exp \left( \ln \frac{\alpha}{\beta} \frac{\phi}{M_{Pl}} \right) \]  \hspace{1cm} (4.43)

We now look at the \(\epsilon\) and \(\eta\) parameters to make sure that Eq.\((4.43)\) is an inflationary solution. It is already evident that \(\eta = 0\). Furthermore using Eq.\((4.36)\), we get
\[ \epsilon = \frac{2 \ln^2 \alpha}{\beta^2} \]. \hspace{1cm} (4.44)

Inflation requires that \(\epsilon < 1\), so we need
\[ \beta > -\sqrt{2} \ln \alpha \]  \hspace{1cm} (4.45)

From \(H(\phi)\) above, we can reconstruct the potential through Eq.\((4.34)\) and Eq.\((4.35)\),
\[ V(\phi) = (3 - \epsilon) H_i^2 M_{Pl}^2 \exp \left( -\sqrt{2\epsilon} \frac{\phi}{M_{Pl}} \right) \]. \hspace{1cm} (4.46)

In the limit \(\epsilon \ll 1\), the potential becomes linear
\[ V_S(\phi) \approx 3 M_{Pl}^2 H_i^2 \left( 1 - \sqrt{2\epsilon} \frac{\phi}{M_{Pl}} \right) \], \hspace{1cm} (4.47)
which agrees with previous analysis in the slow-roll scenario with large damping \[79\].

Note that, to get the correct power spectrum index, we have to keep the \(\phi^2\) term in \(V_S(\phi)\).

Using
\[ \frac{d\phi}{d \ln k} = \frac{-2H'/H}{1 - \epsilon} \]  \hspace{1cm} (4.48)
one obtains, for
\[
P_\zeta(k) = \frac{H^2}{8\pi^2\epsilon}
\] (4.49)
the power spectrum index
\[
n_s - 1 = \frac{d\ln P}{d\ln k} = -(2\epsilon + \eta)/(1 - \epsilon) \simeq -2\epsilon - \eta \simeq -6\epsilon + 2\eta_{SR}
\] (4.50)
where the last equality is taken in the slow-roll approximation. We see that \(\eta = 0\) for \(H_1(\phi)\).

One can now calculate the value of the minimum number of e-folds based on Eq.(4.43)
\[
N_{e\min} = \frac{1}{2M_{Pl}^2} \int_{\phi_i}^{\phi_f} d\phi \frac{H(\phi)}{H'(\phi)} = -\frac{\beta^2}{2\ln \alpha}
\] (4.51)
We conclude here that, given the field distance \(\Delta\phi = \beta M_{Pl}\), and the change in Hubble scale \(\Delta H = (1 - \alpha)H_i\), the exponential form \(H(\phi)\) in Eq.(4.43) corresponds to the minimum number of e-folds \(N_{e\min} = -\beta^2/(2\ln \alpha)\).

A few comments on the above conclusion:

- Let us denote the functional space of all the functions interpolating between \(H(\phi_i) = H_i\) and \(H(\phi_f) = H_f\) by \(\mathcal{H}\). The solution Eq.(4.43) minimizes the functional \(N_e[H(\phi), H'(\phi)]\) among all the functions in \(\mathcal{H}\). But we are only interested in the inflationary subspace \(\mathcal{I} \subset \mathcal{H}\), which only contains functions \(H(\phi)\) that: 1) supports inflation everywhere in between \(\phi_i\) and \(\phi_f\), 2) gives a monotonic behavior of \(\phi(t)\), i.e. \(\dot{\phi} > 0, H'(\phi) < 0\). The first condition is satisfied by Eq.(4.43) if \(\epsilon < 1\), i.e., \(\beta > -\sqrt{2}\ln \alpha\), while the second condition is apparent from Eq.(4.43). Once we make sure the solution Eq.(4.43) is contained in the inflationary functional space \(\mathcal{I}\), we can conclude that it is the trajectory that gives the minimum number of e-folds.

- If \(\beta < -\sqrt{2}\ln \alpha\), the solution Eq.(4.43) itself does not give inflation, i.e., it is not within the inflationary functional space \(\mathcal{I}\). We have no conclusion on the minimal e-fold trajectory between \(H_i\) and \(H_f\).
Figure 4.2: Contour plot (blue regions) for the value of minimum e-folds, with lighter blue denoting larger $N^\text{min}_e$. The red dashed line is $N^\text{min}_e = 1$ and the red solid line is $N^\text{min}_e = 60$. The green dashed lines are constant $\varepsilon$ curves, with $\varepsilon = 1, 10^{-2}, 10^{-3}$ from the lighter to the darker green lines.

4.2.2 Deviation from the Minimal E-fold Path

Since the minimal e-fold path corresponds to $\eta = 0$, we can turn on the $\eta$ parameter to characterize the deviation away from the minimal e-fold path. Let us consider $H_2(\phi)$ first. We now need to solve the equation

$$\left(\frac{H'}{H}\right)^2 - \frac{H''}{H} = \frac{\eta(\phi)}{4M^2_{\text{Pl}}}, \quad (4.52)$$

The solution can be formally written as

$$H(\phi) = H_i \exp \left[ C' x - \frac{1}{4} \int_0^x \int_0^{x_1} \int_0^{x_2} \eta(x_2) \right], \quad x \equiv \frac{\phi}{M_{\text{Pl}}} \quad (4.53)$$

We can fix the integration constant $C'$ by matching $H(\phi_f) = H_f = \alpha H_i$ with $\phi_f = \beta M_{\text{Pl}}$. Therefore

$$C' = \ln \frac{\alpha}{\beta} + \frac{1}{4\beta} \int_0^{\beta} \int_0^{x_1} \int_0^{x_2} \eta(x_2) \quad (4.54)$$
Now the number of e-folds is

\[
N_e = \frac{1}{2 M_{\text{Pl}}^2} \int_{\phi_i}^{\phi_f} \frac{H(\phi)}{H'(\phi)} d\phi = \frac{1}{2} \int_0^\beta dx \frac{1}{C' - \frac{1}{4} \int_0^x \eta(\phi') d\phi'}
\]  

(4.55)

In principle, one can consider arbitrary function of \( \eta(\phi) \), as long as \( |\eta(\phi)| < 1 \). Here we will illustrate with the case \( \eta = \text{const} \), where the solution Eq. (4.53) can be simplified,

\[
H(\phi) = H_i \exp \left( C' - \frac{\eta \phi^2}{8 M_{\text{Pl}}^2} \right)
\]

(4.56)

\[
C' = \ln \frac{\alpha}{\beta} + \frac{\eta \beta}{8}
\]

(4.57)

\[
N_e = \frac{2}{\eta} \ln \left( \frac{\ln \alpha - \frac{1}{8} \eta \beta^2}{\ln \alpha + \frac{1}{8} \eta \beta^2} \right)
\]

(4.58)

In the small \( \eta \) expansion, we can write

\[
N_e = -\frac{\beta^2}{2 \ln \alpha} - \frac{\beta^6 \eta^2}{384 (\ln \alpha)^3} + \mathcal{O}(\eta^4) + \ldots
\]

(4.59)

which further verifies that \( \eta \to 0, N_e \) approaches minimum.

### 4.3 Primordial Power Spectrum

The standard approach to perturbations in multifield inflation is to decompose the perturbations into modes tangent to the background path (the adiabatic mode) and modes orthogonal to the background path (the entropic modes). Such an approach is not quite useful in our scenario, as the background path is convoluted making the adiabatic and entropic decomposition artificial. Here we will treat perturbation in all directions on equal footing and follow their evolution using the perturbed Klein-Gordon equation. There are two subtleties here. First, the perturbations evolves even after horizon exit, because the convoluted background path creates non-adiabatic pressure. As a result, we will need to trace the evolution of the perturbations towards the end of inflation. Second, even if we trace the perturbation for every \( \phi_i \), it is the projection along the adiabatic direction that translates into the observable relevant for CMB temperature anisotropies.
We now write down the standard evolution equation for the scalar perturbation $v_I(k, \tau)$,

$$v''_I + \left( k^2 - \frac{a''}{a} \right) v_I + \left[ a^2 V_{IJ} - \frac{1}{a^2} \left( \frac{a}{H} \phi'_I \phi'_J \right)' \right] v'_I = 0. \quad (4.60)$$

Here $\tau$ is the conformal time, and $v_I \equiv Q_I/a$ with $Q_I$ the perturbation of $\phi_I$ in the spatially flat gauge.

The last term above is negligible as it is suppressed by $\varepsilon$. According to the setup in Eq. (4.13), $V_{IJ}$ is important only when the inflaton scatters, $a^2 V_{IJ} = 3aH \sum_{i=1}^{K} \Delta^{(i)}_{ij} \delta(\tau - \tau_i)$ to leading order in $\Delta^{(i)}$, so

$$\vec{v}'' + \left( k^2 - \frac{a''}{a} \right) \vec{v} - 3aH \sum_{i=1}^{K} \Delta^{(i)}_{ij} \delta(\tau - \tau_i) \vec{v} = 0. \quad (4.61)$$

with $\vec{v} \equiv (v_1, v_2, \cdots v_d)^T$. Between the $i$-th and the $(i+1)$-th scattering, i.e. $\tau_i \leq \tau \leq \tau_{i+1}$, we can write

$$\vec{v}(k, \tau) = \vec{\alpha}_i v^-(k, \tau) + \vec{\beta}_i v^+(k, \tau), \quad (4.62)$$

$$v^\pm(k, \tau) = \frac{1}{\sqrt{2k}} e^{\pm ik\tau} \left( 1 \pm \frac{i}{k\tau} \right) \quad (4.63)$$

Generalizing the approach in Ref. [87], we derive the coefficients $(\vec{\alpha}_i, \vec{\beta}_i)$ recursively, by matching the boundary conditions at each $\tau_i$,

$$\vec{v}(k, \tau_j^+) - \vec{v}(k, \tau_j^-) = 0, \quad \vec{v}'(k, \tau_j^+) - \vec{v}'(k, \tau_j^-) = 3aH \Delta^{(i)} \vec{v}(k, \tau_j^+). \quad (4.64)$$

The result can be written in the form,

$$\begin{pmatrix} \vec{\alpha}_j \\ \vec{\beta}_j \end{pmatrix} = T_{j,j-1} \begin{pmatrix} \vec{\alpha}_{j-1} \\ \vec{\beta}_{j-1} \end{pmatrix} \quad (4.65)$$

with

$$T_{j,j-1} = \begin{pmatrix} 1 + \frac{3i}{2} \Delta^{(j)}(x_j^{-1} + x_j^{-3}) & \frac{3i}{2} \Delta^{(j)} e^{-2ix_j} (-i + x_j)^2 \\ -\frac{3i}{2} \Delta^{(j)} e^{2ix_j} (i + x_j)^2 & 1 - \frac{3i}{2} \Delta^{(j)} (x_j^{-1} + x_j^{-3}) \end{pmatrix}, \quad x_j \equiv \frac{k}{aH}|\tau_j| \quad (4.66)$$
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Starting with the Bunch-Davies vacuum \((\alpha^0_I, \beta^0_I) = (1, 0)\) at \(\tau = -\infty\), we get (to leading order in \(\Delta^{(j)}\)),

\[
\alpha^n_I = \alpha^0_I + \sum_{j=1}^{n} \frac{3i}{2} \Delta^{(j)}_I \alpha^0_J (x^{-1}_j + x^{-3}_j),
\]

\[
\beta^n_I = -\sum_{j=1}^{n} \frac{3i}{2} \Delta^{(j)}_I \alpha^0_J e^{2ix_j(i+x_j)^2}.
\]

(4.67)

(4.68)

As discussed at the beginning of the section, the observable is the gauge invariant adiabatic scalar perturbation \(\zeta\) defined by

\[
\zeta \equiv \frac{H}{\dot{\phi}^2} \phi^I , \quad \phi^2 = \phi^I \phi_I
\]

(4.69)

Assuming \(\langle v^I v^J \rangle \propto \delta^{IJ}\), the power spectrum \(P_\zeta\) is

\[
P_\zeta(k) = \frac{H^4}{4\pi^2 \dot{\phi}^2} \sum_{i=1}^{d} \frac{|\beta_I - \alpha_I|^2}{d} \bigg|_{\tau \to 0}.
\]

(4.70)

Using Eq. (4.67) and Eq. (4.68), we get

\[
P_\zeta(k) = \frac{H^4}{4\pi^2 \dot{\phi}^2} \times \left(1 + \sum_{i=1}^{K} B^i p_1(x_i) + C^i p_2(x_i)\right),
\]

(4.71)

where \(B^i\) is the leading order effect due to inflaton scattering. The detailed shape of the fluctuation is given by

\[
p_1(x_i) = 3(x^{-3}_i - x^{-1}_i) \sin 2x_i - 6x^{-2}_i \cos 2x_i,
\]

\[
p_2(x_i) = 9(x^{-6}_i + x^{-4}_i)(\sin x_i - x_i \cos x_i).
\]

(4.72)

Note that the power spectrum derived above contains terms quadratic in \(\Delta\). Naively, one may think that we need to calculate the \((\alpha_I, \beta_I)\) to the same order to be consistent. However, a careful examination shows that \((\alpha_I, \beta_I)\) only contains quadratic terms like \(\Delta^{(i)} \Delta^{(i+1)}\), and by our assumption that adjacent scatterings are uncorrelated, they are negligible. So we only need \((\alpha_I, \beta_I)\) to linear order in \(\Delta\) to get the power spectrum to
quadratic order in \( \Delta \). Furthermore, terms like \( \Delta^{(i)} \Delta^{(i+1)} \) are dropped when expanding \( |\alpha_i - \beta_i|^2 \) for the same reason. We see that the assumption of randomness on the scalar potential simplifies the power spectrum to a great extent.

In the above analysis, we have assumed \( H \) to be a constant. Incorporating the time dependence of \( H \), as dictated by the potential in Eq. (4.3), we can parametrize

\[
\frac{H^4}{4\pi^2 \phi^2} \equiv A_s \left( \frac{k}{k_0} \right)^{n_s-1}
\]

with \( A_s = 2.41 \times 10^{-9} \) and \( k_0 = 0.002 \text{ Mpc}^{-1} \) \[4\]. The fluctuation part of the power spectrum is essentially unchanged except that now \( x_i \to x_i/(1 - \epsilon) \).

We see that the primordial power spectrum Eq. (4.71) nicely factors. The smooth part represents the gross feature of the power spectrum like the amplitude \( A_s \) and the tilt \( n_s \), and the fluctuation part leads to features of magnitude \( B_i \). Fig. 4.3 shows an example of the power spectrum with \( n_s = 0.95 \) and seven random fluctuations.

### 4.4 Fluctuations on the CMB Power Spectrum

We consider an experiment which maps a fraction \( f_{\text{sky}} \) of the sky using a Gaussian beam with full width at half maximum \( \Delta \theta \) and a pixel noise \( \Delta T_{\text{pix}} \). Treating the noise as Gaussian and ignoring any correlations between pixels, the uncertainties in \( C_l \) can be approximated by the following expression \[88\],

\[
\delta C_l = \sqrt{\frac{2}{(2l+1) f_{\text{sky}}} \left( C_l + \omega^{-1} e^{\sigma_b^2} \right)},
\]

where \( \sigma_b = 7.42 \times 10^{-3} (\Delta \theta/1^\circ) \), \( \omega^{-1} = (\Delta T_{\text{pix}})^2 \Delta \theta^2 \). Assuming \( f_{\text{sky}} = 0.8 \), \( C_l \sim 10^4 l^{-2} (\mu K)^2 \), and using the experimental specifications \[89\] for WMAP and PLANCK (Table I), the calculated uncertainties \( \delta C_l / C_l \) (Fig. 4.4) show that PLANCK can provide cosmic variance limited measurements up to \( l \sim 2000 \), while WMAP does so only up to
Figure 4.3: We show the smooth power spectrum with $n_s = 0.95$ (dashed line), and an illustration of the power spectrum with three features labeled by the triangles. We choose the magnitudes of the features $B^i \sim 0.01$. For single field $d = 1$, the features correspond to $\sim 1\%$ sudden change in the potential gradient. However, for multifield $d \gg 1$, the features arise due to the turning of inflaton trajectory. The turning angle can be quite large $\Delta IJ \sim 1$, and still be compatible with data since $B^i \sim \Delta IJ/d$ for the multifield case. Although features arise due to different reasons in the single field and multifield scenario, one can not tell the difference from their appearance in the power spectrum.

Looking at the un-binned TT CMB power spectrum released by WMAP [83], one clearly sees that it fluctuates for about $10\%$ (in the range $100 \lesssim l \lesssim 800$). However, due to the large error bars of the same magnitude ($10\%$), it is hard to claim any features based on current data. The usual approach to reduce the error bars by binning a few tens of multiple moments together gives a relatively smooth TT power spectrum over all angular scales. On the other hand, given that each $e$-fold of inflation corresponds to roughly 300 multiple moments, the data binning approach will have smoothed out fluctuations in the power spectrum if the inflaton scatters too frequently, say more than $1$.

\footnote{We assume an ideal case of complete foreground removal, marginalizing over foregrounds will generically degrade $\delta C_l/C_l$ further.}
Table 4.1: Experiment specifications for WMAP and PLANCK

<table>
<thead>
<tr>
<th></th>
<th>WMAP</th>
<th>PLANCK</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\nu$ (GHz)</td>
<td>61</td>
<td>94</td>
</tr>
<tr>
<td>$\Delta \theta$ (arcmin)</td>
<td>19.8</td>
<td>12.6</td>
</tr>
<tr>
<td>$\Delta T_{\text{pix}}$ ($\mu$K)</td>
<td>21.1</td>
<td>31.9</td>
</tr>
</tbody>
</table>

Figure 4.4: $\delta C_l / C_l$ for WMAP 4-year data (green) and PLANCK 14-month data (red). The black dashed line is the uncertainty due to cosmic variance.

20 times per $e$-fold.

We see that $\delta C_{l}^{TT} / C_{l}^{TT} \lesssim 5\%$ for PLANCK in the range $500 \lesssim l \lesssim 2000$. So each 10% fluctuation in $C_{l}^{TT}$ will be a $2\sigma$ effect for PLANCK. Once such features are revealed in the TT power spectrum, they must appear in the TE/EE power spectrum at the same angular scales. Although the noise ($\Delta T_{\text{pix}}$) in the TE/EE correlation will be $\sqrt{2}$ times larger than that of the TT correlation, PLANCK still has the sensitivity to detect 10% fluctuations as $2\sigma$ effects for $500 \lesssim l \lesssim 1500$ in the TE/EE power spectrum. The appearance of fluctuations in the different power spectra (TT/TE/EE) will be an important
consistency check on our prediction.

If we assume that a few of such features already have been detected in the data [83, 84, 85], two possible scenarios seem to emerge: (1) the spacings between fluctuations (i.e., scatterings) can be many units of \( l \), say \( \Delta l \sim 100 \); (2) although the spacings between fluctuations are too small to be resolved, an occasional fluctuation is big enough to be observed. Such observable fluctuations are relatively well spaced.

We end this chapter with some remarks. If the inflaton is trapped at a local minimum in the potential, the CMB power spectrum will be scale-invariant \( (n_s = 1) \), which is certainly not the case. The red tilt of the power spectrum \( (n_s < 1) \) implies that the inflaton is mobile at least during the epoch that generates the CMB temperature perturbations. If the inflaton reaches a local minimum, it will stay there for a time roughly given by the lifetime of this false vacuum \( t_F \). Mobility of the inflaton implies that \( H t_F \ll 1 \).

The typical time delay due to this quantum tunneling effect is \( t_F \), so that we can easily estimate the amplitude of density perturbation [90, 91], \( \Delta = \delta N \approx H \delta t \sim H t_F \sim 10^{-5} \).

Some of the features in the power spectrum can be due to such a fast tunneling event in the cosmic landscape.

The presence of fluctuations in the power spectrum implies that the inflaton is mobile in the random potential, i.e., the cosmic landscape. This suggests that there is no eternal inflation, which will arise only if the inflaton is trapped at a local site for more than an e-fold. Since our universe has gone through the cosmic landscape only once in this scenario, the fluctuations will reveal this particular path of our past history.
CHAPTER 5
COMMENTS AND OUTLOOKS

Brane inflation in the warped throat has very rich observable features on the CMB power spectrum, providing explicit comparisons between fundamental theory and cosmological observations. Generally speaking, when the inflaton mass is much smaller than the Hubble scale, we have the slow roll scenario, which can easily fit current observations by adjusting the mass parameter. Unfortunately, such slow-roll scenario does not generate large tensor perturbations or primordial non-Gaussianities, making it almost impossible to be distinguished from field theory models (except that it can produce cosmic strings at the end of inflation). The slow-roll scenario also suffers from the $\eta$ problem; Kähler moduli stabilization induced a inflaton mass of order the Hubble scale, so 1% tuning is needed for the slow-roll model to work.

When the inflaton mass is around or above the Hubble scale, we may have DBI inflation, where the full non-linear DBI action come into play and the inflaton speed is bounded by the warped brane tension. In this work, we studied the UV and IR DBI scenarios in detail. In the UV scenario, we found that before imposing the bulk volume bound (2.108), the ultra-relativistic scenario is compatible with the present data, predicting a large non-Gaussianity. We also found in the intermediate regime that the tensor mode can be large and the $n_t - r$ relation deviates from the usual slow-roll consistency relation. However, imposing the bulk volume bound excludes both regions in the simplest scenario. UV DBI inflation still remains a valid effective field theory model, however, its embedding in the GKP type compactification [10] is excluded by current observations (especially the bound on $f_{NL}$). Searching for UV completion of such a scenario is an interesting question remaining to be explored.

The IR DBI model, in which the brane rolls out of the throat under a negative mass term, agrees with current observations very well. It produces negligible tensor perturba-
tions due to its low inflation scale, while primordial non-Gaussianity is distinctive. The running of $f_{NL}$ in the IR model is opposite to that in the UV model. During the early stage of inflation, when the brane tension is warped below the Hubble scale, there is a phase transition which suppresses the amplitude of primordial perturbations. If such a transition happens not too far from the observable scales of CMB experiments, we will be able to observe a negative running of the spectral index. Understanding the nature of such a phase transition will be crucial if future data from PLANCK see significant running of the power spectrum index ($d\eta_S/d\ln k$) and primordial non-Gaussianity ($f_{NL}$) at the same time. The negative mass term in the IR model still has not been explicitly constructed from string theory to date, it will be interesting to search for such a construction using the recent advancement in string theory [92].

In addition to the global properties of the primordial perturbations, such as $f_{NL}$ and $d\eta_S/d\ln k$, we also studied localized features in warped brane inflation scenarios. In particular, Sieberg duality cascade provides a natural motivations for step features in the K-S warp factor. Such features show up in the inflaton potential in the slow-roll scenario, and the speed limit in the DBI scenario. The magnitude and location of such steps are all correlated, such that if more than two adjacent features are revealed by CMB data, we can predict where to look for other features. The features shows up not only in the CMB power spectrum, but also leads to large oscillatory non-Gaussianity, providing a consistency check on their existence. Current estimator for non-Gaussianity is most sensitive to the local form $f_{NL}^{local}$. To study the oscillatory non-Gaussianity from features, a new estimator needs to be developed.

Aside from brane inflation in the warp throat, inflation could also happen in the string landscape. There the resulting inflationary picture is quite different. Due to the randomness in the inflaton potential, the inflaton path exhibits Brownian like motion. We have proved that detours of the inflaton in the landscape always increase the number of $e$-
folds. Furthermore, when the inflaton makes a turn in the landscape, the resulting power spectrum has a feature at the corresponding scale. The Brownian like motion of the inflaton will show up on the CMB power spectrum as random features, with their location, shape, and magnitude all uncorrelated. Such features are extremely hard to be picked out in data analysis. However, if the fluctuation is about 10%, PLANCK may have a chance to see it at $500 \lesssim l \lesssim 2000$. Furthermore, a combined $TT/TE/EE$ analysis will help to distinguish features from noises.

While this work studied the observational signatures of brane inflation in great detail, many open questions still remain in both model building and data analysis. I will leave these questions for future research.
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