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Patterns of genetic variation from living people can provide important information regarding ancient demographic history as well as how recombination and natural selection operate in different populations. However, extracting important information from large-scale datasets remains challenging. In this dissertation, I develop and validate statistical methods to understand human demography, patterns of recombination across the genome, how demography impacts the ability to detect positive selection, and how demography influences the proportion of deleterious genetic variation within a population. First, I develop a novel haplotype-based approach to estimate bottleneck parameters from human single-nucleotide polymorphism (SNP) data. Application of my method to simulated data shows it can reliably infer parameters from growth and bottleneck models, even in the presence of recombination hotspots when properly modeled. Application of the method to data collected by Perelgen Sciences shows evidence for a severe population size reduction in northwestern Europe starting 32,500-47,500 years ago. Second, I compare patterns of linkage disequilibrium (LD) in HapMap data on the human autosomes to patterns to the human X chromosome. I find too little LD on the X chromosome relative to what is predicted under simple models based on the amount of autosomal LD. Third, I
assess the effect of recent admixture on population genetic methods to infer ancient population growth. Haplotype methods are sensitive to recent admixture while methods based on SNP frequencies are less sensitive. Fourth, I evaluate the effect that recent admixture has on the ability to detect positive selection. Simulations show that admixture causes a decrease in power of some tests of selection, while increasing power for others. These results have important implications for detecting selective sweeps in admixed populations. Finally, I show that demographic history has had an important impact on patterns of segregating deleterious polymorphism in different populations. In particular, exon-resequencing data collected by Celera Genomics shows that European populations have a higher proportion of damaging mutations than African populations do. Through the use of forward-simulations with realistic demographic and selection parameters, I demonstrate that this pattern can be explained by the differing demographic histories of the two populations.
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A major challenge to the study of population genetics is that it is often a historical science, rather than an experimental one. For example, human evolution occurred only once. It cannot be carefully repeated again in a laboratory. As such, all of population genetics relies on some sort of model, either implicitly or explicitly, to test hypotheses and to help interpret patterns of genetic variation from extant populations (reviewed in Marjoram and Tavaré 2006). Models are used to test whether a particular evolutionary scenario is likely to have given rise to the observed patterns of genetic variation that are seen in empirical data. In this dissertation, I use population genetic models to learn about human demographic history and natural selection.

One area of great research interest in population genetics is the use of genetic variation data to infer population demographic history. Again, this can be done either assuming an explicit demographic model, or can be done by qualitatively comparing statistics across populations. Explicitly assuming a particular model framework allows one to infer which parameter combinations are most consistent with the observed data (reviewed in Nielsen and Beaumont 2009). Explicit models can also be tested to determine whether or not they are compatible with the data.

The method that is the current state-of-the-art for inferring demographic parameters from genetic variation summarizes the single nucleotide polymorphism (SNP) data by the site frequency spectrum (SFS; Nielsen 2000; Adams and Hudson 2004; Williamson et al. 2005; Boyko et al. 2008; Gutenkunst et al. 2009). The SFS is simply the count, or proportion, of SNPs at a particular frequency in the sample. The SFS is sensitive to various demographic and selective factors (reviewed in Wakeley 2008). Either coalescent simulations (Nielsen 2000; Adams and Hudson 2004) or
diffusion theory (Williamson et al. 2005; Boyko et al. 2008; Gutenkunst et al. 2009) is used to obtain the expected SFS for a given set of demographic parameters and then the model parameters that best match the SFS from the observed data are chosen.

There are two major criticisms of the SFS approach: 1) it is difficult to apply it to SNP data that have not been discovered through direct resequencing of all the individuals in a sample (Nielsen et al. 2004; Clark et al. 2005) and 2) it ignores the linkage disequilibrium (LD), or correlations, among the SNPs (Myers et al. 2008).

To address these concerns with the SFS-based approaches to demographic inference, in Chapter 1 of my dissertation, I propose a novel haplotype-based method to infer demographic history, called the Haplotype Count-Number (HCN) approach. I perform extensive simulations to evaluate the method’s performance under many different scenarios. I also illustrate its utility by applying it to data and estimating bottleneck parameters for a European population. Finally, I discuss how haplotype and LD information may be more informative than the SFS-based approaches at distinguishing complicated demographic scenarios.

The study presented in Chapter 1 analyzed autosomal patterns of haplotype variation. However, due to the fact that males carry only one X chromosomes, while females have two, comparing patterns of genetic variation between the autosomes and the X chromosome can reveal important evolutionary insights. For example, under the simplest neutral models, it is predicted that the effective population size of the X chromosome should be \( \frac{3}{4} \) that of the autosomes (reviewed in Hedrick 2007). Two recent studies reported departures from this ratio in human populations and suggested sex-biased demographic processes as an explanation (Hammer et al. 2008; Keinan et al. 2009). Since neither study analyzed LD patterns, in Chapter 2, I compare patterns of LD on the X chromosome and the autosomes using HapMap data (International HapMap Consortium 2007). This chapter illustrates how LD patterns can be affected
by both the demographic and recombination processes, making it difficult to disentangle the effects of these two evolutionary processes.

The first two Chapters of my dissertation make extensive use of demographic models to interpret patterns of LD. A major criticism of population genetic models is that they are too simple and fail to capture all the intricacies that really occurred throughout evolutionary history (Marjoram and Tavaré 2006; Nielsen and Beaumont 2009; Templeton 2009). The hope is that simple models capture enough of the important aspects of the evolutionary process and that the omitted details do not really impact the observed patterns of variation. As George Box said, “all models are wrong, some are useful” (Box 1979). To determine whether details that are often not considered in modeling studies are actually influence the results, it is useful to simulate data containing the details and then determine what impact the details have on patterns of variation. Additionally, statistical tests and methods of inference that ignore the details can be evaluated for their accuracy. In Chapters 3 and 4 of this dissertation, I explore the effect of an important demographic detail that is often omitted from studies of human demography and selection—recent admixture. In particular, African Americans derive from a recent mixture of European and African ancestry (see for example Tishkoff et al. 2009), but population genetic studies often treat them as being purely African (Adams and Hudson 2004; Akey et al. 2004; Marth et al. 2004; Carlson et al. 2005; Kelley et al. 2006; Tang et al. 2007; Williamson et al. 2007; Boyko et al. 2008). In Chapter 3 I evaluate whether the SFS and HCN methods of demographic inference are affected by the recent admixture. In chapter 4, I evaluate whether commonly used tests of neutrality exhibit false positive results when applied to admixed populations. I also evaluate whether there is a loss in power to detect selective sweeps when using individuals from an admixed populations. Both of these studies are critically important to interpreting previous studies of human
demography and directional selection.

Another important violation of common models of weak negative selection is changes in population size. Traditional predictions of the SFS of mutations under weak selection were made assuming constant population size (Wright 1938; Kimura 1964; Sawyer and Hartl 1992; Hartl et al. 1994). These models have recently been extended to include the case of changing populations size (Williamson et al. 2005; Boyko et al. 2008). In Chapter 5 of my dissertation, I demonstrate the practical relevance of such models. I examine patterns of synonymous and nonsynonymous SNPs in resequencing data from European and African American individuals. I show that there is a difference in the proportion of SNPs that are nonsynonymous, and are likely to be deleterious, between the two populations. This chapter illustrates the importance of modeling demographic history when thinking about weak/moderate negative selection.
CHAPTER 1

METHODS FOR HUMAN DEMOGRAPHIC INFERENCE USING HAPLOTYPETRANS NUCLEOTIDE POLYMORPHISM PATTERNS FROM GENOME-WIDE SINGLE NUCLEOTIDE POLYMORPHISM DATA

1.1 Abstract

We propose a novel approximate likelihood method to fit demographic models to human genome-wide single nucleotide polymorphism (SNP) data. We divide the genome into windows of constant genetic map width, then tabulate the number of distinct haplotypes and the frequency of the most common haplotype for each window. We summarize the data by the genome-wide joint distribution of these two statistics—termed the $HCN$ statistic. Coalescent simulations are used to generate the expected $HCN$ statistic for different demographic parameters. The $HCN$ statistic provides additional information for disentangling complex demography beyond statistics based on single-SNP frequencies. Application of our method to simulated data shows it can reliably infer parameters from growth and bottleneck models, even in the presence of recombination hotspots when properly modeled. We also examined how practical problems with genome-wide datasets, such as errors in the genetic map, haplotype phase uncertainty, and SNP ascertainment bias, affect our method. Several modifications of our method served to make it robust to these problems. We have applied our method to data collected by Perelgen Sciences and find evidence for a severe population size reduction in northwestern Europe starting 32,500–47,500 years ago.

1 Previously published in Lohmueller et al. (2009) and has been reproduced with permission. Copyright Genetics Society of America.
1.2 Introduction

A major goal of evolutionary genetics is to infer the demographic history of a population. This is traditionally done by fitting a population genetic model to sequence data taken from a sample of individuals. The population genetic model often includes parameters allowing for changes in population size or population structure with or without migration. Such parameters are interesting in their own right, but are critical to define a proper “null model” which can be used to find “unusual” genes that may be targets of positive or negative selection (Jensen et al. 2005). Additionally, a proper demographic model is important for assessing genome-wide patterns of positive and negative selection (Boyko et al. 2008; Lohmueller et al. 2008).

Methods have been developed that make full use of sequence data to infer demographic parameters (Griffiths and Tavaré 1994; Kuhner et al. 1995). These methods are computationally intensive and are impractical for all but the smallest datasets. Thus, researchers have turned to methods based on summary statistics (reviewed in Marjoram and Tavaré 2006). Summary statistics can be quickly calculated from the data and then be used to infer model parameters using either a likelihood or approximate Bayesian computation (ABC) framework (for example Wall 2000a; Fagundes et al. 2007). The key for successful application of this approach is to find summaries of the data that contain enough information about the demographic parameters of interest. One of the most successfully used summary statistics for population genetic inference, the site frequency spectrum (SFS; Nielsen 2000; Adams and Hudson 2004; Caicedo et al. 2007; Hernandez et al. 2007b), is a sufficient statistic for the full data if the SNPs are unlinked. However, in reality, all SNPs are not unlinked. The amount of information in the data lost by ignoring the correlations among SNPs, or linkage disequilibrium (LD), in demographic inference is an open
question, but recent theoretical work suggests that it may be non-negligible (Myers et al. 2008).

An additional complication to using the SFS for demographic inference is that many genome-wide genetic variation datasets in humans contain SNPs that were discovered through sequencing a small number of individuals. The discovered SNPs were then genotyped in a larger set of individuals, sometimes in a different population than was used for SNP discovery. Since this SNP discovery process will lead to preferential sampling of intermediate-frequency alleles, the SFS computed from SNP genotype data will differ substantially from the true SFS (Nielsen et al. 2004; Clark et al. 2005). Progress has been made to analytically correct the SFS for ascertainment bias when the SNP discovery process is known (Nielsen et al. 2004), but often this is not the case. More problematic is the situation where SNPs were discovered by resequencing individuals in one population, but then are genotyped in a second population. It remains an open question as to how well the SNPs discovered in the first population are representative of genetic diversity in the second population. Several authors have suggested that statistics based on combinations of multiple SNPs, or haplotypes, will be less susceptible to ascertainment bias than single-SNP frequencies or heterozygosities (Conrad et al. 2006). However, while this suggestion is encouraging, as yet there has not been extensive investigation into the precise ascertainment conditions under which this is true.

It is known that haplotype patterns and LD can be affected by both recombination and demographic history (Pritchard and Przeworski 2001), making these measures useful statistics for inference. Many recent studies have assumed a demographic model (often the standard neutral model) and then used either LD or haplotype patterns to estimate recombination rates (Wall 2000a; Hudson 2001; Li and Stephens 2003; McVean et al. 2004a; Myers et al. 2005). Other studies have taken the
opposite approach and assumed that the recombination rate is known and then used LD or haplotype patterns to estimate demographic parameters (Reich et al. 2001; Innan et al. 2005; Schaffner et al. 2005; Voight et al. 2005; Leblois and Slatkin 2007; Tenesa et al. 2007). The way in which haplotype information has been used for demographic inference is quite variable among studies. For example Reich et al. (2001) examined how well several different demographic models predicted the observed decay of pairwise LD in humans, rather than estimating the model parameters. Thornton and Andolfatto (2006) and Francois et al. (2008) used ABC to estimate model parameters in Drosophila and Arabidopsis, respectively. However, summaries based on the distribution of the number of haplotypes was only one of several summary statistics considered, and it is unclear how much information came from the haplotype information versus the other single-SNP diversity measures. While Anderson and Slatkin (2007) and Leblois and Slatkin (2007) developed methods that use haplotype information exclusively to fit a population split followed by growth model, their model is quite restrictive and only allows inference of one free parameter, the number of founding lineages. Thus, there has not been a systematic investigation as to the utility of haplotype information for inference in general, parameter rich models, such as those involving population expansions and bottlenecks.

In this article we propose an approximate likelihood method to estimate parameters in complex demographic models from genome-wide SNP genotype (rather than full re-sequencing) data using the joint distribution of the number of haplotypes and frequency of the most common haplotype in windows across the genome. We provide extensive simulations evaluating the performance of our method for growth and bottleneck models. These results indicate that a great deal of information regarding demographic history is captured by these two summary statistics. We also extensively test the robustness of our method to many practical problems with genetic
datasets in humans. Specifically, we show that for many realistic SNP discovery protocols and levels of population divergence, our method is relatively robust to SNP ascertainment bias. We also found that our method is sensitive to recombination rate variation across the genome (as many haplotype-based summaries will be), and we incorporate a model of recombination rate variation into the inference scheme. Finally, since haplotype phase is often ambiguous, we provide a practical approach to circumvent this problem. We applied our method to genome-wide SNP genotype data generated by Perlegen Sciences (Hinds et al. 2005). Using the CEU sample (consisting of individuals from Utah with Northwestern European ancestry), we find evidence for a recent population bottleneck in Northwestern Europe.

1.3 Methods

Summary statistics

We summarize the genome-wide data by the joint distribution of two haplotype statistics calculated from windows across the genome. Our method requires that we have a genetic map of the organism in question. Using this map, we divide the genome into windows of fixed genetic map distance, $c_{\text{window}}$. The parameter $c_{\text{window}}$ is tunable to the diversity and recombination rates of the organism under study. We chose to divide the genome into $n_{\text{window}}$ non-overlapping windows using genetic map distance so that each window will have the same expected amount of recombination within it, and consequently, the same expected number of haplotypes (Wall 2000a).

In many genome-wide SNP datasets, some parts of the genome will have a small number of SNPs while other areas will contain many SNPs. In principle, while this could be due to mutation rate variation across the genome, variations in the time to the most recent common ancestor, or random chance, another likely explanation is ascertainment bias—some parts of the genome were more extensively screened for SNPs than others and consequently have more SNPs. Thus, we do not want our
method to use any information about the number of SNPs within a given window. To ensure that all windows of the genome have the same number of SNPs, we select a sub-set of $n_{\text{snp}}$ SNPs for each window of the genome. Again, $n_{\text{snp}}$ is a function of the size of the windows as well as the SNP density. Another complicating factor is that SNPs may not have been discovered from the population under study, but instead from a second population. Since rare SNPs are more likely to be population specific, and consequently not equally ascertained in all populations, we only include those SNPs with minor allele frequency (MAF) $\geq 10\%$.

Having selected a sub-set of intermediate frequency SNPs from each window, we can compute the number of distinct haplotypes as well as the count of the most common haplotype in a sample of $n$ chromosomes. The $HCN$ statistic is the genome-wide joint distribution of these two statistics. Specifically, let
\[
X = (X_{1,1}, X_{1,2}, \ldots, X_{1,i}, X_{2,1}, \ldots, X_{2,j}, \ldots, X_{k,1}, \ldots, X_{k,l}),
\]
where $X_{i,j}$ denotes the number of windows having $i$ haplotypes where the most common haplotype has count $j$ out of $n$. In principle $k = l = n$, however, in practice, we bin intervals in the $HCN$ statistic for the inference so that fewer simulation replicates will be needed to obtain an accurate estimate of the expected $HCN$ (see below), and thus there are fewer than $n^2$ bins in the $HCN$ statistic. Ideally, we would like to integrate over all possible sets of $n_{\text{snp}}$ SNPs within each window when constructing the $HCN$ statistic. However, this is not computationally feasible, so we generate 10 random matrices ($X$), each using a different randomly selected set of $n_{\text{snp}}$ SNPs from each window. We then average these 10 matrices as our final $X$ matrix to be used for inference. This is done to reduce Monte Carlo variance resulting from selecting a single set of SNPs. An example of the $HCN$ statistic for several demographic models is shown in Figure 1.1.
Figure 1.1: Examples of the HCN statistic for different demographic models. The color of each cell in a matrix denotes the proportion of simulated windows having the particular number of haplotypes and frequency of the most common haplotype. Approximately 3000 windows were simulated for each demographic model with $n_{snp} = 25$, $c_{window} = 0.25$ cM. The parameters for the bottleneck model are $N_{cur} = N_{anc} = 10,000$; $N_{mid} = 1000$; $t_{cur} = t_{mid} = 800$ generations. The parameters for the growth model are $N_{cur} = 10,000$; $N_{mid} = 1000$; $t_{cur} = 800$ generations.
We chose to use the number of haplotypes as a summary statistic because it is a sufficient statistic for the population mutation rate ($\theta$) in the infinite alleles model (Ewens 1972) and has been shown by simulation to be informative about population history (Depaulis and Veuille 1998; Innan et al. 2005). The count of the most common haplotype was also suggested as a test statistic in the infinite alleles model (Ewens 1973) and has been found to be correlated with haplotype homozygosity (Zeng et al. 2007 and data not shown). The joint distribution of these two statistics performs better at distinguishing among demographic models that using either summary on its own (Figure 1.1). For example, the number of haplotypes is more informative about overall population size than is the count of the most common haplotype (compare $N_{cur}=10,000$ to $N_{cur}=5000$), as expected, since larger populations have a higher population recombination rate, $\rho = 4N_{e}c$ than smaller populations, resulting in a larger number of haplotypes per window (Wall 2000a). Note that because we selected $n_{snp}$ SNPs with MAF $\geq 10\%$ per window, the fact that the larger population has a higher value of $\theta$ does not inflate the observed number of haplotypes per window. A recent bottleneck results in an intermediate number of haplotypes, but the stronger signature of the bottleneck is the excess proportion of windows where the most common haplotype is at unusually high frequency. These patterns are due to an elevated rate of coalescence during the bottleneck, which, for some simulated windows, results in there being fewer lineages available to recombine. A recent population expansion also results in an intermediate number of haplotypes, but without an increase in the number of windows where the frequency of the most common haplotype is unusually high.

The $HCN$ statistic contains no information about how different haplotypes within a window are from each other. To add this information, we also considered another summary statistic $H_{pair}$, the distribution across the genome of the average
number of pairwise differences between haplotypes. For all pairs of haplotypes within a given window, we simply computed the number of SNPs (which could range from 0 to $n_{\text{snp}}$) where the two haplotypes differed and compute the average. $H_{\text{pair}}$ is the vector giving the number of windows having a given number of average pairwise differences. We show (APPENDIX 1 and Figure 1.2) that this statistic is not robust to SNP ascertainment bias and do not use it in further analyses.

![Diagram](image)

**Figure 1.2:** Log$_{10}$ $P$-value of the goodness-of-fit test comparing the $H_{\text{pair}}$ statistic under different SNP ascertainment schemes (shown on the x-axis) to that with complete ascertainment for the complex demographic model. Here a sample size of 40 chromosomes from each population is used. The solid horizontal line denotes the 5% significance cutoff. $P$-values $<10^{-200}$ are set to $10^{-200}$.

**Demographic models**

We consider two different single-population demographic models. These models and their associated parameters are shown in Figure 1.3. Figure 1.3A shows a 2-epoch model which is used for modeling population growth. Here there are three
parameters to estimate: the current population size, $N_{\text{cur}}$, the ancestral population size, $N_{\text{mid}}$, and the time that growth has occurred, $t_{\text{cur}}$. Figure 1.3B shows a three-epoch model which has five free parameters: the current population size, $N_{\text{cur}}$, the population size during the bottleneck, $N_{\text{mid}}$, the ancestral population size, $N_{\text{anc}}$, the time when the bottleneck started (going backwards in time), $t_{\text{cur}}$, and the duration of the bottleneck, $t_{\text{mid}}$. All times are in units of generations. We note that although these models (and all models in population genetics) are arbitrary simplifications of the true demographic history, the hope is that they capture some essential features of population history.

![Figure 1.3: Demographic models considered.](image)

Relevant free-parameters are shown on each diagram. A) Two-epoch and B) Three-epoch models.

**Fitting models to data**

Since the observed $HCN$ statistic follows a multinomial distribution, we fit demographic models to the data using an approximate likelihood approach (see Weiss and von Haeseler 1998; Wall 2000a; Fearnhead and Donnelly 2002; Plagnol and Wall 2006). We define $\mathbf{p} = (p_{1,1}, p_{1,2}, \ldots, p_{1,l}, p_{2,1}, \ldots, p_{2,l}, \ldots, p_{k,1}, \ldots, p_{k,l})$, where $p_{ij}$ is the probability that a window has $i$ haplotypes where the most common haplotype is at count $j$. The approximate likelihood function for the demographic parameters ($\Theta$) can be written as
\[ L(\Theta) = \prod_{i=1}^{k} \prod_{j=1}^{l} p_{ij}^x \]  

(1.1).

We use the coalescent with recombination (Hudson 1983; Hudson 2002) to find \( p_{ij} \) for the demographic parameter combination of interest. We simulate \( z \) replicates using the demographic parameters of interest (\( \Theta \)) and \( \rho = 4N_{e\text{ur\text{wndow}}} \). We estimate the matrix \( \mathbf{p} \) as the proportion of simulation replicates falling in a particular bin of the HCN statistic. Formally, define the indicator function \( I(w,i,j) \) to be equal to 1 if simulation replicate \( w \) has \( i \) haplotypes and the count of the most common haplotype is \( j \), and equal to 0 otherwise. Then

\[ p_{ij} = \frac{\sum_{w=1}^{z} I(w,i,j)}{z} \]  

(1.2).

Since we select \( n_{\text{snp}} \) SNPs from each window, \( \theta \) does not explicitly enter into these simulations. Therefore, instead of setting an arbitrary value of \( \theta \), and then randomly selecting \( n_{\text{snp}} \) SNPs, we use the “fixed S approach” (Hudson 1993) to add mutations onto the ancestral recombination graph (ARG). Specifically, \( n_{\text{snp}} \) mutations are randomly placed onto each simulated ARG such that these SNPs will have MAF \( \geq 10\% \). To reduce Monte Carlo error, this process is repeated 10 times for each ARG. Each time, we evaluate \( I(w,i,j) \) and increment the appropriate bin of \( \mathbf{p} \). Note, we record 10 different \( \mathbf{p} \) matrices and after the desired number of simulation replicates, we keep the average of the 10 \( \mathbf{p} \) matrices as our final matrix. This is an approximate likelihood function since we are approximating \( \mathbf{p} \) using simulations, rather than calculating them exactly, and we also treat all windows of the genome as being mutually independent.

We optimize the likelihood function described above using a grid search since we are approximating the likelihoods by simulation and the simulation variance may be non-negligible, misleading deterministic hill-climbing approaches. The number of
grid points and number of simulation replicates used to maximize the likelihood function varies among analyses and are given below.

Since variation in recombination rates at a fine scale can affect the HCN statistic, we have added a model of recombination hotspots into our inference method. We describe the parameters used for specific instances below. Since each window of the genome corresponds to the same genetic map distance ($c_{\text{window}}$), the number of base pairs per window will differ among windows. In our simulations to find $p$, we select the size of the window in base pairs (denoted $L$) from the observed distribution of physical distance. We then set $r$, the per base-pair recombination rate, to be constant across the window such that $rL$ will give $c_{\text{window}}$. We then simulate an ARG in the normal manner with recombination rate $rL$, but then, similar to the method used by Li and Stephens (2003), we model hotspots by changing the relationship between physical and genetic distance. Informally, the parts of the window where hotspots occur are assigned fewer base pairs, and consequently have a lower probability of a SNP occurring in them, than windows with lower recombination rates.

Simulations to evaluate performance

We tested the performance of our method by simulating data under three different demographic models: 1) ancient population growth, 2) recent population growth, and 3) a recent population bottleneck. The parameter values for these models are shown in Figures 1.4-1.7. These models were chosen because of their relevance to human demographic history. For each model we simulated datasets (500 for models assuming uniform recombination rates and 100 for models with recombination hotspots) each consisting of 2000 independent 250 kb windows in a sample of 40 chromosomes where $\mu=1 \times 10^{-8}$ per bp per generation. Note, that when generating test datasets, we placed a Poisson number of mutations onto the genealogies in the usual fashion (Hudson 1983), rather than using the “fixed S approach” as we did for the
simulations used to estimate \( p \). We selected a subset of 20 SNPs (\( n_{snp} = 20 \)) with MAF \( \geq 10\% \) from each window and constructed the observed \( HCN \) statistic for each dataset. We repeated this process 10 times for each dataset and used the average \( HCN \) statistic for inference.

**Figure 1.4:** Distributions of MLEs of the three growth model parameters for simulated datasets under ancient growth and recent growth with uniform recombination (see Methods). The true value of each parameter is denoted by the horizontal line in each figure. Since \( t_{cur} \) differs between the two growth models, the true value of \( t_{cur} \) is denoted by a diamond for recent growth and a solid line for ancient growth.
Figure 1.5: Distributions of MLEs of the five bottleneck model parameters for simulated datasets under uniform recombination, hotspots, and where some windows in the simulated datasets are linked to one another (see Methods). The true value of each parameter is denoted by the horizontal line in each figure.

For computational efficiency, we performed the coalescent simulations to estimate $p$ over a grid of parameters (3780 and 20,580 parameter combinations for the growth and bottleneck models, respectively) once for each demographic and recombination model and stored the values to be used on subsequent datasets. The grid points used for each parameter are shown as the breaks in Figures 1.4-1.7. For each grid point we used $10^4$ coalescent simulations to approximate the likelihood. Using a representative dataset, we then selected at least the top $10^3$ grid points and ran an additional $10^5$ replicates and for points near the MLE, we ran an additional $10^6$ replicates. Due to computational constraints, these grids were not as dense as those used to estimate parameters in the Perlegen data.
Figure 1.6: Distributions of MLEs of the five bottleneck model parameters for simulated datasets where there are errors in the genetic map.

\( \hat{c}_{\text{window}} = 0.25 \text{ cM}, c_{\text{window}} \sim \text{gamma} \) denotes the case where there are errors in the estimated genetic map that are ignored when performing the inference.

\( \hat{c}_{\text{window}} \sim c_{\text{window}} \sim \text{gamma} \) denotes the case where we allow for errors in the genetic map when conducting the inference. The true value of each parameter is denoted by the horizontal line in each figure.

For all datasets and demographic models, the total amount of recombination within each window simulated was 0.25 cM (i.e. \( c_{\text{window}} = 0.25 \text{ cM} \)). However, we also considered a model where there were 5 recombination hotspots present at random locations throughout each window. Each hotspot was 2 kb in size. The recombination rate (cM/bp) of each hotspot was drawn from a gamma distribution (shape=0.5, scale=2 \( \times 10^{-6} \)). We then re-scaled the recombination rate of each hotspot such that 80% of the total amount of recombination in the window occurs within hotspots. We then assumed this model of recombination hotspots when inferring demographic
parameters. The test datasets were generated using the program msHOT (Hillenthall and Stephens 2007).

![Graphs showing distributions of MLEs of the five bottleneck model parameters for simulated datasets.](image)

**Figure 1.7:** Distributions of MLEs of the five bottleneck model parameters for simulated datasets when phasing genotype data using Clark's phasing algorithm or there is SNP ascertainment bias (AB; see Methods). The true value of each parameter is denoted by the horizontal line in each figure.

Our method assumes that all windows in the genome are independent of each other. To assess the performance of our method when the windows are not independent, we simulated an additional 500 datasets using the same bottleneck model with $\hat{c}_{\text{window}} = c_{\text{window}} = 0.25$. Here the 2000 windows within each dataset were from 300 independent sets of 6-7 contiguous windows. The 2000 windows were treated as independent in the inference.

While for most of the simulations we assumed that there was no error in estimated recombination rates (*i.e.* $\hat{c}_{\text{window}} = c_{\text{window}}$), we also determined what effect
errors in the estimated genetic map had on our ability to accurately infer demographic parameters. Specifically, we simulated datasets under the same bottleneck model described above, but here instead of having $\hat{c}_{\text{window}} = c_{\text{window}} = 0.25 \text{ cM}$, we drew $c_{\text{window}}$ for each window from a gamma distribution (shape=10, scale=0.025). From this distribution, ~10% of windows will have $c_{\text{window}} < 0.155$ and ~10% of windows will have $c_{\text{window}} > 0.355$. We then inferred demographic parameters when incorrectly fixing $\hat{c}_{\text{window}} = 0.25 \text{ cM}$. We also correctly incorporated errors into the genetic map by drawing $\hat{c}_{\text{window}}$ for each simulation replicate from the same gamma distribution used to generate the data.

Due to differences between the true $HCN$ statistic and the $HCN$ statistic constructed from phase-inferred haplotypes (Figure 1.8 and APPENDIX 1), it is important to incorporate the phasing process into the inference.

![Figure 1.8: Effect of haplotype phase uncertainty on the $HCN$ statistic.](image)

The $HCN$ for a bottleneck model (see APPENDIX 1) when haplotype phase is known (left) and inferred using fastPHASE (right).
To do this, we suggest using the same phasing method that was used on the actual data to “phase” the simulated data used to estimate $p$. Unfortunately, many phasing algorithms currently in use are computationally intensive and it would be nearly impossible to run these methods on the millions of coalescent simulation replicates used to find $p$. For this reason, we examined the use of the computationally efficient parsimony phasing algorithm proposed by Clark (1990). If there are no individuals heterozygous at zero or one of the $n_{snps}$ SNPs within a window or if there are genotypes that show no relation to known phased haplotypes, we arbitrarily assigned phase to a random individual and then use these two haplotypes to infer the rest. While this process may seem arbitrary, it can be done consistently both in the observed and simulated datasets. To make the method as computationally efficient as possible, we used only one ordering of the individuals. We assessed the performance of this approach by treating the simulated haplotypes in the test datasets as diploid genotypes and “phased” them using the parsimony method. For each simulation replicate to estimate $p$ we also “phased” the simulated data using the same parsimony method.

Since we found that the $HCN$ statistic constructed using SNPs that were discovered in a SNP discovery sample \( \geq 8 \) chromosomes was very similar to the $HCN$ statistic with complete SNP ascertainment (Figures 1.9-1.11; APPENDIX 1), we examined how ascertainment bias affected parameter estimates. Specifically, for the bottleneck model described above, we simulated a genotype sample of $n=40$ and as well as an additional SNP discovery sample of 6 chromosomes. Since the Perlegen SNPs were discovered using a multi-ethnic panel (Hinds et al. 2005), we included a SNP discovery sample of an additional 6 chromosomes from a second population ($N_{e\text{at}}=10,000$) that 5000 generations ago split from the population that underwent the bottleneck. To construct the $HCN$ statistic from these simulated
Figure 1.9: Log$_{10}$ $P$-value of the goodness-of-fit test comparing the $HCN$ statistic under different SNP ascertainment schemes (shown on the $x$-axis) to that with complete ascertainment for three different demographic models (see APPENDIX 1). Here a sample size of 40 chromosomes from each population is used. The solid horizontal line in each figure denotes the 5% significance cutoff. $P$-values $<10^{-200}$ are set to $10^{-200}$. 
datasets, we only considered SNPs with MAF $\geq 10\%$ in the genotype sample that were variable in the 12 chromosome ascertainment panel. To infer parameters, we assumed there was no ascertainment bias (i.e. we used the same lookup tables for $p$ that were described above that assumed complete SNP ascertainment).

Figure 1.10: Plot of Pearson’s residuals comparing the $HCN$ statistic for two different ascertainment strategies to the expected $HCN$ having complete SNP ascertainment for the bottlenecked population (population 1) in the complex demographic model. The two SNP ascertainment strategies compared are SNP ascertainment using 2 chromosomes from population 1 (“2 from pop 1”) and ascertainment using 4 chromosomes from population 1 and 4 from population 2 (“4 from each”). Darker colors indicate a deficit of windows in the particular cell as compared complete ascertainment. Lighter colors indicate an excess of windows in the particular cell as compared complete ascertainment.

Analysis of Perlegen data

We applied our method to fit a bottleneck model to the CEU population genotyped by Perlegen Sciences (Hinds et al. 2005). We chose to use this population
since there is previous evidence of a bottleneck in this population (e.g. Marth et al. 2004; Voight et al. 2005), and all SNPs that were discovered by the Perelgen resequencing arrays were later genotyped in the CEU sample, without regard to LD status. We note that HapMap phase II specifically did not genotype SNPs that were in high LD in the Perlegen study, and this ascertainment criterion complicates the analysis of those data (see Discussion).

Figure 1.11: $\log_{10}$ of the $\chi^2$ statistic for the goodness of fit test comparing the HCN statistic under different SNP ascertainment schemes (shown on the x-axis) to that with complete ascertainment for the complex demographic model. Here a sample size of 120 chromosomes from each population is used. Note that the SNP discovery sample sizes used here differ from those in Figures 1.2 and 1.9. The horizontal lines denote the 5% significance cutoff for population 1 (solid) and population 2 (dashed). The two lines for each population are from two entirely independent replicates of the entire process (see APPENDIX 1) to assess stochastic variance.

We only considered autosomal (not X chromosome or mtDNA) SNPs with MAF $\geq 10\%$ in both the CEU and African American samples. Since our simulations of
ascertainment bias suggest that SNPs needed to have been discovered from discovery sample sizes >2 chromosomes, we only used those SNPs that were discovered in Perlegen’s re-sequencing arrays of the multi-ethnic diversity panel (type “A” SNPs). There were 615,415 SNPs that fit both of these criteria. We used Clark’s parsimony phasing algorithm to phase haplotypes in both the real data and in the simulation replicates to generate \( p \). For each population and in each window of the genome, we selected 10 random sub-sets of \( n_{\text{snp}} \) SNPs and constructed 10 different \( HCN \) statistics. We then used the average \( HCN \) statistic for inference.

We then set \( c_{\text{window}} = 0.25 \) cM and \( n_{\text{snp}} = 20 \). We used the LDhat genetic map (International HapMap Consortium 2007) to define windows since the deCODE map (based on pedigrees; Kong et al. 2002) does not have sufficient resolution for the scale of 0.25 cM (Myers et al. 2005). Since the quality of the genetic map used to divide the genome into windows can impact the inference, we drew \( \hat{c}_{\text{window}} \) from a gamma distribution (scale=10, shape=0.025) to model errors in the genetic map. This distribution has a mean of 0.25 and variance of 0.00625. For the CEU data, \( n_{\text{window}}=8833 \).

We used a hotspot model similar to that of Schaffner et al. (2005; termed the “Schaffner hotspot model”). All hotspots had width of 2 kb. For each simulated window, hotspots occurred at random intervals drawn from a gamma distribution (shape=0.3, scale=8500/0.3) giving a mean spacing of 8500 bp (variance of \( \sim 2.41 \times 10^8 \)). Then the recombination rate (cM/2 kb) of each hotspot was drawn from another gamma distribution (shape = 0.3, scale = \( c_{\text{window}}/0.3L \)), where \( L \) is the physical size of the simulated window. In practice, \( L \) was drawn from the empirical distribution of physical distances for the \( n_{\text{window}} \) windows. We then re-scaled the recombination rate in the hotspots such that 88\% of \( c_{\text{window}} \) occurs within hotspots. The amount of recombination occurring outside of hotspots is then equal to 0.12\( c_{\text{window}} \). Figures 1.12
and 1.13 show that this hotspot model matches the mean, standard deviation, and overall distribution (tabulated across all windows of the genome) of the observed inter-SNP genetic map distances quite well.

**Figure 1.12:** Comparison between the mean and standard deviation (SD) across all 8833 windows of the observed inter-SNP genetic distances (as defined by the LDhat genetic map) and the mean genetic distances simulated using the modified Schaffner hotspot model and the empirical hotspot model (see Methods). The left-most point in the top figure represents the mean of the smallest inter-SNP distance, averaged over all windows, the second point, the second smallest inter-SNP distance, and so on. The actual $HCN$ statistic used for inference was averaged over 10 different $HCN$ statistics, each of which was generated from a different random sub-set of SNPs from each window (see Methods). Here the observed and simulated inter-SNP genetic distances are based on selecting one random set of SNPs per window. The simulated inter-SNP genetic distances were determined assuming a constant population size, $N=10,000$, and re-scaling genetic distance for each window such that $\hat{c}_{\text{window}} = 0.25 \text{ cM}$. 

\[ \hat{c}_{\text{window}} = 0.25 \text{ cM} \]
Figure 1.13: Comparison of the distribution of inter-SNP genetic distances in the Perlegen data (from the LDhat genetic map) with the Schaffner and empirical hotspot models (see Methods). The distribution is tabulated over all 8833 windows across the genome. The increased proportion in the bin after 0.025 cM is due to the change in scale of the bins. As noted in Figure 1.12, here the observed and simulated inter-SNP genetic distances are based on selecting one random set of SNPs per window. The simulated inter-SNP genetic distances were determined assuming a constant population size, \( N = 10,000 \), and re-scaling genetic distance for each window such that \( \hat{c}_{\text{window}} = 0.25 \text{ cM} \).

In addition to the Schaffner hotspot model described above, we also directly used the estimated fine-scale LDhat genetic map (International HapMap Consortium 2007) as a guide to how recombination rates vary within windows (termed the “empirical hotspot” model). To do this, for each simulation replicate to estimate \( p \), we selected one of the 8833 windows at random and used the corresponding LDhat genetic map to delimit the relationship between genetic and physical distance for that replicate. We smoothed the map by only allowing the recombination rate to change at
points >500 bp and >0.0001 cM apart. We note that this hotspot model does not match the observed inter-SNP genetic distances as well as the Schaffner hotspot model does (Figures 1.12 and 1.13).

The grid to optimize the five-dimensional approximate likelihood function consisted of 85,536 points for the Schaffner hotspot model and 101,088 points for the empirical hotspot model. We used 12,500 simulation replicates for all points and $10^5$ replicates for at least the top 4,000 points, and finally $10^6$ replicates for at least the top 500 points. We found approximate 95% confidence intervals (CIs) for single parameters using asymptotic theory (i.e. the CI included points $<1.92$ log-likelihood units from the maximum), with linear interpolation of the profile likelihood curve to find points not directly simulated.

1.4 Results

Performance on simulated data

Figure 1.4 shows the distribution of the approximate maximum likelihood estimates (MLEs) of the three growth model parameters for simulated datasets under ancient growth (black bars) and recent growth (white bars). In both cases, the method is relatively unbiased for all three parameters. For ancient growth, $N_{cur}$ is estimated most accurately, and $t_{cur}$ the least. For recent growth, all three parameters are equally accurate, although for any given parameter, the MLE is the true value $\sim40\%$ of the time. Notice that the variance in the distribution of MLEs for $t_{cur}$ is much higher for ancient growth as compared to recent growth (making it the least precise as well as least accurate). Table 1.1 shows that for both growth scenarios in 100% of the datasets, the true parameter values were within the asymptotic 95% CIs ($<3.9$ log-likelihood units) around the MLE. Additionally, in $>95\%$ of the datasets, the single-parameter 95% CIs for all three parameters from the profile likelihood curves contained the true parameter values.
We also estimated the five parameters for a bottleneck model on simulated datasets. Figure 1.5 shows the distribution of the MLEs for the five bottleneck parameters. For the case of uniform recombination and $c_{\text{window}} = 0.25$, the mode of the distribution MLEs for each parameter is at the true value of the parameter. The distribution of MLEs is tightest for $N_{\text{mid}}/N_{\text{cur}}$ and $t_{\text{cur}}$, and broadest for $N_{\text{anc}}/N_{\text{cur}}$. This suggests that the recent bottleneck greatly alters haplotype patterns such that its timing and severity can be accurately estimated, but so much so that less information about the ancestral, pre-bottleneck population size ($N_{\text{anc}}/N_{\text{cur}}$) remains. Furthermore, the method appears to be relatively unbiased since it over- and under-estimates the true parameter value roughly equally. Table 1.1 shows that 99.8% of the time, the true parameter values within the asymptotic 95% CIs (within 5.5 log-likelihood units) around the MLE.

We next evaluated whether our method could accurately estimate demographic parameters in the presence of recombination hotspots (see Methods for the recombination hotspot model used). Figure 1.5 shows that when properly modeling recombination hotspots, we are able to accurately estimate the five bottleneck model parameters. Note that the distributions of the MLEs for all parameters have larger variances for the uniform recombination case. This pattern is due to the extra noise added by recombination hotspots. If a window of the genome has a low number of haplotypes and/or a high count for the most common haplotype, this could be due to demography (which is the only factor considered in the uniform recombination model) or due to SNPs falling in recombination coldspots. Consistent with this observation, Table 1.1 shows that a smaller proportion of the parameter space (99.65% vs. 99.87%) is >5.5 log-likelihood units from the MLE when there are recombination hotspots, as compared to uniform recombination. Notably, however, the method still appears to be
Table 1.1: Comparison of MLEs to the true parameter values for simulated datasets.

<table>
<thead>
<tr>
<th>Recombination Model</th>
<th>Mean $\frac{\log L_{MLE}}{\log L_{Truth}}$</th>
<th>Max $\frac{\log L_{MLE}}{\log L_{Truth}}$</th>
<th>% MLEs = Truth</th>
<th>Coverage of multi-D 95% CIs</th>
<th>Coverage of 1D 95% CIs</th>
<th>% points outside 95% CIs</th>
</tr>
</thead>
<tbody>
<tr>
<td>A. Ancient Growth</td>
<td>0.631</td>
<td>3.47</td>
<td>3.0</td>
<td>100.0</td>
<td>99.87</td>
<td>94.79</td>
</tr>
<tr>
<td>B. Recent Growth</td>
<td>0.437</td>
<td>3.09</td>
<td>22.6</td>
<td>100.0</td>
<td>99.93</td>
<td>98.84</td>
</tr>
<tr>
<td>C. Bottleneck</td>
<td>0.363</td>
<td>6.31</td>
<td>47.4</td>
<td>99.8</td>
<td>99.52</td>
<td>99.87</td>
</tr>
</tbody>
</table>

| Hotspots $^f$       | 0.505                                    | 3.43                                    | 17.0           | 100.0                     | 99.80                  | 99.65                  |
| Linkage             | 0.732                                    | 8.30                                    | 29.8           | 99.4                      | 98.48                  | 99.87                  |
| $c_{window}$        | 136.685                                 | 179.07                                  | 0.0            | 0.0                       | 8.36                   | 99.98                  |
| $c_{window}$ ~ $gamma$ | 0.623                                 | 6.54                                    | 26.4           | 99.6                      | 99.40                  | 99.72                  |
| Clark’s phasing algorithm $^g$ | 0.779                               | 4.90                                    | 19.8           | 98.0                      | 99.96                  | 99.43                  |
| Ascertainment bias  | 1.998                                    | 12.65                                   | 14.6           | 94.0                      | 97.64                  | 99.86                  |

$^a$ The average over all datasets of the log-likelihood at the MLEs minus the log-likelihood of the true demographic parameters.
$^b$ The maximum distance between the log-likelihood at the MLEs and the log-likelihood of the true demographic parameters.
$^c$ The proportion of datasets where the MLEs for all parameters were the true demographic parameters.
$^d$ The proportion of datasets where the true parameters were <3.9 or <5.5 log-likelihood units of the MLEs, for the growth and bottleneck models, respectively.
$^e$ The proportion of datasets where the true value of each parameter was <1.92 log-likelihood units from the MLEs using the profile log-likelihood curve, averaged over three or five parameters for the growth and bottleneck models, respectively.
$^f$ The fraction of grid points (see Results) having a log-likelihood >3.9 or >5.5 log-likelihood units, for the growth and bottleneck models, respectively, from the MLEs.
$^g$ Each window has 5 recombination hotspots, but for the whole window $\widehat{c}_{window} = c_{window} = 0.25$ cM.
$^h$ Haplotype phase was inferred in the test datasets and simulations to estimate $\mathbf{p}$ using Clark’s phasing algorithm (see Methods).
unbiased, and for all 100 datasets, the true parameter values were <5.5 log-likelihood units from the MLE.

The simulations described above assumed that the 2000 windows in each dataset were independent. In practice, the windows may be contiguous along the genome, and thus are not independent. We examined the performance of our method on simulated datasets where some of the windows were linked. Figure 1.5 shows that for the distribution of the MLEs for certain parameters have greater variances than when the regions are unlinked, which is not surprising since 2000 linked windows contain less information than 2000 independent windows. As shown in Table 1.1, in all cases except when errors in the genetic map are ignored or there is SNP ascertainment bias (see below), the true parameter values for over 99% of the test datasets are within the asymptotic 95% CIs (<3.9 and <5.5 log-likelihood units from the MLE for growth and bottleneck models, respectively). This result suggests that the asymptotic CIs may actually be conservative, since the true parameter values are contained within the interval >95% of the time. When examining datasets where some of the regions are linked, we find that for 99.4% of the time, the true values are <5.5 log-likelihood units from the MLE (Table 1.1). Since in many cases, the 95% CIs for individual parameters based on the profile log-likelihood curve also appeared conservative (Table 1.1), we assessed their coverage in the datasets with linkage. For each of the five parameters, the true parameter value was <1.92 log-likelihood units from the MLE in at least 96.8% of the datasets. These results suggest that for the level of non-independence among windows, size of datasets, and parameter grid considered here, the asymptotic 95% CIs remain conservative.

The above simulations assumed that \( \hat{c}_{\text{window}} = c_{\text{window}} \). In practice, \( \hat{c}_{\text{window}} \) is estimated from a genetic map, either based on patterns of LD or pedigrees. We next evaluated the performance of our method when \( c_{\text{window}} \) is drawn from a gamma
distribution to mimic errors in the estimated genetic map. We first assumed that $\hat{c}_{\text{window}} = 0.25$ when running the inference \textit{(i.e.} we ignored the errors in the genetic map). Figure 1.6 shows that our method performs poorly compared to the case where the genetic map is known with certainty. In particular, it overestimates $t_{\text{cur}}$ and $t_{\text{mid}}$. Due to the fact that some windows in the simulated datasets will have low recombination rates, these windows will have very few haplotypes and a high frequency of the most common haplotype because $c_{\text{window}} < 0.25$. Since we did not account for this in the inference, the method assumes that these low diversity windows were due to a stronger (or longer) bottleneck. Table 1.1 shows that the true parameter values are nowhere near the MLEs in this case. If, however, during the inference, $\hat{c}_{\text{window}}$ for each window is drawn from the same gamma distribution that generated the data, the method performs substantially better \textit{(Figure 1.6), though not quite as well as when $\hat{c}_{\text{window}} = c_{\text{window}} = 0.25$. Likewise, 99.6\% of the time, the true parameter values were $< 5.5$ log-likelihood units from the MLE. Note that, similar to what was seen for the case of recombination hotspots, on average, a smaller proportion of the parameter space (99.72\% vs. 99.87\%) is $> 5.5$ log-likelihood units from the MLE when $\hat{c}_{\text{window}}$ and $c_{\text{window}}$ follow a gamma distribution instead of being fixed at 0.25 cM.

To properly correct for errors introduced from inferring haplotype phase, we decided to phase the simulations used to estimate $\mathbf{p}$ using the same method as that used on the real data. We evaluated the performance of this strategy using Clark’s phasing algorithm \textit{\cite{Clark}} on 500 simulated datasets. Figure 1.7 shows the distribution of the MLEs for the five bottleneck parameters. This strategy works reasonably well and for each parameter the mode of the distribution of the MLE is at the true parameter value. Notice that the distributions of the MLEs for the datasets phased using Clark’s phasing algorithm are broader than those when haplotype phase in known with certainty. Additionally, a smaller proportion of the parameter space is
excluded (>5.5 log-likelihood units from the MLE) when using Clark’s phasing algorithm as compared to known phase data (99.43% vs. 99.87%; Table 1.1). This finding illustrates that, compared to having phase-known haplotypes, some information is lost when computationally inferring haplotypes. However the method appears reasonably unbiased, and in all simulated datasets, the true parameter values are <5.5 log-likelihood units from the MLE (Table 1.1).

To determine if we could accurately estimate bottleneck parameters in the presence of SNP ascertainment bias, we simulated datasets where the $n_{\text{snp}}=20$ SNPs for each window were picked from those SNPs with MAF $\geq 10\%$ in the genotype sample and were variable in the 12 chromosome SNP ascertainment sample. Figure 1.7 shows that for $N_{\text{mid}}/N_{\text{cur}}$, $t_{\text{cur}}$, and $t_{\text{mid}}$, our method performs very well even in the presence of SNP ascertainment bias. The distributions of the MLEs for $N_{\text{cur}}$ and $N_{\text{anc}}/N_{\text{cur}}$ are more variable than when there is no ascertainment bias, and the modes of their distributions are not at the true parameter values, suggesting that MLEs of these parameters are less reliable in the presence of ascertainment bias. The 95% CIs constructed from the profile likelihood curves remain conservative for $N_{\text{mid}}/N_{\text{cur}}$, $t_{\text{cur}}$, and $t_{\text{mid}}$, but for $N_{\text{cur}}$, the 95% CI is no longer conservative (i.e. the true value is within the 95% CI only 91.8% of the time). Additionally, the five dimensional 95% CI is also slightly anti-conservative (Table 1.1). For larger datasets (consisting of 10,000 independent regions) the CIs for $N_{\text{cur}}$, $N_{\text{anc}}/N_{\text{cur}}$ and the 5 dimensional CI become even more anticonservative and the CI for $t_{\text{mid}}$ becomes slightly anticonservative (not shown), likely due the fact that the ascertainment model is mis-specified, which has a stronger effect as the size of the dataset increases.

Inference of bottleneck parameters for the Perlegen CEU population

We fit the five-parameter bottleneck model to the Perlegen CEU population. Table 1.2 shows the MLEs and approximate 95% CIs for the five parameters when
Table 1.2: Inferred bottleneck parameters for the CEU dataset.

<table>
<thead>
<tr>
<th>Recombination model</th>
<th>$N_{cur}$</th>
<th>$N_{mid}/N_{cur}$</th>
<th>$N_{anc}/N_{cur}$</th>
<th>$t_{cur}$</th>
<th>$t_{mid}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Schaffner(^a)</td>
<td>MLE</td>
<td>10,000</td>
<td>0.055</td>
<td>0.8</td>
<td>1100</td>
</tr>
<tr>
<td>95% CI</td>
<td></td>
<td>9315-10,665</td>
<td>0.052-0.064</td>
<td>0.70-?</td>
<td>1017-1140</td>
</tr>
<tr>
<td>Empirical(^b)</td>
<td>MLE</td>
<td>10,000</td>
<td>0.05</td>
<td>0.8</td>
<td>1200</td>
</tr>
<tr>
<td>95% CI</td>
<td></td>
<td>9440-11,454</td>
<td>0.042-0.066</td>
<td>0.66-0.97</td>
<td>1086-1437</td>
</tr>
</tbody>
</table>

MLEs and approximate 95% CIs from the profile likelihood curves for the 5 parameter bottleneck model.

\(^a\) Hotspot model is similar to that described by Schaffner \textit{et al.} (2005); See Methods.

\(^b\) Hotspot model is based directly on the LDhat genetic map.

\(^c\) We did not estimate an upper boundary on the CI since the profile likelihood surface for $N_{anc}/N_{cur}$ is relatively flat from 0.8 to 1.0 and we did not consider points >1.0.
using both the Schaffner model of recombination hotspots as well as the empirical hotspot model based on the LDhat genetic map. Figure 1.14 shows that for both hotspot models, the \( HCN \)s generated using the MLE parameter estimates match the observed CEU \( HCN \) quite well. The current population size is estimated to be \( \sim 10,000 \) when using both recombination models. There was a severe population size reduction (\( \sim 4.2\text{-}6.6\% \) of the current size) lasting 260-552 generations (see Figure 1.15 for the 2-dimensional profile likelihood surface). The bottleneck began approximately 1017-1437 generations ago.

Based on the two-dimensional profile likelihood surface (Figure 1.16), we estimate that the bottleneck began \( (t_{cur}+t_{mid}) \) 1500 generations ago---37,500 years, assuming 25 years/ generation when using either hotspot model. Notably, the oldest start time within the asymptotic 95% CI (3 log-likelihood units, for 2 df) is 1600 generations, or 40,000 years for the Schaffner hotspot model, and 1900 generations (47,500 years) for the empirical hotspot model.

One potential concern with using SNPs from the Perlegen SNP discovery project is that it contains a lot of missing data, resulting in some fraction of SNPs having been discovered in a smaller sample. To determine what affect this had on the inference of the bottleneck parameters, we examined the depth of the SNP discovery panel for the 615,415 SNPs used in constructing the \( HCN \) statistic used for demographic inference in the Perlegen CEU sample. We found that 11.8\% of these SNPs were discovered by comparing fewer than 8 chromosomes. We removed these SNPs and re-computed the \( HCN \) statistic from the Perlegen CEU data (now with 8174 windows) and re-estimated the bottleneck parameters using the Schaffner recombination hotspot model. We found identical MLEs for the parameters as in our original analysis.
Figure 1.14: Observed $HCN$ statistic for the Perlegen CEU sample and the $HCN$ statistics for the best-fitting demographic models based on the Schaffner hotspot model and the empirical hotspot model. Windows based on genetic distance were defined using the LDHat genetic map (see Methods). See Table 1.2 for the parameter values generating the best-fitting $HCN$ statistics. Note, the bins shown in the figure were the same ones used when inferring parameters.
Figure 1.15: 2D-profile likelihood plot for $t_{mid}$ vs. $N_{mid}/N_{cur}$ for the Perlegen CEU data inferred using the Schaffner hotspot model and empirical hotspot model. Contours are every 3-log-likelihood units. The inner pink contour denotes the region of points where the log-likelihood is < 3-log likelihood units from the MLE.
Figure 1.16: 2D-profile likelihood plot for $t_{cur}$ vs. $t_{mid}$ for the Perlegen CEU data inferred using the Schaffner hotspot model and empirical hotspot model. Contours are every 3-log-likelihood units. The inner pink contour denotes the region of points where the log-likelihood is $< 3$-log likelihood units from the MLE. Note the jaggedness of the contours is due to the relatively course grid used to estimate parameters combined with Monte Carlo error.
1.5 Discussion

We have proposed a flexible approximate likelihood method to estimate demographic parameters using haplotype summary statistics. We have shown that accurate estimates of demographic parameters can be made using genome-wide SNP datasets of practical size. To the best of our knowledge, this is one of the first studies to estimate parameters in a demographic model in a likelihood framework using haplotype patterns from genome-wide SNP genotype data. Furthermore, we have addressed many complications that arise in the analysis of genome-wide data, such as recombination rate heterogeneity, errors in the estimated genetic map, haplotype phase uncertainty, and ascertainment bias. Provided that good genetic maps are available, our method could be applied to SNP data from other species, such as dogs and cattle, to estimate domestication bottleneck parameters.

One of the major disadvantages of our approach is its dependence on accurately modeling the distribution of recombination rates across the genome. Our simulations have shown that errors in the genetic map can cause poor performance. Therefore, we suggest only applying our method when there is an accurate genetic map for the species in question. We suggest incorporating a distribution on $c_{\text{window}}$ to allow for errors in the estimated genetic map. However, as the quality and resolution of genetic maps continue to improve, the utility and accuracy of our method will also continue to increase. For species where recombination rates vary at the fine scale, it is crucial to incorporate some model of recombination hotspots. Here for the Perlegen CEU data, we have implemented a parametric model as well as empirical estimates based on LD patterns. A similar influence of the assumed recombination rate on the demographic parameter estimates was noted in Thornton and Andolfatto (2006), who used the variance in the number of haplotypes across windows as one of their summary statistics. We recommend, as done in Thornton and Andolfatto (2006), using
different recombination models and then comparing the final results to assess how
dependent the estimates are on the assumed recombination model. While the
dependence of our method on accurate estimates of the recombination rate is not ideal,
we point out that many previous methods in molecular evolution and population
genetics are dependent on accurate estimates of the mutation rate, and will be biased if
erroneous estimates are used.

We also assume that the genetic map remains constant over time and is the
same across populations. Recombination hotspots do not appear in the same locations
in chimps and humans despite a high level of sequence identity (Ptak et al. 2005;
Winckler et al. 2005). It has therefore been speculated that recombination hotspots are
not permanent features of the genome, and evolve on a time-scale of at least tens of
thousands of years (Jeffreys et al. 2005). However, it appears that the time scale over
which many hotspots evolve is older than 100,000 years, and because this is long
enough to alter patterns of LD, temporal changes in hotspots on this timescale will not
have such a severe impact on our method. Hotspots that evolve over shorter time
scales, or are population specific may have a larger effect on our method. This effect
is hard to quantify since the prevalence of rapidly evolving or population specific
hotspots, other than the existence of a few examples (Jeffreys et al. 2005; Clark et al.
2007), remains largely unknown. Encouragingly, a recent paper (Henthenthal et al.
2006) found that genotype-specific recombination events would not substantially
affect LD patterns, boding well for our method.

We have found that the $HCN$ statistic constructed from computationally phase-
inferred data differs from the true $HCN$. Simply treating the phase inferred haplotypes
as the true haplotypes will likely give biased parameter estimates. Thus, when
analyzing data from unrelated individuals, it is important to consider errors induced in
the phasing process. We suggest doing this by inferring phase for the coalescent
simulations used to estimate $HCN$. Our simulations suggest that using Clark’s phasing algorithm works well for this purpose. However, some information is lost by this procedure (Figure 1.7; Table 1.1), and we therefore recommend, where available, using data from trios, where haplotype phase can be inferred with great accuracy, to maximize the information in the data.

It has been suggested (Conrad et al. 2006) that haplotype statistics may be less susceptible to SNP ascertainment bias than statistics based upon SNP frequencies. Here, we have extensively investigated whether this holds true for the $HCN$ and $H_{pair}$ statistics under a variety of demographic and ascertainment conditions. Encouragingly, we found that the $HCN$ statistic is reasonably robust to SNP ascertainment bias provided that the SNP discovery sample is sufficiently deep. The reason for this is that we focus on subsets of common SNPs, rather than on rare SNPs. However, the $H_{pair}$ statistic was very susceptible to ascertainment bias (Figure 1.2 and APPENDIX 1), suggesting that all haplotype statistics are not equally affected by ascertainment bias, and it will be necessary to explicitly evaluate, as we have done here, whether ascertainment bias affects a particular haplotype statistic.

The sizes of the SNP discovery and genotype samples play an important role in determining the effect of ascertainment bias on the $HCN$ statistic. Interestingly, generating the $HCN$ from SNPs ascertained uniformly using two chromosomes of known ethnicity (as done by Keinan et al. 2007) would result in a very different $HCN$ statistic than that expected without ascertainment bias (Figures 1.9-1.11), which would result in biased inference. Though not considered here, it is in principle possible to estimate the expected $HCN$ statistic conditional on this particular ascertainment strategy, and application of such an estimate would reduce this bias.

We have found that SNP discovery sample sizes of at least 12 total chromosomes should be sufficient to result in the $HCN$ statistic from ascertained SNPs.
to match the expected $HCN$ when considering genotype samples of 40 or 120 chromosomes. Furthermore, we have shown that our method can reliably infer several bottleneck parameters when SNPs were ascertained in the manner. As the SNP discovery sample size increases, performance of our method would continue to improve and become closer to that for the case of no ascertainment bias, since a larger SNP discovery sample will capture more of the SNPs in the genotype sample. These results are especially encouraging since Perlegen’s SNP discovery effort used 20-50 chromosomes where ~12 chromosomes were of African American ancestry and ~12 chromosomes were of European ancestry, with the remainder being Mexican American, Asian American, and Native American (Collins et al. 1998; Hinds et al. 2005).

Furthermore, we have found that the size of the SNP discovery sample is more important than whether or not the SNP ascertainment had been done in a particular population (see Figure 1.11). This suggests that SNPs that were ascertained in the Perlegen resequencing survey could be used to estimate demographic parameters in other populations not represented in the SNP discovery panel. It is worth noting that the two populations in our simulation study for Figure 1.11 split 5000 generations ago (125,000 years, assuming 25 years/generation) with no subsequent migration, and are thus more differentiated than many actual non-African populations that could be studied empirically.

It is important to note that the type of ascertainment bias studied here is due to the preferential genotyping of common SNPs. In all the analyses presented here, we assume that the genotyped SNPs were selected without regard to physical or genetic distance or LD patterns. Such an assumption is reasonable for the analyses of the Perlegen data presented here since Perlegen attempted to genotype all of the SNPs found in their SNP discovery process (Hinds et al. 2005). The assumption is not valid,
however, for many of the “SNP chips” that preferentially selected SNPs based upon physical distance (in the case of Affymetrix 500k) or LD patterns (in the case of the Illumina platform; Eberle et al. 2007). Since the SNPs on these platforms are not a random subset of the total variation, using our method on such data will likely give misleading results. In principle, it should be possible to modify our method to model the SNP selection process in the inference, which would allow our method to be applied to the large-scale SNP genotype datasets that have been collected, such as the HGDP dataset (Jakobsson et al. 2008; Li et al. 2008).

For the analysis of the CEU data, we used two different models of recombination rate variation. Overall, the results using both models are qualitatively similar, suggesting that our method is somewhat robust to minor mis-specification of the recombination hotspot model. We also find that the single-parameter 95% CIs from the profile likelihood overlap for all five parameters estimated (Table 1.2; Figure 1.17). Nevertheless, the five-dimensional 95% CIs do differ between the two recombination models, mainly due to the fact that $t_{cur}$ is greater under the empirical hotspot model than the Schaffner hotspot model.

The time we inferred that the CEU bottleneck began (~37, 500 years) ago is too recent to coincide with the accepted dates for the Out-of-Africa bottleneck, which is believed to have occurred 40,000-80,000 years ago (Reed and Tishkoff 2006). Thus, our estimate may coincide with an additional bottleneck associated with the founding of Europe, which likely took place 30,000-40,000 years ago (Barbujani and Goldstein 2004). Alternatively, our estimated start time of the bottleneck may represent an average time over several bottlenecks, including the Out-of-Africa bottleneck and a more recent bottleneck, perhaps associated with the Last Glacial
Figure 1.17: Likelihood profiles for the five CEU bottleneck parameters inferred using the Schaffner hotspot model (black) and the empirical hotspot model (red). The dashed line denotes the approximate 95% confidence interval.
Maximum which began \(\sim 18,000\) years ago (Barbujani and Goldstein 2004). Further work considering multiple European populations and multiple bottlenecks may help resolve this question.

How do our estimates of the bottleneck parameters for the CEU match with published estimates? Voight \textit{et al.} (2005) may not be directly comparable to our study since their analysis considered a Southern European sample and ours used individuals with Northwestern European ancestry, and differences in haplotype diversity between these two regions have been noted (Lao \textit{et al.} 2008). Nevertheless, our estimates of \(t_{\text{mid}}\) and \(N_{\text{mid}}/N_{\text{cur}}\) fall within their confidence regions. Their bottleneck start times (40,000 years) and current and ancestral population size estimates (\(\sim 10,000\)) also agree with ours. Our estimates of the time the bottleneck ended is also consistent with that found using the decay of pairwise LD. Reich \textit{et al.} (2001) found evidence for a bottleneck 800-1600 generations ago (our MLE is 1500 generations). We find evidence for a more severe bottleneck than previously estimated (Adams and Hudson 2004; Marth \textit{et al.} 2004; Keinan \textit{et al.} 2007) which could reflect the importance of considering LD-based information in the inference since these studies are all based on the frequency spectrum, and the other study that considers summary of LD (Voight \textit{et al.} 2005), cannot reject such a severe bottleneck. Alternatively, there could be some other important factors in European population history not captured by these simple bottleneck models which may affect the frequency spectrum and LD patterns differently. Finally, we cannot exclude the possibility that we have overestimated the bottleneck intensity due to greater heterogeneity in the recombination rate than what was included in our hotspot models. In short, improved confidence in the fine-scale genetic map will allow definitive ability to discriminate between these alternative scenarios.
While we have shown that haplotype statistics can be used to estimate demographic parameters from SNP genotype data, and it has been shown that the site frequency spectrum (SFS) will give misleading results when applied to genotype data without a correction for ascertainment bias (Nielsen et al. 2004; Clark et al. 2005), one important question is whether haplotype summary statistics will provide additional information that is important for inference when full genome-wide resequencing data are available and it is possible estimate the SFS accurately? We examined whether the HCN statistic discriminates between two different demographic models that have similar SFSs. We focused on a demographic model that included ancestral population structure since previous studies found that ancestral structure can result in an excess of long-range LD (Wall 2000b; Plagnol and Wall 2006). Specifically, we found that for certain subsets of the parameter space (the ms command lines giving the parameters used to generate Figure 1.18 are given in APPENDIX 1) population growth with ancestral structure can create a similar SFS to that expected under population growth without ancestral structure. Close inspection of Figure 1.18 reveals a very slight uptick in the proportion of high frequency derived SNPs in the population growth with structure SFS as compared to the growth without structure SFS, which is the expected signal of ancestral population structure. However, this effect is very subtle and in practice may be attributed to mis-identification of the derived allele, rather than ancestral population structure (Hernandez et al. 2007a). Note that while the magnitude of growth in the structure and panmictic cases are different, the growth with structure case still has an excess of low frequency SNPs (Figure 1.18) which would often be interpreted as evidence for population growth. The insert within Figure 1.18 shows the count of the most common haplotype versus the number of haplotypes for 10,000 windows simulated under the two demographic models described above.
Figure 1.18: Comparison of the expected SFS for ancestral population structure combined with population growth to that expected with just population growth. The insert shows the frequency of the most common haplotype versus the number of haplotypes per simulated window for the same two demographic models. Note that the SFS for the two models appear similar, but that there is an excess of windows where the most common haplotype is at high frequency in the population structure combined with growth demographic model (see Discussion).

Note the growth with structure model has an excess of windows where the most common haplotype is at higher frequency and an excess of windows with a fewer number of haplotypes compared to the pure growth model. Thus, this is a case where two demographic models that cannot be readily differentiated on the basis of the SFS can be distinguished easily using haplotype patterns. The reason for this is as follows: population growth results in an excess of low-frequency SNPs, and for the parameters used here, population structure results in an excess of both low-frequency and high-frequency derived alleles. The resulting SFSs in Figure 1.18 have been affected by
both these forces, but the excess of low-frequency SNPs is the predominant feature. Since ancestral population structure results in some genealogies having longer internal branches, any mutations occurring on these branches will be in LD with each other, leading to fewer distinct haplotypes in the sample and the most common haplotype occurring at higher frequency. Additionally, since the SFS treats all SNPs as being independent, haplotype patterns capture more information regarding the local genealogy within a window than the SFS does. In other words, many of the high-frequency derived SNPs in the sample are clustered in certain windows, but this pattern is missed in the SFS since it treats all SNPs as being exchangeable. Notably, summaries of the SFS performed on a local scale may be better at distinguishing these two models.

It is important to point out that the $HCN$ statistic has been designed to be used on ascertained SNP data, where the number of SNPs in a particular window of the genome is affected by the ascertainment process. Consequently, we deliberately did not use the number of SNPs in constructing the $HCN$ statistic. To analyze full-resequencing data in a haplotype framework, a more powerful approach would also make use of information about the number of SNPs in each window (Innan et al. 2005). The $HCN$ statistic can be modified to include this information, suggesting that haplotype patterns based on full-resequencing data will be even more informative than described here. Thus haplotype statistics, including the $HCN$ statistic, will remain relevant for demographic inference even when ascertainment bias is no longer an issue.

The example above suggests that combining the SFS and $HCN$ statistic may present a powerful approach to distinguish between complex demographic scenarios. Further work combining the two statistics for demographic inference is ongoing. Another possible extension of our method would be to jointly model two populations
in an isolation-migration framework (proposed by Nielsen and Wakeley 2001) where the data are summarized by the $HCN$ statistic for shared and population specific haplotypes. Finally, instead of using standard coalescent simulations to find the expected $HCN$ statistic for a given demographic scenario, we could instead approximate the coalescent using the sequentially Markov coalescent (McVean and Cardin 2005; Marjoram and Wall 2006). Doing so would reduce the computational burden of the method and would also allow for greater values of $c_{\text{window}}$ to be used.
CHAPTER 2

COMPARING PATTERNS OF LINKAGE DISEQUILIBRIUM ON THE HUMAN X CHROMOSOME AND AUTOSOMES

2.1 Abstract

Population genetic theory predicts that under simple demographic models, the X chromosome in humans should have 3/4 the effective population size as the autosomes. Additionally, the X chromosome differs from the autosomes since it does not recombine in males. For these reasons, levels of linkage disequilibrium (LD) on the X chromosome are predicted to be higher than on the autosomes. Here we use population genetic methods to quantify the amount of LD on the X chromosome and the autosomes. In particular, we use LD patterns to estimate the ratio of the effective population size on the X chromosome ($N_X$) and on the autosomes ($N_{Auto}$). Overall, we find that $N_X/N_{Auto}$ is greater than 0.75, indicating that there is too little LD on the X chromosome relative to what is expected based on LD patterns from the autosomes. Using unphased diploid genotypes, we also reject a model where $N_X/N_{Auto} = 0.75$ in regions of low recombination. We discuss several possible explanations for lower than expected levels of LD on the X chromosome, including sex-biased demography, natural selection, and higher levels of gene conversion on the X chromosome than on the autosomes.

---

2 Lohmueller, K.E., J.D. Degenhardt, C.D. Bustamante, A.G. Clark, In preparation.
2.2 Introduction

Since the human X chromosome is present in two copies in females, but only in one copy in males, it has population genetic properties that differ from the autosomes. For example, if there are an equal number of breeding males and females in the population, the effective population size on the X chromosome ($N_X$) is expected to be $\frac{3}{4}$ that of the autosomes ($N_{auto}$), since there are three X chromosomes for every four autosomes contained in every male-female pair (Hedrick 2007). Additionally, it is predicted that natural selection will act differently on the X chromosome than on the autosomes. Beneficial recessive mutations on the X chromosome will be immediately exposed to selection in the hemizygous males, thus allowing selection to operate more efficiently on the X chromosome relative to the autosomes (Charlesworth et al. 1987; Begun and Whitley 2000; Singh et al. 2008). As a result, more neutral genetic variation linked to a selected site will be removed on the X chromosome than on the autosomes. Similarly, recessive deleterious mutations should be eliminated more efficiently on the X chromosome than the autosomes. Consequently, since fewer neutral mutations will be linked to deleterious mutations on the X chromosome, neutral variation will be reduced less on the X chromosome than on the autosomes due to background selection (Charlesworth et al. 1987; Charlesworth et al. 1993; Begun and Whitley 2000; Singh et al. 2008). Finally, the X chromosome undergoes less recombination on average than the autosomes do (Hedrick 2007). This occurs because the X chromosome only recombines in females, while the autosomes recombine in both males and females.

The differences between the X chromosome and the autosomes discussed above have important implications for comparing patterns of genetic variation on the X chromosome to the autosomes. Namely, the simplest model, assuming strict neutrality and an equal number of breeding males and females predicts, that $N_X/N_{auto} =$
0.75. Two recent studies have tested whether patterns of genetic variation are consistent with this expectation. Hammer et al. (2008) and Keinan et al. (2009) compared levels of nucleotide diversity on the X to that on the autosomes. Keinan et al. (2009) also compared patterns of population differentiation on the X and autosomes and the frequency spectrum of single nucleotide polymorphisms (SNPs) on the X and the autosomes. Both studies rejected this simple model in non-African populations. However, they disagreed as to whether $N_X/N_{Auto}$ was >0.75 or <0.75. Furthermore, for an African population, Keinan et al. (2009) failed to reject a simple model where $N_X/N_{Auto} = 0.75$, while for other African populations, Hammer et al. (2008) did reject $N_X/N_{Auto} = 0.75$. It is unclear why the studies disagreed, especially since the analysis of nucleotide diversity in Keinan et al. (2009) is similar to the type of analyses used in Hammer et al. (2008). However, the two studies considered different genomic regions on the X chromosome. Hammer et al. (2008) studied regions of high recombination far away from genes, while Keinan et al. (2009) analyzed a random assortment of genomic regions across the chromosome. The differences in the genomic regions surveyed may be partially responsible for the differences in the results.

All the analyses in Hammer et al. (2008) and Keinan et al. (2009) consider every SNP to be independent of each other, and do not use any information from the correlation patterns of alleles at different SNPs (termed linkage disequilibrium, LD). Patterns of LD have been important in population genetics since they contain information regarding demographic history (Reich et al. 2001; Garrigan et al. 2005; Conrad et al. 2006; Hellenthal et al. 2008; Auton et al. 2009; Lohmueller et al. 2009) as well as how recombination operates across the genome (Reich et al. 2002; Wall and Pritchard 2003; Crawford et al. 2004; McVean et al. 2004a; Ptak et al. 2004; International HapMap Consortium 2005; Jeffreys et al. 2005; Myers et al. 2005; Ptak
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et al. 2005; Winckler et al. 2005a; Clark et al. 2007; International HapMap Consortium 2007). Thus, comparing patterns of LD on the X chromosome to the autosomes may reveal important insights about sex-biased demographic history or different recombinational process on the X chromosome and the autosomes. Since the simple model of an equal number of breeding males and females predicts that $N_X/N_{Auto} = 0.75$, the per-generation population scaled recombination rate, $\rho$, will be smaller on the X chromosome than on the autosomes. Furthermore, since the X chromosome does not recombine in males, the sex-averaged recombination rate will be smaller on the X chromosome than on the autosomes. Thus, considering both these factors, the simplest model suggests that there should be increased LD on the X chromosome relative to what is seen on the autosomes.

It is unclear whether previous studies of genome-wide LD patterns were consistent with this prediction. For example, Li et al. (2008) found smaller estimates of $\rho$ (suggestive of increased LD) on the X chromosome than on the autosomes after normalizing for recombination rate differences. However, these estimates were often larger than $\frac{3}{4}$ those of the autosomes. Furthermore, Tenesa et al. (2007) estimated $N_X$ and $N_{Auto}$ from pairwise patterns of LD. Their estimates of $N_X$ were larger than $\frac{3}{4}$ those of the autosomes. It is difficult to interpret whether these results are consistent with the simple prediction that $N_X/N_{Auto} = 0.75$, since neither of these studies used population genetic models to formally test such a hypothesis. Additionally, these studies relied on data from genotyping assays without controlling for, or evaluating the effect of, the lower SNP density observed on the X chromosome relative to the autosomes (International HapMap Consortium 2005; International HapMap Consortium 2007).

Here we perform a systematic analysis of patterns of LD on the X chromosome and the autosomes. We summarize LD across genomic regions by the population
scaled recombination rate, $\rho$, since it provides a quantitative summary of LD that can be interpreted in a population genetic framework. By normalizing for differences in recombination rate, we can then estimate $N_X/N_{Auto}$ for different human populations. We use extensive coalescent simulations accounting for demography, recombination hotspots, SNP ascertainment, and bias in the estimation process to test whether the patterns of $\rho$ are consistent with $N_X/N_{Auto} = 0.75$. For all analyses in both populations studied, we find that $N_X/N_{Auto}$ is greater than 0.75. In some cases, we can reject a model where $N_X/N_{Auto} = 0.75$. We discuss several possible evolutionary explanations for lower than expected levels of LD on the X chromosome.

## 2.3 Materials and Methods

### Analysis of HapMap data

Our first set of analyses used the “consensus” phased haplotypes for the CEU (consisting of individuals from Utah with Northwestern European ancestry) and YRI (consisting of Yoruba individuals from Ibadan, Nigeria) populations from the Phase II HapMap (release 21; International HapMap Consortium 2007). The “consensus” set only includes those SNPs that were assayed in all three HapMap populations. We focused on the CEU and YRI populations since these populations consisted of 30 sets of parents and offspring (trios). Data from the children should allow haplotype phase to be estimated very accurately (Marchini et al. 2006). Since our analysis involves comparing LD patterns on the X chromosome to those on the autosomes, and since males have only one X chromosome, we only used the haplotypes from the 30 unrelated females in each of the two populations. Using only females for both the X chromosome and autosomes provides us with the same sample sizes for both analyses, which should provide comparable accuracy in the estimation of $\rho$ for both types of data.
We also repeated our analyses using unphased diploid genotypes taken from the Phase II HapMap (release 23; International HapMap Consortium 2007). Again, we only used genotypes from the 30 unrelated females in each of the two populations to provide similar sample sizes and similar accuracy in the estimation of $\rho$ on the X and autosomes.

We performed two sets of analyses, the first focusing on regions of the genome with high rates of recombination and the second focusing on regions of the genome with lower rates of recombination. Specifically, for the regions of high recombination, we divided the X chromosome and the autosomes into non-overlapping windows of 5 Mb where the average recombination rate for each of these 5 Mb regions was between 5.6-6.4 cM/Mb. For the regions of low recombination, the average recombination rate for each of the 5 Mb regions was between 3.6-4.4. We estimated the average recombination rate for each 5 Mb region using the deCODE genetic map downloaded from the UCSC Genome Browser (Kong et al. 2002). Note, we used the sex-averaged recombination rates for the autosomes and the female recombination rate for the X chromosome, since males do not recombine on the X chromosome. We chose to use 5 Mb windows since the deCODE genetic map should have sufficient resolution to provide an accurate estimate of the recombination rate at this scale (Kong et al. 2002). We analyzed regions of high and low recombination separately since natural selection has a larger impact on patterns of linked neutral variation in regions of the genome with low recombination rates (Kaplan et al. 1989; Begun and Aquadro 1992; Andolfatto and Przeworski 2001; Andolfatto 2001). By analyzing regions of high and low recombination separately, it should be easier, in principle, to assess whether our results are driven by hitchhiking or background selection in regions of reduced recombination.
For each 5 Mb region, we considered SNPs that were polymorphic in the sample of 30 females from both the CEU and YRI populations. The smallest number of SNPs fulfilling this criterion across both X and autosomal windows, denoted \( M \), for the regions of high recombination using the phased haplotypes was 1115. Because the number of SNPs within a window will have an impact on the precision of our estimates of \( \rho \) (Auton and McVean 2007), we selected \( M = 1,100 \) SNPs from each 5 Mb region. Let \( P(K_{i,j}) \) be the probability of retaining SNP \( i \) in window \( j \). Then
\[
P(K_{i,j}) = \frac{M}{L_j},
\]
where \( L_j \) is the total number of SNPs in window \( j \). Unless otherwise noted, the same set of SNPs were used in both the CEU and YRI populations. However, when comparing our empirical results to simulations that only use single-population demographic models, we independently selected SNPs from the CEU and YRI populations, with the only restriction being that the chosen SNPs were polymorphic within the population of interest, without regard to whether or not they were polymorphic in the other population. We used a similar procedure to select SNPs for the high recombination dataset when performing the analysis on the unphased genotypes, except here we selected 1200 SNPs per region. In the low recombination dataset, we selected 1000 SNPs per region for the phased haplotype analysis and 700 SNPs per region for the analysis using unphased genotypes.

**Estimating \( \rho \)**

We estimated the population scaled recombination rate, \( \rho \), for each 5 Mb region of the genome using the “interval” program in the LDhat package (McVean et al. 2004). We used this program since it allows for recombination rate heterogeneity within a region of the genome which is known to occur in humans (McVean et al. 2004). We ran LDhat on the CEU and YRI populations separately. We used \( 1.5 \times 10^6 \)
MCMC iterations, with a burn-in of $1 \times 10^5$ iterations, and retaining one out of every 2000 iterations thereafter. A block penalty of 10 was used. To obtain a point estimate of $\rho$, we took the median over the 750 values of $\rho$ from the posterior distribution.

*Estimating $\hat{N}_X / \hat{N}_{Auto}$ from $\rho$*

The population scaled recombination rate, $\rho$, is determined by both the per-sequence sex-averaged recombination rate and the overall size of the population. This relationship is given by, $\rho = 4N_e r$, where $N_e$ is the effective population size and $r$ is the sex-averaged per-sequence recombination rate. Thus, given the estimate of $\rho$ obtained from the LDhat program as described above, combined with an estimate of the recombination rate from a genetic map, we can obtain an estimate of the population size. Let $\hat{\rho}_X^i$ be the estimate of $\rho$ obtained from the LDhat program for the $i$th window on chromosome X and $\hat{\rho}_{Auto}^i$ be the estimate of $\rho$ obtained from the LDhat program for the $i$th window on the autosomes. Then we can calculate $\hat{\rho}_X$ by summing the estimates over all $j$ windows on the X chromosome,

$$\hat{\rho}_X = \sum_{i=1}^{j} \hat{\rho}_X^i. \quad (2.2)$$

Let $r_X^i$ be the estimate of the total genetic distance for the $i$th window on chromosome X obtained from the sex-averaged deCODE genetic map (Kong et al. 2002). Then the total genetic distance on the X chromosome can be calculated by summing over all $j$ windows,

$$r_X = \sum_{i=1}^{j} r_X^i. \quad (2.3)$$

The same process is used to find $\hat{\rho}_{Auto}$ and $r_{Auto}$. An estimate of $\hat{N}_X$ is found from

$$\hat{N}_X = \frac{\hat{\rho}_X}{4r_X}, \quad (2.4)$$

and an estimate of $\hat{N}_{Auto}$ is found from
\[ \hat{N}_{\text{Auto}} = \frac{\hat{p}_{\text{Auto}}}{4r_{\text{Auto}}} \]  

(2.5).

The above conversions require the use of the sex-averaged recombination rates on the X chromosomes and the autosomes. The sex-averaged recombination rate on the autosomes in humans is simply the arithmetic average of the male- and female recombination rates

\[ r_{\text{Auto}} = \frac{1}{2} \left( r_{\text{Auto\_female}} + r_{\text{Auto\_male}} \right) \]  

(2.6).

Since males do not recombine on the X chromosome, and the X chromosome spends 2/3 of its time in females (regardless of the sex ratio in the population), the sex-averaged recombination rate on the X chromosome is 2/3 the female recombination rate,

\[ r_x = \frac{2}{3} r_{x\_female} \]  

(2.7).

Further explanation of these formulas can be found in Hedrick (2007).

Coalescent simulations

We undertook a series of coalescent simulations using different demographic models and values of \( N_X / N_{\text{Auto}} \) to help interpret our estimates of \( \hat{N}_X / \hat{N}_{\text{Auto}} \) obtained in the YRI and CEU populations. Specifically, we used the coalescent simulations to 1) obtain a bias-corrected estimate of \( \hat{N}_X / \hat{N}_{\text{Auto}} \), 2) test whether the \( \hat{N}_X / \hat{N}_{\text{Auto}} \) ratio obtained from the HapMap data were compatible with \( N_X / N_{\text{Auto}} = 0.75 \), and 3) test whether a single value of \( N_X / N_{\text{Auto}} \) for both the CEU and YRI populations is likely to match the estimates of \( \hat{N}_X / \hat{N}_{\text{Auto}} \) obtained from these two populations.

Demographic models

We analyzed a total of five demographic models for the CEU and YRI populations. First, the “Schaffner” model considers the CEU and YRI populations
jointly (Schaffner et al. 2005). This model also includes migration between Africa and Europe as well as between Africa and East Asia (though we do not include any sampled chromosomes from the East Asian population). This model has been widely used in other population genetic studies and has been found to fit some attributes of empirical data reasonably well (Schaffner et al. 2005; Coop et al. 2009). By jointly modeling the CEU and YRI population together, this model allows us to test whether the same value of $N_X / N_{Auto}$ in both populations can match the observed values in both populations. The second model used for African demography, termed “SNM”, is simply a constant size population of 10,000. The third model used for African demography, termed “Growth”, is the growth model that Keinan et al. (2007) had fit to the YRI data. This model includes an ancient ~1.8 fold expansion. For the CEU population, we also considered two additional bottleneck models. The first one, termed “Keinan” is the two bottleneck model that Keinan et al. (2007) had fit to the CEU data. The final bottleneck model termed “Lohmueller” was a bottleneck model fit to the CEU data using a haplotype-based inference approach (Lohmueller et al. 2009).

Simulation strategy

To perform coalescent simulations using the demographic models described above, we used the program macs since this program allows rapid simulation of large genomic regions (Chen et al. 2009). For each demographic model and value of $N_X$ or $N_{Auto}$, we simulated 100 datasets. For the X chromosome, each dataset consisted of the same number of 5 Mb regions as in the HapMap data (9 for the high recombination dataset and 7 for the low recombination dataset) with average recombination rates matching the sex-averaged rates for the 5 Mb regions in the HapMap data estimated from the deCODE genetic map. For the autosomes, each dataset consisted of 134 or 110 5 Mb regions, for the high and low recombination datasets, respectively, with
average recombination rates matching the average rates for the regions in the HapMap data estimated from the deCODE genetic map. We then estimated $\hat{N}_x / \hat{N}_{\text{Auto}}$ from each simulated dataset by running LDhat on it using the same settings as used on the observed data.

Recombination rate models

The average recombination rates for each simulated 5 Mb region matched the sex-averaged rates from the HapMap data as estimated from the deCODE genetic map. Since recombination rates in humans are known to vary at a fine scale (McVean et al. 2004; International HapMap Consortium 2007), we also modeled recombination hotspots. To do this, we used the LDhat-based genetic map as estimated by the International HapMap consortium (International HapMap Consortium et al. 2007). This map provided a guide as to the relationship between genetic distance and physical distance at many different points along each 5Mb region. The macs program allows the user to supply a mapping of how the recombination rate changes along the sequence. This feature was used in our simulations.

Matching SNP density and SNP frequencies

Since the SNPs included in the HapMap project are more likely to be at higher frequency than a random set of SNPs sampled from the genome (International HapMap Consortium 2007), we tried to match the frequency spectrum of the SNPs in our coalescent simulations to the frequency spectrum of SNPs in the HapMap data. This was done in one of two ways, depending on whether we were simulating the CEU and YRI populations separately or together. When simulating the two populations separately, for each 5 Mb region in the HapMap data, we tabulated the proportion of SNPs where the minor allele was at frequency 1/60, 2/60, …, 30/60. These proportions were then used in the macs simulation (by using the –F flag) to thin the simulated SNPs such that the frequency distribution for the simulated region
matched the observed frequency distribution for that window. When simulating the two populations together, we used a similar approach as described above, but we considered the frequency distribution over both populations together. In other words, we tabulated the proportion of SNPs at frequency 2/120, 3/120, ..., 60/120. The 120 comes from the total number of chromosomes used in both the CEU and YRI samples (60 CEU + 60 YRI). Note, there were no SNPs with minor allele frequency of 1/120 since we only considered SNPs that were polymorphic in both the CEU and YRI populations in the analysis of both the real data and the simulations.

As described above, we thinned the number of SNPs per window in the HapMap data to be the same on the X and the autosomes. We followed a similar process for the simulated data. This was done by using a value the population scaled mutation rate ($\theta$) in the simulations that would give many more than $M$ SNPs, even after filtering SNPs to match the frequency spectrum as described above. Then, similar to what was done in the observed data, we retained each SNP in within a simulated window with probability $M/L$, where $L$ is the number of SNPs in the simulated window, and $M$ is the desired number of SNPs to be retained in the particular dataset. Note, when modeling the CEU and YRI populations together, we only kept those SNPs that were polymorphic in both populations.

The above strategy should approximately allow the number of SNPs per window and frequency spectrum in the simulations to match those in the observed data. Some subtle differences will exist between the HapMap frequency spectrum and the simulated frequency spectrum since in the simulations, we matched the frequency spectrum using many more than $M$ SNPs, and then dropped SNPs to have $M$ SNPs per window. Dropping SNPs after matching the frequency spectrum may cause the two spectra to match less well. Nevertheless this simulation strategy allows us to better match the HapMap frequency spectrum than would standard coalescent simulations.
Obtaining bias-corrected estimates

Based on application of LDhat to estimate \( \hat{N}_X / \hat{N}_{Auto} \) from datasets simulated under a variety of demographic models, we find that the estimates are sometimes biased (i.e. the average of the estimates is not equal to the true \( N_X / N_{Auto} \) ratio used to simulate the data). Since the bias can be reproduced in simulations, we can measure its magnitude for different demographic models and input values of \( N_X / N_{Auto} \) and then remove the bias in estimates obtained from the HapMap data. To do this, for each demographic model and several different input values of \( N_X / N_{Auto} \), we simulated 100 genome-wide datasets and estimated \( \hat{N}_X / \hat{N}_{Auto} \) for each dataset. We then plotted the mean (over the 100 datasets) \( \hat{N}_X / \hat{N}_{Auto} \) versus the actual input value used in the simulations (\( N_X / N_{Auto} \)). Linear interpolation was used to obtain a bias corrected point estimate of \( \hat{N}_X / \hat{N}_{Auto} \) for the CEU and YRI HapMap data.

We obtained 95% confidence intervals (CIs) on our estimates of \( \hat{N}_X / \hat{N}_{Auto} \) using non-parametric bootstrapping. This was done by sampling 5 Mb regions with replacement (matching the observed number of regions as in our actual dataset) on the X chromosome and on the autosomes. We then re-calculated \( \hat{N}_X / \hat{N}_{Auto} \) for each bootstrap replicate. We then define the CI as \( \hat{N}_X / \hat{N}_{Auto} \pm 1.96\sigma \), where \( \hat{N}_X / \hat{N}_{Auto} \) is the bias-corrected estimate obtained from the original dataset and \( \sigma \) is the standard deviation of the estimates across bootstrap replicates.

Testing hypotheses

We also used coalescent simulations to test whether our estimates of \( \hat{N}_X / \hat{N}_{Auto} \) from the HapMap data would be unusual if the true \( N_X / N_{Auto} \) ratio was 0.75. To do this, we simulated 100 genome-wide datasets matching our observed data as described above, assuming that \( N_X / N_{Auto} = 0.75 \). We then used LDhat to estimate \( \hat{N}_X / \hat{N}_{Auto} \) for each of the simulated datasets. We then compared our observed estimates from the HapMap data to the distributions of the estimates from the
simulations. We assessed the fit of the model to the estimated $\hat{N}_X / \hat{N}_{Auto}$ ratio from the HapMap data by calculating two $P$-values: $P_{\text{empirical}}$ is simply the fraction of simulation replicates that are further away from the mean of the simulations replicates than the observed estimate, and $P_{\text{normal}}$ is the probability that the observed $\hat{N}_X / \hat{N}_{Auto}$ ratio from the HapMap data falls in the extreme tail of a normal distribution with the mean and variance estimated from the simulation replicates. Note, since we are testing the null hypothesis that $N_X / N_{Auto} = 0.75$, all of the $P$-values presented here are from two-sided tests which will reject the null hypothesis if the observed values are too high or too low. The same approach was used to test whether our estimates of $\hat{N}_X / \hat{N}_{Auto}$ from the CEU HapMap data would be unusual if the true $N_X / N_{Auto}$ ratio was 0.635.

We also tested whether the same $N_X / N_{Auto}$ value would be compatible with our observed estimates from the CEU and YRI populations. This was done the same way as described above, except here we compared the estimates from the two populations to the joint distribution of CEU and YRI estimates simulated from the Schaffner demographic model.

### 2.4 Results

**Comparison of LD patterns on the X vs. autosomes**

We used LDhat to estimate the population scaled recombination rate, $\rho$, from the HapMap data. As such, $\rho$ is a summary of LD, where lower estimates of $\rho$ are compatible with higher amounts of LD. Figure 2.1 shows the estimates of $\rho$ obtained in the CEU population vs. the YRI population for 5 Mb regions on the X chromosome (red) and the autosomes (black). For all four datasets shown in Figure 2.1, we note that the estimates of $\rho$ tend to fall below the diagonal on both the X chromosome and the autosomes, suggesting that there is more LD in the CEU population than the YRI population. This finding is expected and is consistent with previous reports (Reich *et*

![Figure 2.1: Estimates of $\rho$ for the CEU population vs. estimates of $\rho$ in YRI population in the HapMap data.](image)

Each panel denotes a different dataset. The dotted line in each panel represents the diagonal, the solid lines represent the best-fit linear regression for the X chromosome (red) and the autosomes (black). Note, overall, estimates of $\rho$ are smaller in CEU than YRI.

Interestingly, when analyzing data from the phased haplotypes (top panels), we find that the estimates of $\rho$ on the X chromosome appear to be within the distribution of the estimates obtained on the autosomes. This observation suggests that LD patterns on the X chromosome are not substantially higher than on the autosomes. When
analyzing the high recombination dataset using unphased genotypes (Figure 2.1, bottom panels), we find that the estimates of $\rho$ tend to be lower on the X chromosome relative to the autosomes.

*Estimates of $N_X/N_{Auto}$ from LD patterns*

We used the estimates of $\rho$ on the X chromosome and the autosomes to find $\hat{N}_X / \hat{N}_{Auto}$ from the HapMap data (Table 2.1).

**Table 2.1: Estimates of $\hat{N}_X / \hat{N}_{Auto}$ from the HapMap data.**

<table>
<thead>
<tr>
<th>Pop.</th>
<th>Rec. Rate¹</th>
<th>Phase²</th>
<th>Model³</th>
<th>Uncorrected $\hat{N}<em>X / \hat{N}</em>{Auto}$</th>
<th>Bias-corrected $\hat{N}<em>X / \hat{N}</em>{Auto}$</th>
<th>CI low</th>
<th>CI high</th>
</tr>
</thead>
<tbody>
<tr>
<td>YRI</td>
<td>High</td>
<td>Phased</td>
<td>Schaffner</td>
<td>1.395</td>
<td>1.319</td>
<td>1.145</td>
<td>1.637</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>SNN</td>
<td>1.323</td>
<td>1.283</td>
<td>0.998</td>
<td>1.569</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Growth</td>
<td>1.323</td>
<td>1.293</td>
<td>1.008</td>
<td>1.578</td>
</tr>
<tr>
<td></td>
<td>Low</td>
<td>Phased</td>
<td>Schaffner</td>
<td>1.133</td>
<td>0.851</td>
<td>0.603</td>
<td>1.099</td>
</tr>
<tr>
<td></td>
<td>Unphased</td>
<td></td>
<td>Schaffner</td>
<td>1.408</td>
<td>1.648</td>
<td>1.434</td>
<td>1.862</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Unphased</td>
<td>1.082</td>
<td>0.924</td>
<td>0.635</td>
<td>1.208</td>
</tr>
<tr>
<td>CEU</td>
<td>High</td>
<td>Phased</td>
<td>Schaffner</td>
<td>1.340</td>
<td>1.490</td>
<td>1.285</td>
<td>1.695</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Lohmueller</td>
<td>1.275</td>
<td>1.567</td>
<td>1.358</td>
<td>1.775</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Keinan</td>
<td>1.275</td>
<td>1.362</td>
<td>1.153</td>
<td>1.571</td>
</tr>
<tr>
<td></td>
<td>High</td>
<td>Unphased</td>
<td>Schaffner</td>
<td>1.026</td>
<td>0.789</td>
<td>0.614</td>
<td>0.964</td>
</tr>
<tr>
<td></td>
<td>Low</td>
<td>Phased</td>
<td>Schaffner</td>
<td>1.744</td>
<td>2.649</td>
<td>2.131</td>
<td>3.149</td>
</tr>
<tr>
<td></td>
<td>Unphased</td>
<td></td>
<td>Schaffner</td>
<td>1.099</td>
<td>1.117</td>
<td>0.806</td>
<td>1.428</td>
</tr>
</tbody>
</table>

¹“High” refers to the dataset consisting of regions with a high recombination rate and “Low” refers to the dataset consisting of regions with a low recombination rate.
²“Phased” indicates that the inference was run on phased haplotypes while “Unphased” indicates that the inference was done on unphased genotypes.
³The demographic model under which the simulations were done to obtain the bias-corrected estimates (see Methods).

As discussed previously, since the estimates of $\hat{N}_X / \hat{N}_{Auto}$ were sometimes biased, we use coalescent simulations under a variety of demographic models to quantify the bias which is then subtracted from the estimates. Figure 2.2 shows an example of this bias for data simulated under the Schaffner demographic model.
Figure 2.2: Bias in the estimates of $\hat{N}_X / \hat{N}_{Auto}$. Here we plot the average estimate of the $\hat{N}_X / \hat{N}_{Auto}$ ratio in simulated datasets vs. the true value used to simulate the data under the Schaffner demographic model using phased haplotypes and matching the recombination rates to those from the high recombination dataset. The solid line in each panel represents the diagonal. Unbiased estimates of $\hat{N}_X / \hat{N}_{Auto}$ would fall on this line.

Ideally, the average, across simulation replicates, of the estimates of $\hat{N}_X / \hat{N}_{Auto}$ should be equal to the value of $N_X / N_{Auto}$ used to simulate the data. In other words, the points in Figure 2.2 should all lie along the diagonal. Instead, for lower values of $N_X / N_{Auto}$ (e.g. $N_X / N_{Auto} = 0.75$), the estimates appear to be too large and for higher $N_X / N_{Auto}$ values (e.g. $N_X / N_{Auto} > 1.4$), the estimates become downwardly biased. Thus, it appears that the estimates of $\hat{N}_X / \hat{N}_{Auto}$ cannot take on the full range of values used to simulate the data and suggests that for lower rates of recombination, estimates of $\rho$ are upwardly biased, and for higher rates, estimates of $\rho$ are downwardly biased. It is also worth noting that the bias of the estimates differs between the two demographic models. The YRI demographic model includes population growth and a
very slight bottleneck (Schaffner et al. 2005). The CEU demographic model includes a more severe bottleneck (Schaffner et al. 2005). Thus, as has been noted for nucleotide diversity (Pool and Nielsen 2007), demographic departures from the standard neutral model can affect estimates of the $\hat{N}_X / \hat{N}_{Auto}$ ratio estimated in our approach. Importantly, the bias-corrected estimates of the $\hat{N}_X / \hat{N}_{Auto}$ ratio shown in Table 2.1 remove both the inherent biases in the estimation process as well as biases that result from the departures from the standard neutral demographic model. An additional consequence of this bias correction is the bias-corrected estimates obtained from the CEU and YRI populations should be similar to each other if the true underlying $N_X / N_{Auto}$ ratio is the same in these two populations.

For the high recombination regions, using phased haplotypes, we find that the bias-corrected value (using the Schaffner demographic model) of $\hat{N}_X / \hat{N}_{Auto}$ is 1.39 (1.14-1.64) for the YRI and 1.49 (1.28-1.70) for the CEU. The confidence intervals here do not contain $N_X / N_{Auto} = 0.75$, suggesting that the observed estimate of $\hat{N}_X / \hat{N}_{Auto}$ is not consistent with 0.75. When using other demographic models to perform the bias-correction (see Methods), we obtain similar results, with the bias corrected point estimates ranging from 1.28 to 1.39 in YRI and 1.36-1.57 in CEU. These estimates of $\hat{N}_X / \hat{N}_{Auto}$ appear to be much higher than the point estimates obtained in previous studies. For example, Hammer et al.’s highest point estimate was 1.08 in the Basque population (Hammer et al. 2008), and Keinan et al. (2009) found values $> 0.75$ in the YRI and smaller value in the non-African populations.

We also estimated $\hat{N}_X / \hat{N}_{Auto}$ from the high recombination dataset using unphased genotypes, rather than phased haplotypes. For this analysis, the bias-corrected points estimates of $\hat{N}_X / \hat{N}_{Auto}$ that are higher than 0.75, (0.85 in the YRI and 0.79 in the CEU), however, the 95% CIs do include 0.75 (Table 2.1). Here the bias uncorrected and bias corrected point estimates obtained from the YRI sample are
higher than that from the CEU population, although the difference is slight. Interestingly, the 95% CIs on the estimates from both populations do not overlap with the estimates made using phased haplotypes (see Discussion).

We next estimated $\hat{N}_X / \hat{N}_{Auto}$ from the low recombination dataset using phased haplotypes. Again, the bias-corrected point estimates of $\hat{N}_X / \hat{N}_{Auto}$ are higher than 0.75 (2.65 in CEU and 1.65 in YRI). For both populations the 95% CIs do not include 0.75. Interestingly, here $\hat{N}_X / \hat{N}_{Auto}$ in CEU is higher than in the YRI, and the 95% CIs do not overlap. The CIs for $\hat{N}_X / \hat{N}_{Auto}$ in the low recombination dataset in the YRI population overlap with those from the YRI high recombination dataset when performing inference using the phased haplotypes. For the CEU, however, the 95% CIs from the low recombination rate regions do not overlap with those from the high recombination rate regions. There appears to be one region on the X chromosome with an unusually large estimate of $\rho$ (and consequently $N_X$) in the CEU population which may be responsible for this pattern (Figure 2.1).

Finally, we estimated $\hat{N}_X / \hat{N}_{Auto}$ from the low recombination dataset using unphased genotypes. The bias-corrected point estimates of $\hat{N}_X / \hat{N}_{Auto}$ are again higher than 0.75 in both populations (1.117 in CEU and 0.924 in YRI). In the CEU, the 95% CI excludes 0.75, suggesting that the ratio is higher than expected in the CEU population. For both populations, when conducting the inference on the unphased genotypes, the 95% CIs on the estimates from the low and high recombination datasets overlap with each other, suggesting that the estimates are compatible with one another. Again, however, we note that the estimates on the low recombination rate regions using the unphased genotypes are substantially lower than those when using the phased haplotypes. The 95% CIs from the analyses using phased haplotypes do not overlap with those from the unphased genotypes, suggesting that there is a pronounced difference between whether the inference is done on phased or unphased data.
Can a model where \( \frac{N_X}{N_{Auto}} = 0.75 \) fit the data?

We next used coalescent simulations to assess whether our observed estimates of \( \frac{\hat{N}_X}{\hat{N}_{Auto}} \) were compatible with a true value of \( \frac{N_X}{N_{Auto}} = 0.75 \), under different demographic models. Figure 2.3 shows the distribution of \( \frac{\hat{N}_X}{\hat{N}_{Auto}} \) estimates obtained from the high recombination dataset using phased haplotypes. The observed estimates of \( \frac{\hat{N}_X}{\hat{N}_{Auto}} \) from the HapMap data are higher than all of the simulated estimates for both populations and for all demographic models tested \((P_{\text{empirical}} < 0.01; P_{\text{normal}} < 0.01\) for all datasets and models in Figure 2.3). These results strongly suggest that the phased haplotypes from the HapMap data are not compatible with the simple model of \( \frac{N_X}{N_{Auto}} = 0.75 \), even under a variety of demographic models.

Figure 2.4 shows a similar analysis for the high recombination dataset when the inference was done using unphased genotypes. The observed \( \frac{\hat{N}_X}{\hat{N}_{Auto}} \) estimate from the YRI HapMap data is higher than the mean of the simulated distribution where \( \frac{N_X}{N_{Auto}} = 0.75 \), but it does not fall in the extreme tail \((P_{\text{empirical}} = 0.07, P_{\text{normal}} = 0.08\)\). For the CEU data, the observed estimate from the HapMap data falls well within the estimates from the simulated data \((P_{\text{empirical}} = 0.67, P_{\text{normal}} = 0.63\)\). Thus, for both populations, the observed estimates of \( \frac{\hat{N}_X}{\hat{N}_{Auto}} \) are somewhat consistent with 0.75, in contrast to what was found when performing inference on the phased haplotypes. Possible reasons for this discrepancy are discussed below.

Figure 2.5 shows the same analysis for the low recombination dataset when performing inference on the unphased haplotypes. For both populations the observed \( \frac{\hat{N}_X}{\hat{N}_{Auto}} \) estimates from the HapMap data are higher than expected under the Schaffner demographic model if \( \frac{N_X}{N_{Auto}} = 0.75 \) (YRI: \( P_{\text{empirical}} = 0.03, P_{\text{normal}} = 0.033; \) CEU: \( P_{\text{empirical}} < 0.01, P_{\text{normal}} = 0.012\)\). Thus, the low recombination rate regions are not compatible with a model where \( \frac{N_X}{N_{Auto}} = 0.75 \).
Figure 2.3: Distribution of estimates when the true $N_{X}/N_{Auto}$ ratio is 0.75 estimated using phased haplotypes matching recombination rates (cM/Mb) to the high recombination dataset under a variety of demographic models. The vertical dashed line shows the observed estimate from the HapMap data. Note, these are the bias un-corrected estimates. Schaffner denotes the Schaffner demographic model where the CEU and YRI populations were modeled jointly. The other models separately consider CEU and YRI: SNN denotes the standard neutral model, Growth a population expansion model, Lohmueller and Keinen refer to two different bottleneck models that have previously been fit to the CEU data. See Methods for further details.
Figure 2.4: Distribution of $\hat{N}_X/\hat{N}_{Auto}$ estimates when the true $N_X/N_{Auto}$ ratio is 0.75 estimated using unphased genotypes matching recombination rates (cM/Mb) to the high recombination dataset under the Schaffner demographic model. The vertical dashed line shows the observed estimate from the HapMap data. Note, these are the bias un-corrected estimates. See Methods for further details.
Figure 2.5: Distribution of $\hat{N}_X / \hat{N}_{Auto}$ estimates when the true $N_X / N_{Auto}$ ratio is 0.75 estimated using unphased genotypes matching recombination rates (cM/Mb) to the low recombination dataset under the Schaffner demographic model. The vertical dashed line shows the observed estimate from the HapMap data. Note, these are the bias un-corrected estimates. See Methods for further details.
Can a model where $N_X / N_{Auto} = 0.635$ fit the CEU data?

Keinan et al. (2009) used the normalized average number of pairwise differences to estimate that $N_X / N_{Auto}$ was 0.635 in the CEU. Here we test whether the estimates of $\hat{N}_X / \hat{N}_{Auto}$ derived from LD information are compatible with this result. Figure 2.6 shows that using the unphased genotypes, our observed $\hat{N}_X / \hat{N}_{Auto}$ estimates from the CEU population are unlikely under a model the true $N_X / N_{Auto}$ ratio is 0.635 for both the high ($P_{\text{empirical}} = 0.02; P_{\text{normal}} = 0.025$; Figure 2.6A) and low ($P_{\text{empirical}} < 0.01; P_{\text{normal}} < 0.004$; Figure 2.6B) recombination datasets.

The same $N_X / N_{Auto}$ value fits both CEU and YRI

So far we have analyzed the YRI and CEU populations separately. We next asked whether the same value of $N_X/N_{Auto}$ could be compatible with the estimates of $\hat{N}_X / \hat{N}_{Auto}$ we found in both populations in the HapMap data. This analysis was motivated by the study of Keinan et al. who found that the same value of $N_X/N_{Auto}$ could not fit both the CEU and YRI populations. Figure 2.7A shows a scatterplot of the estimates of $\hat{N}_X / \hat{N}_{Auto}$ obtained from the 100 simulated datasets under the Schaffner demographic model assuming that $N_X/N_{Auto} = 0.75$. The circle denotes the 95% confidence region assuming that the estimates from the simulated datasets follow a bivariate normal distribution. The observed estimate of $\hat{N}_X / \hat{N}_{Auto}$ from the HapMap high recombination data estimated from unphased genotypes (the red dot) falls well within this region, suggesting that we cannot reject a model where the $N_X/N_{Auto}$ ratio is the same in both populations. Figure 2.7B shows the same results for the low recombination rate regions, although here $N_X/N_{Auto}$ used to simulate the data is 1.125, instead of 0.75.
Figure 2.6: Distribution of $\hat{N}_X / \hat{N}_{Auto}$ estimates when the true $N_X / N_{Auto}$ ratio is 0.635 estimated using unphased genotypes matching recombination rates (cM/Mb) to the high (A) and low (B) recombination dataset under the Schaffner demographic model. The vertical dashed line shows the observed estimate from the HapMap data. Note, these are the bias un-corrected estimates. See Methods for further details.
Figure 2.7: Joint distribution of the $\hat{N}_X / \hat{N}_{Auto}$ estimates from the simulated CEU and YRI populations under the Schaffner demographic model (black points). Note, here unphased genotypes were used and the recombination rates in the simulations were matched to the high recombination rate dataset (A) and the low recombination dataset (B). The true $N_X / N_{Auto}$ ratio used to simulate the data was 0.75 in A and 1.123 in B. The red dot denotes the observed estimate from the appropriate dataset using unphased genotypes from the HapMap data. The ellipse shows the 95% confidence region obtained from a bivariate normal distribution fit to the simulated estimates.
2.5 Discussion

There are several noteworthy aspects regarding estimates of $\hat{N}_X / \hat{N}_{Auto}$ for the CEU and YRI populations based on patterns of LD. First, the estimates of $\hat{N}_X / \hat{N}_{Auto}$ when using phased haplotypes are significantly higher than when using unphased genotype data. Below we explain why this finding is likely due to a higher rate of phasing errors on the X chromosome than on the autosomes. As such, our inferences performed using the unphased genotype data are likely to be more robust and these inferences are the ones discussed in the remainder of this section. Even when analyzing the unphased genotypes, we still find evidence that $\hat{N}_X / \hat{N}_{Auto} > 0.75$.

We next discuss and evaluate several explanations for why $\hat{N}_X / \hat{N}_{Auto}$ could be $>0.75$ evaluate which of these explanations can reconcile our estimates with those obtained by Keinan et al. (2009) and Hammer et al. (2008).

Reconciliation of estimates of $\hat{N}_X / \hat{N}_{Auto}$ from phased haplotypes vs. unphased genotypes

Our estimates of $\hat{N}_X / \hat{N}_{Auto}$ made using phased haplotypes are significantly larger than those made using unphased genotypes. One potential explanation for this result is that LDhat provides more accurate estimates on phased haplotypes, rather than diploid genotypes. However, our simulation studies (Figures 2.4 and 2.5) suggest that LDhat performs well even on diploid genotypes. Furthermore, if differences in the performance of LDhat on phased and unphased data can explain this difference, the bias-correction based on the simulations should remove this effect. Thus, it does not seem that a simple difference in the amount of information contained in phased haplotypes versus genotypes, or differences in the performance of LDhat on the different types of data can explain our observed discrepancy.

In principle, the phased haplotypes obtained from the HapMap project should be accurate since the availability of trio data substantially increases the accuracy of the
phasing. Furthermore, since the male parent of each trio can have his phase unambiguously determined, it should be easier to phase the X chromosome than the autosomes. However, this appears to not be the case. Kidd et al. (2008) assessed the accuracy of the HapMap phased haplotypes by comparing the haplotypes to fosmid end-sequence pairs aligned to the human reference genome (Kidd et al. 2008). For the autosomes, they found that the phased haplotypes provided by the International HapMap Consortium were highly accurate. For example, 0.82% of autosomal sites in individual NA19129 (a child from a YRI trio) covered by clones from fosmid libraries were discrepant with the inferred HapMap haplotypes (Kidd et al. 2008). The picture was entirely different for the X chromosome. Here, Kidd et al. (2008) found 10 times more phasing errors on the X than on the autosomes. For example, 13.49% of sites in individual NA1929 covered by clones from the fosmid libraries were discrepant with the inferred haplotypes (J. Kidd, personal communication). The analysis by Kidd et al. (2008) used the same version of X chromosome haplotypes as we did for the present study (release 21, posted on the HapMap website in May 2007). Apparently these defective files have not been corrected and are still available for download. Curiously, later releases of the phase II HapMap (release 22 and 23) and the HapMap III data do not contain phased haplotypes from chromosome X.

Since the accuracy of the phased haplotypes from chromosome X is quite suspect, our analyses based on the unphased genotype are more reliable. Indeed, our simulations suggest that accurately phased haplotypes should give comparable estimates of \( \hat{N}_X / \hat{N}_{Auto} \) to unphased genotypes. Thus, for the remainder of the Discussion, we only interpret the results of the analyses using unphased genotypes.

**Explanations for elevated \( \hat{N}_X / \hat{N}_{Auto} \)**

We find that \( \hat{N}_X / \hat{N}_{Auto} > 0.75 \) for both populations (Table 2.1). For the low recombination regions, we also reject a model where \( N_X / N_{Auto} = 0.75 \) (Figure 2.6).
Below we discuss and evaluate several possible explanations for this pattern: 1) further systematic biases in HapMap data, 2) sex-biased demographic effects, 3) differences in natural selection on the X vs. autosomes, 4) differences in hotspot usage on the X and autosomes, and 5) differences in gene conversion patterns on the X vs. autosomes.

*Systematic biases in the HapMap data*

One concern is that our analyses described above use data from the HapMap project which is known to have been influenced by ascertainment bias (Clark *et al.* 2005; International HapMap Consortium 2007). Since SNPs are often discovered in small sample sizes, the HapMap project is enriched for common SNPs over rare SNPs, although the phase II HapMap is less biased than the phase I HapMap (International HapMap Consortium 2007). Additionally, the decision to type some SNPs in HapMap was based on LD patterns between those SNPs and other SNPs (International HapMap Consortium 2007). If these biases were systematically different between the X chromosome and the autosomes, in principle, they could contribute to our high estimates of $\hat{N}_X / \hat{N}_{Auto}$. Short of having full-resequencing data, it is hard to directly evaluate whether ascertainment bias has a meaningful effect on our inferences.

However, we note that the HapMap data have been extensively used for estimating both fine-scale and broad scale recombination patterns across the genome by using LDhat, suggesting that our analyses are appropriate for this type of data (International HapMap Consortium 2007).

As an additional quality control measure, we repeated our analysis on the CEU sample from the Perlegen genome-wide polymorphism dataset (Hinds *et al.* 2005). This analysis considered data from the 11 CEU females and was done on the same regions as those in our high recombination dataset. We ran LDhat using unphased genotypes and here we selected 300 SNPs per 5 Mb window. Importantly, we
restricted our analysis to the “Type A” SNPs which were discovered by array-based resequencing of a multi-ethnic panel. The “Type A” SNPs represent a more uniform ascertainment of SNPs across the genome (Clark et al. 2005; Hinds et al. 2005). The Perlegen data shows \( \hat{N}_X / \hat{N}_{Auto} = 1.376 \) which is substantially greater than 0.75. While the SNP density and number of individuals studied in the Perlegen dataset is low, finding an elevated \( \hat{N}_X / \hat{N}_{Auto} \) ratio when using uniformly ascertained SNPs suggests that are results from the HapMap data are unlikely to be completely driven by ascertainment biases in the HapMap data.

Sex-biased demographic effects

The elevated \( \hat{N}_X / \hat{N}_{Auto} \) ratio found in the HapMap data could also be due to demography. A larger female than male effective population size could explain our results. If the variance in reproductive success is greater in males than in females, then females would have a larger effective population size than males (Hammer et al. 2008).

Such a demographic explanation was favored by Hammer et al. (2008) to explain their estimates of the \( N_X / N_{Auto} \) ratio that were higher than 0.75. Their estimates of \( \hat{N}_X / \hat{N}_{Auto} \) range from \(-0.85\) to \(-1.05\) and appear to be well-within the ranges of our estimates from both populations made from the unphased genotypes (Table 2.1). Thus, if the differences in LD patterns between the X and the autosomes can be explained solely by demographic effects, then our results are consistent with those of Hammer et al. (2008). Under such a scenario, our results are then inconsistent with those of Keinan et al. (2009) who found that \( \hat{N}_X / \hat{N}_{Auto} \) was \(<0.75\) in CEU and equal to 0.75 in YRI and that a single value of \( N_X / N_{Auto} \) could not explain both populations. Based on our analysis using patterns of LD, a single value of \( N_X / N_{Auto} \) could fit both populations (Figure 2.7), although since our CIs are quite large, we may not have power to detect slight differences. For both the high and low
recombination regions, we were able to reject the point estimate for the \( N_X / N_{Auto} \) ratio in CEU (0.635) obtained by Keinan \textit{et al.} (2009; Figure 2.6). However, our model assumed that \( N_X / N_{Auto} = 0.635 \) throughout all of evolutionary history, which is unlikely. Keinan \textit{et al.} (2009) suggested a model where \( N_X / N_{Auto} = 0.75 \) throughout much of history, except soon after the Out of Africa bottleneck where multiple waves of male migration occurred. Thus, it is entirely possible that such a complicated demographic scenario could have a different impact on nucleotide diversity and LD patterns and we would be unable to reject such a model. Nevertheless, such a model would be unable to reconcile the fact that we reject a model where \( N_X / N_{Auto} = 0.75 \) in YRI and Keinan \textit{et al.} (2009) do not.

\textit{Differences in natural selection on the X vs. autosomes}

Due to the fact that males are hemizygous for the X chromosome, the dynamics of natural selection on recessive mutations will differ on the X chromosome from the autosomes (Charlesworth \textit{et al.} 1987). Genetic hitchhiking is expected to lead to a greater reduction of linked neutral diversity on the X chromosome than on the autosomes. Indeed, selective sweeps have been offered as an explanation for why X chromosomal diversity levels were below those predicted from the autosomal diversity levels in \textit{Drosophila melanogaster} (Aquadro \textit{et al.} 1994) and \textit{Drosophila simulans} (Begun and Whitley 2000). Furthermore, there is suggestive evidence that the human X chromosome contains a higher fraction of genes evolving adaptively (Chimpanzee Sequencing and Analysis Consortium 2005; Nielsen \textit{et al.} 2005). Thus, for both these reasons, in principle, natural selection could lead to differences in patterns of variation on the X chromosome relative to the autosomes.

It is unclear, however, how selective sweeps could explain our estimates of \( \hat{N}_X / \hat{N}_{Auto} \) based upon LD patterns. Simulations have shown that selective sweeps should either have little effect on estimates of \( \rho \) (McVean 2007) or tend to decrease
estimates of $\rho$, rather than increase them (O'Reilly et al. 2008). Thus, for selective sweeps to explain our observations, there would have to be disproportionately fewer sweeps on chromosome X relative to the autosomes. This direction is opposite of what would be expected and there is no current evidence to suggest that this is the case. However, the simulations described above were for the situation where a single selective sweep resulted in the fixation of a co-dominant mutation (McVean 2007; O'Reilly et al. 2008). Recurrent selective sweeps and/or selection on acting on recessive alleles may have a different impact on LD patterns than predicted by the simple models (Przeworski 2002). However, even under more complicated models, selection would still be predicted to increase LD, with the magnitude of the decrease dependent on the specifics of the selection.

The effect of background selection on $\rho$ has not been studied using simulations, so it is harder to predict whether background selection could explain our results. In principle, the same argument used to explain why background selection may be expected to result in an increase in diversity on the X chromosome could be used to for estimates of $\rho$. Since background selection will eliminate partially recessive strongly deleterious mutations more efficiently on the X chromosome, a greater fraction of gametes in the population remain free of deleterious mutations. Thus, the overall reduction in population size due to background selection on the X chromosome will not be as great as on the autosomes, leading to higher estimates of $\rho$ on the X chromosome than the autosomes (Charlesworth et al. 1993; Aquadro et al. 1994). In principle, this could be an explanation for our results. However, the above discussion assumes that background selection can be modeled simply as a reduction in population size. Since this approach does not correctly describe the dynamics of weakly deleterious mutations, it may not be directly applicable to many of the negatively selected mutations which have been found to be weakly deleterious (Boyko
et al. 2008). Because the effect of weakly deleterious mutations on estimates of \( \rho \) has not been evaluated, it is not possible to conclusively eliminate this effect from contributing to the elevated estimates of \( \hat{\mathcal{N}}_X / \hat{\mathcal{N}}_{\text{Auto}} \) measured from patterns of LD.

**Differences in hotspot usage on the X and autosomes**

Previous analyses of the HapMap data have estimated fine-scale recombination rates across the genome (International HapMap Consortium 2005; International HapMap Consortium 2007). Interestingly, one study (International HapMap Consortium 2007) found that a slightly higher fraction of recombination tends to occur in a smaller proportion of the sequence on the X chromosomes relative to the autosomes. In other words, more of the recombination on the X chromosome is clustered into hotspots than on the autosomes.

Differences in fine-scale recombination patterns of the X chromosome and the autosomes may be worrying because simulations studies have shown that the performance of LDhat at estimating average recombination rates is somewhat dependent on the fine scale recombination structure of the region in question (Auton and McVean 2007). More accurate estimates of average values of \( \rho \) have been obtained from simulated data with constant recombination rates as opposed to simulated data containing recombination hotspots. However, we attempted to mitigate this problem by including a model of recombination rate variation in our coalescent simulations used to test whether the data were compatible with certain demographic models. In particular we used the fine-scale genetic map estimated using LDhat from the HapMap data as a guide to how recombination rates varied at fine scales across all regions studied (International HapMap Consortium 2007). If our results could be explained by differences in the performance of LDhat on the X chromosome and autosomes due to the differences in the fine-scale genetic map, then we would expect to see the same elevated \( \hat{\mathcal{N}}_X / \hat{\mathcal{N}}_{\text{Auto}} \) estimates from the simulated datasets. We do not
see such a pattern in the simulated data. Even when accounting for the higher fraction of recombination which occurs in hotspots in the X chromosome, when considering the low recombination regions, we still can reject a model where $N_X/N_{Auto} = 0.75$.

**Differences in gene conversion patterns on the X vs. autosomes**

We used the deCODE genetic map to convert our estimates of $\rho_X$ and $\rho_{Auto}$ into estimates of $N_X$ and $N_{Auto}$ which should normalize for differences in recombination rates across genomic regions. Since genetic maps from pedigrees contain a limited number of genetic markers fairly far apart, the recombination rates estimated from them are reflective of the crossover rates and are not influenced by gene conversion (Andolfatto and Nordborg 1998; Przeworski and Wall 2001). Thus, our normalization using the deCODE map will not account for differences in gene conversion patterns on the X chromosome and autosomes. Increased gene conversion on the X chromosome relative to the autosomes could in principle explain our results since it has been previously shown that gene conversion can decrease LD (Ardlie et al. 2001; Frisse et al. 2001; Przeworski and Wall 2001).

However, because these studies which had examined the effect of gene conversion on LD patterns often considered different summaries of LD, marker densities, and sizes of genomic regions, we performed additional simulations to investigate the impact of gene conversion on estimates of $\rho$ using LDhat when using the same type of dataset considered here. We used LDhat to estimate $N_X / N_{Auto}$ from simulated datasets assuming the Schaffner demographic model where the inference was performed on the unphased genotypes. The first set of simulated datasets only included crossovers on both the X chromosome and the autosomes (gray bars in Figure 2.8). The second simulated datasets included the same rate of crossovers as the first, but also included gene conversion only on the X chromosome (black bars in Figure 2.8). The simulations assume that gene conversion events occur at 5 times the
rate of crossover events and that the mean gene conversion tract length is 500 bp, consistent with previous estimates from human data (Ardlie et al. 2001; Frisse et al. 2001; Padhukasahasram et al. 2004; Ptak et al. 2004; Padhukasahasram et al. 2006).

Figure 2.8: Higher rates of gene conversion on the X chromosome relative to the autosomes can give higher estimates of $\hat{N}_X / \hat{N}_{Auto}$. Histograms show the distributions of $\hat{N}_X / \hat{N}_{Auto}$ estimates when the true $N_X / N_{Auto}$ ratio is 0.75 estimated using unphased genotypes matching recombination rates (cM/Mb) to the high recombination dataset under the Schaffner demographic model. The gray bars are from simulations without any gene conversion on the X or the autosomes. The black bars are from simulated datasets which include gene conversion on the X chromosome but not on the autosomes (see Discussion).

Because it is likely that gene conversion occurs on both the X chromosome and the autosomes, these simulations are meant to be illustrative of the effect of differences in gene conversion on the X chromosome versus the autosomes on estimates of $\hat{N}_X / \hat{N}_{Auto}$, rather than being quantitative predictions about the amount of gene conversion on different compartments of the genome. It is apparent that gene conversion can lead to an increase in estimates of $\rho$ using LDhat, and that differences
in the amount of gene conversion on the X chromosome versus the autosomes can account for our estimates of $\hat{N}_X / \hat{N}_{Auto}$ being higher than expected under models assuming no gene conversion (Figure 2.8). If this explanation is true, our elevated estimates of $\hat{N}_X / \hat{N}_{Auto}$ do not provide any meaningful information about sex-biased demography and cannot be taken as supporting either Hammer et al. (2008) or Keinan et al. (2009; see below).

There is some indirect evidence that there could be more gene conversion on the X chromosome than on the autosomes. First, there is an enrichment of inverted repeats on the X chromosome relative to the autosomes (Warburton et al. 2004). These repeats could lead to an increase in DNA mis-matches during meiosis which can in turn lead to gene conversion events during mis-match repair. Interestingly, the arms of the inverted repeats on the X chromosome are highly similar to each other even though the repeats themselves arose before the human-gorilla split and are quite old (Warburton et al. 2004). A similar pattern has been observed on the human Y chromosome, which contains a high fraction of palindromes where the two different arms of a given palindrome have near identical sequence (Skaletsky et al. 2003). Importantly, the Y chromosome palindromes are also quite old, suggesting that their integrity has been somehow maintained despite the absence of recombination (Rozen et al. 2003). Rozen et al. (2003) have demonstrated that the inter-arm identity of the Y chromosome palindromes is being maintained by inter-arm gene conversion. By analogy, a similar mechanism could be operating on the inverted repeats on the X chromosome. As a further similarity between the X and Y chromosome, both the Y chromosome palindromes and the X chromosome inverted repeats contain a number of tests expressed genes. Additional evidence for increased gene conversion on the X chromosome relative to the autosomes comes from reports of human X-Y gene conversion events (Rosser et al. 2009) as well as gene conversion among the color
vision genes on the X chromosome (Zhou and Li 1996). In principle, it should be possible to estimate levels of gene conversion on the X chromosome and the autosomes, however, previous attempts at estimating gene conversion from genetic variation data have found it difficult to obtain reliable results (Ptak et al. 2004). As such, this analysis may be better suited for the genome-wide resequencing datasets from a large number of individuals that will soon become available. Such an analysis should provide more direct evidence of the role of gene conversion on the X chromosome versus the autosomes.

Increased levels of gene conversion on the X chromosome relative to the autosomes may also be able to reconcile the previous studies of comparing patterns of variation on the X chromosome vs. the autosomes with the present study. We will discuss how each analysis may be affected by increased levels of gene conversion on the X relative to the autosomes. Our results based on LD patterns are likely to be affected in manner discussed above. Keinan et al. (2009) compared levels of population differentiation on the X chromosome and the autosomes as well as the frequency spectrum of SNPs ascertained within a single individual. Since these analyses all use relatively common SNPs, it is likely that they are not substantially affected by gene conversion, and could be reflective of demographic history. Hammer et al. (2008) compared the number of SNPs on the X vs. the autosomes in regions of high recombination rate. Evidence suggests that recombination in humans may be mutagenic (Lercher and Hurst 2002; Hellmann et al. 2003; Hellmann et al. 2005; Spencer et al. 2006) and that since recombination patterns differ between humans and chimps (Ptak et al. 2005; Winckler et al. 2005b), the mutation rate at a particular region may have changed over evolutionary time with the change in recombination patterns. This was the explanation offered by Hellmann et al. (2005) to explain why human diversity showed a better correlation with human recombination rates than
human-chimp divergence showed with human recombination rates. The effect of this phenomenon on nucleotide diversity is that nucleotide diversity will appear to be too high relative to what is expected based upon normalization by an outgroup. Combining this phenomenon with more gene conversion on the X chromosome than the autosomes could generate the pattern seen by Hammer et al. (2008). Hammer et al. (2008) selected regions on the X chromosome and the autosomes that had similar recombination rates based upon the deCODE genetic map (Hammer et al. 2008). Thus, all else being equal the excess number of SNPs relative to what is expected based on the outgroup normalization would be the same on the X and the autosomes. But, if gene conversion is also mutagenic and the X chromosome has an excess of gene conversion events, this could lead to an even higher mutation rate on the X chromosome that is not being taken into account by the outgroup normalization than on the autosomes. If true, this would lead to the pattern seen by Hammer et al. (2008), without including natural selection or an excess female effective population size. The nucleotide diversity analysis by Keinan et al. (2009) may be less affected by this phenomenon since they considered the entire chromosome, not just highly recombining regions.

While the above scenario offers a parsimonious reconciliation of the three studies, we cannot exclude the possibility that natural selection may have played an important role in affecting patterns of nucleotide diversity, the frequency spectrum, and population differentiation on the X chromosome and the autosomes. Further studies of large resequencing datasets from multiple human populations should provide additional evidence to resolve these questions.

Conclusion

We have shown that $\hat{N}_X / \hat{N}_{Auto} > 0.75$ when estimated from patterns of LD. If our results reflect only demographic history, then they are in full agreement with the
study of Hammer et al. (2008). If, however, elevated levels of gene conversion on the X chromosome relative to the autosomes contribute to our observations, then our results may also be consistent with those of Keinan et al. (2009).
CHAPTER 3

THE EFFECT OF RECENT ADMIXTURE ON INFERENCE OF ANCIENT POPULATION HISTORY

3.1 Abstract

Despite the widespread study of genetic variation in admixed populations, such as African Americans, there has not been a systematic evaluation of the effects of recent admixture on patterns of polymorphism or inferences about population demography. These issues are particularly relevant because estimates of the timing and magnitude of population growth in Africa have differed among previous studies. It is unclear whether these differences can be explained by the fact that some studies included African American individuals while others sampled individuals from within Africa. Here we use simulations and human single nucleotide polymorphism (SNP) data collected through direct resequencing and genotyping to investigate these issues. We find that when estimating the current population size and magnitude of recent growth in an ancestral population using the site frequency spectrum (SFS), it is possible to obtain reasonably accurate estimates of the parameters based on samples drawn from the admixed population under certain conditions. We also show that methods for demographic inference that use haplotype patterns are more sensitive to recent admixture than are methods based on the SFS. The analysis of human genetic variation data from the Yoruba people of Ibadan, Nigeria (YRI) and African Americans supports the predictions from the simulations. Our results have important implications for the evaluation of previous population genetic studies that have
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considered African American individuals as a proxy for individuals from West Africa as well as for future population genetic studies of additional admixed populations.

3.2 Introduction

Studies of archeological and genetic data show that that anatomically modern humans originated in Africa and more recently left Africa to populate the rest of the world (Tishkoff and Williams 2002; Barbujani and Goldstein 2004; Garrigan and Hammer 2006; Reed and Tishkoff 2006; Campbell and Tishkoff 2008; Jakobsson et al. 2008; Li et al. 2008). Given the central role Africa has played in the origins of diverse human populations, understanding patterns of genetic variation within Africa and the demographic history of its populations is important for understanding the demographic history of global human populations. The availability of large-scale SNP datasets coupled with recent advances in statistical methodology for inferring population genetic models provides a powerful means of accomplishing these goals (Keinan et al. 2007; Boyko et al. 2008; Lohmueller et al. 2009; Nielsen et al. 2009). Understanding African demographic history is also important because researchers have used the demographic models inferred from genome-wide SNP data as a null model from which to compare regions of the genome. Regions that have patterns of variation inconsistent with the null model are often proposed as candidates to have undergone natural selection (Nielsen et al. 2009). Such approaches have identified numerous new potential candidate targets of selection in both African and non-African populations (Akey et al. 2004; Carlson et al. 2005; Stajich and Hahn 2005; Kelley et al. 2006; Voight et al. 2006; Kimura et al. 2007; Nielsen et al. 2007; Sabeti et al. 2007; Tang et al. 2007; Williamson et al. 2007; Nielsen et al. 2009; Pickrell et al. 2009).

It is important to realize that studies of African demographic history using genetic data have come to qualitatively different conclusions regarding important
parameters. Some recent studies have found evidence for ancient (>100,000 years ago) 2-4 fold growth in African populations (Adams and Hudson 2004; Marth et al. 2004; Keinan et al. 2007; Boyko et al. 2008). Other studies have found evidence for either very recent growth (Pluzhnikov et al. 2002; Akey et al. 2004; Voight et al. 2005; Cox et al. 2009; Wall et al. 2009), or no evidence of population growth at all (Pluzhnikov et al. 2002; Voight et al. 2005). It is unclear why these studies have found such different parameter estimates. However, these studies all differ from each other in the amount of data considered, the types of data used (e.g. SNP genotypes vs. full resequencing), the genomic regions studied (e.g. non-coding vs. coding SNPs) and the types of demographic models considered (e.g. including migration vs. not including migration post-separation of African and non-African population).

Another important way in which studies of African demographic history differ from each other is in the populations sampled. Some studies have focused on genetic data from individuals sampled from within Africa, while other studies included American individuals with African ancestry. While there is no clear correspondence between those studies which sampled native African individuals (as opposed to African Americans) and particular growth scenarios, it is clear from previous studies that African American populations do differ from African populations in their recent demographic history. In particular, genetic studies suggest that there is wide variation in the degree of European admixture in most African American individuals in the U.S., and that they have, on average, ~80% African ancestry and 20% European ancestry (Parra et al. 1998; Pfaff et al. 2001; Falush et al. 2003; Patterson et al. 2004; Tian et al. 2006; Lind et al. 2007; Reiner et al. 2007; Price et al. 2009; Bryc et al. 2010). Furthermore, both historical records and genetic evidence suggest that the admixture process began quite recently, within the last 20 generations (Pfaff et al. 2001; Patterson et al. 2004; Seldin et al. 2004; Tian et al. 2006). Recent population
admixture can alter patterns of genetic variation in a discernable and predictable way. For example, recently admixed populations will exhibit correlation in allele frequencies (i.e., linkage disequilibrium) among markers that differ in frequency between the parental populations. This so-called admixture linkage disequilibrium (LD; Chakraborty and Weiss 1988) can extend over long physical distances (Lautenberger et al. 2000) and decays exponentially with the time since the admixture process began (i.e., recently admixed populations typically exhibit LD over a longer physical distance than anciently admixed populations). In fact, commonly used unsupervised algorithms for identifying population structure and admixture (such as the Bayesian clustering algorithm STRUCTURE; see Falush et al. 2003) exploit admixture LD to assign blocks of the genomes of admixed individuals to the ancestral populations (Falush et al. 2003; Patterson et al. 2004; Tang et al. 2006; Sankararaman et al. 2008a; Sankararaman et al. 2008b; Price et al. 2009; Bryc et al. 2010).

While it is clear that African American populations have a different recent demographic history than do African populations from within Africa, and that admixture tracts can be identified in admixed individuals, the effect that admixture has had on other patterns of genetic variation remains unclear. For example, Xu et al. (2007) found similar LD decay patterns when comparing African American and African populations. It is also unclear whether the recent admixture impacts our ability to reconstruct ancient demographic events (such as expansions that predate the spread of humans out of Africa) from whole genome SNP data. Most studies of demographic history have summarized the genome-wide SNP data by allele frequency or haplotype summary statistics. If these summary statistics are not sensitive to the recent European admixture, then the African American samples may yield estimates of demographic parameters that are close to the true demographic parameters for the ancestral, un-sampled, African populations. This would suggest that the differences in
growth parameter estimates obtained from African populations cannot be explained by certain studies sampling African American individuals and others sampling African individuals from within Africa. However, if these statistics are sensitive to recent admixture, then they may give biased estimates of growth parameters.

Here, we examine the effect of recent admixture on the estimation of population demography. In particular, we estimate growth parameters from simulated datasets using SNP frequencies as well as a recently developed haplotype summary statistic (Lohmueller et al. 2009). We compare the demographic parameter estimates made from the admixed and non-admixed populations and find that some parameter estimates are qualitatively similar between the two populations when inferred using allele frequencies. Inferences of growth using haplotype-based approaches appear to be more sensitive to recent admixture than inferences based on SNP frequencies. We discuss implications that our results have for interpreting studies of demography in admixed populations.

3.3 Methods

Demographic model for simulations

For generating simulated data, we used a demographic model that qualitatively approximates the history of African, European, and African American human populations. We chose to focus on African American demography as 1) African American populations are a significant component of the U.S. population (~12%, U.S. Census 2000 Summary File 1, http://factfinder.census.gov/servlet/) and are, therefore, heavily studied by population and medical geneticists in the U.S., 2) There is considerable understanding of the historical context surrounding the recent demographic history of African Americans including the trans-Atlantic slave trade, early American history, and history of African-American migrations within the U.S., and 3) the admixture process in other human populations is likely to be more complex.
Figure 3.1 shows an illustration of the demographic model considered. Essentially, an ancestral population of size $N_B$ split $t_{split}$ generations ago to form an African population (Pop A) and a European population (Pop E).

![Diagram of demographic model]

**Figure 3.1: Demographic model for African (Pop A), African American (Pop AA), and European (Pop E) populations used to simulate test datasets.** For all simulations conducted here, $t_{split} = 4000$ generations, $N_a = 20,000$, $N_B = 10,000$ and Pop E followed a bottleneck model from Lohmueller *et al.* (2009), except the ancestral size, which was set to 10,000. See text for a further description of the parameters.

The African population expanded from its ancestral size ($N_B$) to its current size ($N_A$) $t_{cur}$ generations ago. The European population underwent a bottleneck (using parameters similar to those inferred by Lohmueller *et al.* 2009). Note, we assume no gene flow between the African and European populations after the split even though some studies have found evidence for migration between African and European populations (Schaffner *et al.* 2005; Nielsen *et al.* 2009; Wall *et al.* 2009; Gutenkunst *et al.* 2009). We chose not to include such migration in our models so that our
assessments of the effects of recent admixture would not be confounded by other sources of gene flow. Twenty generations ago, the African American population (Pop AA) is formed and has current size $N_{AA}$ (Pfaff et al. 2001; Patterson et al. 2004; Tian et al. 2006). We assume 80% of the ancestry of Pop AA comes from Pop A, with the remainder coming from Pop E (Pfaff et al. 2001; Patterson et al. 2004; Tian et al. 2006). Since it is unknown whether there was a founder effect in forming the African American population, we allowed $N_{AA}$ to vary. All simulations assume an infinite sites mutation model, random mating within each population, and no natural selection.

Inference on simulated data using the site frequency spectrum (SFS)

A useful summary of SNP data that potentially contains information regarding the magnitude of recent population growth is the site frequency spectrum (SFS; Fu 1995; Griffiths and Tavaré 1998; Nielsen 2000; Williamson et al. 2005).

Mathematically, the SFS is defined for a set of $n$ sequenced chromosomes across $S$ variable sites as the random vector $(X_1, X_2, \ldots X_{n-i})$ where $X_i$ represents the number of sites (i.e., SNPs) where the $n$ chromosomes are portioned into exactly $i$ copies of the derived allele and $n-i$ copies of the ancestral allele. For example, $X_1$ is the number of singletons SNPs in the data, $X_2$ is the number SNPs where exactly two chromosomes carry the derived SNP, and so on. Note that the sum of the entries in the SFS equals the total number of SNPs in the dataset. Informally, one can think of the SFS as a histogram consisting of the number of SNPs at different frequencies in the sample where frequencies are binned at $1/n$ intervals. To determine the accuracy of parameter estimates for $N_A$, $t_{cur}$, and $N_B/N_A$ when using the SFS obtained from Pop AA, for each combination of demographic parameters, we simulated 500 datasets, each consisting of 10,000 unlinked 1kb regions in $n = 24$ chromosomes from each population. The size of each dataset was meant to mimic the scope of resequencing datasets currently in use, such as the Celera Genomics SNP dataset (Bustamante et al. 2005; Lohmueller
et al. 2008). We assume a per-nucleotide mutation rate $\mu = 10^{-8}$ and a per-nucleotide recombination rate, $r = 10^{-8}$. For each dataset, we calculate the SFS for both Pop A and Pop AA which are then used for inference.

To estimate the MLEs for the three growth parameters, we use a Poisson likelihood function (see Nielsen 2000; Williamson et al. 2005; Boyko et al. 2008) for details). Briefly, the observed number of SNPs in each bin, $X_i$, of the SFS is treated as a Poisson random variable:

$$\Pr(X_i = k | \Theta) = e^{-\lambda_i} \lambda_i^k / k! \quad (3.1)$$

where the rate parameter of the Poisson distribution $\lambda_i$ is the expected number of SNPs in the particular bin of the SFS based on the set $\Theta = \{\theta, \nu, \tau\}$ of mutation rate ($\theta = 4N_A\mu$) and growth ($\nu = N_B / N_A$; $\tau = t_{cur} / 2N_A$) parameters. This expectation has the form where the mutation rate acts as a scaling factor for the whole region, so we can rewrite as the product as

$$\lambda_i = E(X_i | \Theta) = \theta F(i | \nu, \tau) \quad (3.2)$$

where $F(i | \nu, \tau)$ is proportional to the number of SNPs at frequency $i/n$ in the sample, and can be found either by coalescent simulations (Nielsen 2000) or via diffusion based approximations (Williamson et al. 2005). All bins of the SFS are treated independently and the final log-likelihood for a given set of growth parameters is the sum of the Poisson log-likelihoods for each bin of the SFS as given below:

$$l(\Theta | x) = -\theta \sum_{i=1}^{n-1} F(i | \tau, \nu) + x_i \log(\theta F(i | \tau, \nu)) \quad (3.3)$$

This is a reasonable approximation to the true log-likelihood and holds when there is ample recombination among SNPs. Since the expected value of the SFS entries are not impacted by recombination, when applied to linked data, the above inference scheme can be thought of as a composite likelihood (Zhu and Bustamante 2005; Boyko et al. 2008).
We use the program prfreq (Boyko et al. 2008) to find the expected SFS for a given set of growth parameters, using the Poisson rather than the multinomial implementation. The multinomial would maximize the function above for the \( \theta \) term and allow for inference solely on the “curvature” of the SFS rather than on the actual counts observed. Here we set \( \mu = 0.1 \), or the true value used in the simulations to generate the data (10\(^{-8}\) per bp x 10\(^3\) bp per region x 10\(^4\) regions), and in doing so, estimate the unscaled parameters. To optimize the likelihood function, we found the expected SFS for each parameter combination on a 3-dimensional grid (\( N_A \), \( t_{cur} \), and \( N_B/N_A \)) of parameter values. It should be noted that the grids used are coarser than those used on real datasets (see below) and that fixing of \( \mu \) to a particular value does not alter the coverage properties for scaled parameters due to the invariance principle of maximum likelihood inference (Pawitan 2001).

For each dataset, we calculated approximate 95% confidence intervals using the log-likelihood curves without any smoothing or interpolation. Single-parameter CIs included grid points within 1.92 log-likelihood of the MLE using the profile-likelihood curves. This corresponds to defining the acceptance region for a one-dimensional likelihood-ratio test for the parameter being evaluated under the null hypothesis that the observed value is the true value and that the test statistic (2*log-likelihood differences from the MLE) follows a chi-square with one degree of freedom (i.e., critical value of 3.84). The three-dimensional CI is similarly defined as the convex hull which includes all grid points within 3.9 log-likelihood units of the MLE in three-dimensional space and corresponds to the critical value of 7.81 for a likelihood-ratio test with asymptotic distribution of a chi-square with three degrees of freedom. To obtain accurate CIs, an accurate estimate of the likelihood surface around the MLEs is required. This is often done using a grid-search technique in an iterative manner, increasing the density of the grid points near the current MLEs. Since we
were analyzing thousands of simulated datasets, it was impractical to do such an iterative grid search on every dataset. Therefore, the CIs in the simulated datasets are based on using coarse grids and should be regarded as approximate. Nevertheless, the coverage properties of these intervals serve as a useful heuristic.

Inference on simulated data using the haplotype-count number (HCN) statistic

Lohmueller et al. (2009) recently suggested a new summary statistic for genome-wide SNP data based on haplotype patterns. Their statistic, termed the HCN statistic, is a two-dimensional histogram containing the joint distribution of the number of haplotypes and count of the most common haplotype in windows across the genome. To determine whether we could accurately estimate $N_A$, $t_{cur}$, and $N_B/N_A$ when using the HCN obtained from Pop AA, for each combination of demographic parameters, we simulated 100 datasets, each consisting of 7,000 unlinked 250 kb regions in $n = 46$ chromosomes from each population. Importantly, as in Lohmueller et al. (2009), we only used a random subset of 20 SNPs from each simulated window with minor allele frequency (MAF) >10%. The size of these datasets is meant to mimic the large-scale genotyping surveys currently in use, such as that of Perlegen Sciences, where only a subset of SNPs in the population have been discovered and genotyped. We assume a per-nucleotide mutation rate $\mu = 10^{-8}$ and a per-nucleotide recombination rate, $r = 10^{-8}$. For each dataset, we calculated the HCN statistics for Pop A and Pop AA which are then used for inference.

To find the MLEs of the three demographic parameters from each dataset via the HCN statistic, we use the approach of Lohmueller et al. (2009). Briefly, we use a multinominal approximate likelihood function where the observed number of regions with $i$ haplotypes and where the most common haplotype is at count $j$ comes from a multinominal distribution whose parameters are determined by the recombination rate and demographic parameters. We use coalescent simulations to find the parameters
for the multinomial distribution for a given set of demographic parameters and recombination rates. Importantly, we fixed the recombination rate in these simulations equal to the true value used to generate the test datasets. The likelihood function is optimized using a grid search. We found approximate 95% CIs for the HCN based demographic estimates using the same procedure as described above for the SFS-based CIs. Again, since the CIs in the simulated datasets are based on using coarse grids, the coverage properties of these intervals should serve as a useful heuristic.

**Analysis of NIEHS data**

We fitted a growth model to the SFS of the Yoruba (YRI) and African American (AA) samples from the NIEHS data (Livingston et al. 2004). The YRI sample contained \( n = 12 \) individuals from Ibadan, Nigeria and the AA sample contained 15 individuals sampled from the U.S. We only used noncoding SNPs and excluded SNPs that had genotypes for fewer than 10 individuals in at least one of the two populations. Since some SNPs did not have a genotype at every individual, we used the hypergeometric distribution to find the expected SFS for a sample size of 20 chromosomes (Nielsen et al. 2004). In total our analysis included 13,588.4 SNPs in the AA population and 13,487.9 SNPs in the YRI population after projection to a sample size of 20 chromosomes. The projection and subsequent analyses were done on the AA and YRI samples separately. For the analysis of the NIEHS data, we used the folded SFS. The folded SFS tabulates the frequency of the minor allele, rather than the derived allele. The folded SFS still contains substantial information regarding demography without having to accurately infer the ancestral/derived states of SNPs (Adams and Hudson 2004).

We estimated the growth parameters for the YRI and AA datasets using the prfreq program (Boyko et al. 2008). Like we did for the analysis of the simulated datasets, we used the Poisson likelihood function. This procedure requires an accurate
estimate of the per-nucleotide mutation rate, $\mu$. To estimate $\mu$, we used the level of human-chimp divergence at the region sequenced and the relationship $K = 2T\mu$, where $K$ is the number of human-chimp differences (per nucleotide) and $T$ is the human-chimp divergence time in units of generations. There were 51,770 differences in the 4,644,887 nucleotides sequenced in the builds of the human (hg18) and chimpanzee (pantro2) genomes, giving $K = 0.01114559$ per nucleotide. Then, assuming a human-chimp divergence time of 6 million years, and 25 years/generation,

$$\mu = \frac{0.01114559 \times 25}{2 \times 6 \times 10^6} = 2.32 \times 10^{-8} \quad (3.4)$$

per nucleotide/generation. Since before the hypergeometric projection of the SNP frequencies, 7.83% of SNPs were excluded because they contained genotypes for fewer than 20 chromosomes in either one population or both populations, we decreased the total number of nucleotides sequenced by the same amount. This led to 4,281,191 total nucleotides that were used for analysis. We again used a grid search to optimize the likelihood function.

Analysis of the Perlegen data

We fitted a growth model to the AA sample analyzed by Perlegen Sciences (Hinds et al. 2005) using the HCN statistic. We chose to use the Perlegen data rather than other datasets, such as HapMap, because Perlegen genotyped all SNPs that they discovered, without regard to LD status, making subsequent analyses simpler (Lohmueller et al. 2009) and relatively free of the ascertainment biases in HapMap.

We divided the genome into non-overlapping 0.25 cM windows and selected 20 SNPs from each window to construct the HCN statistic. Note, we only selected SNPs with MAF >10% in both the AA and CEU datasets. Additionally, SNPs that were discovered using <8 chromosomes were not included in the analysis. In total, the
HCN statistic contained 8174 windows. As in Lohmueller et al. (2009), we used Clark’s phasing algorithm (Clark 1990) to infer haplotype phases of the SNP data.

In the coalescent simulations used to generate the expected HCN statistic for a given demographic model, we also phased the simulated data using Clark’s phasing algorithm and drew the recombination rate for each simulated region for a gamma distribution to allow for errors in the estimated genetic map (Lohmueller et al. 2009). Finally, we used the Schaffner recombination hotspot model (Schaffner et al. 2005) as implemented in Lohmueller et al. (2009).

3.4 Results

Effect of admixture on patterns of polymorphism

Figure 3.2 shows the expected SFS for Pop A with 2-fold growth as well as Pop AA under two different values of $N_{AA}$. First, we note there is an excess of low-frequency SNPs in Pop A compared to the neutral prediction. This result is expected since an excess of low-frequency SNPs is a signature of the population expansion (Tajima 1989a; Slatkin and Hudson 1991). For Pop AA, when $N_{AA} = N_A$, there is an even more pronounced excess of singleton and doubleton SNPs over what is seen in Pop A. However, the remaining bins of the SFS are similar for Pop A and Pop AA. When $N_{AA} = 0.1N_A$, we observe a decrease in the number of singleton SNPs compared to when $N_{AA} = N_A$. However, the number of singleton SNPs with $N_{AA} = 0.1N_A$ is still slightly greater than that for Pop A alone. We also examined the SFS when Pop AA was formed 7 generations ago (Price et al. 2009) instead of 20 generations ago, corresponding to more recent admixture (Figure 3.3). When $N_{AA} = N_A$, the SFS for the two different admixture times are identical. When $N_{AA} = 0.1N_A$, more recent admixture results in a slight increase in the number of singletons, presumably since the more recent founding of Pop AA results in less drift in Pop AA.
Figure 3.2: Expected SFS in a sample size of 24 chromosomes for Pop A and Pop AA under population growth. Note the excess of low frequency SNPs relative to the neutral prediction (Fu 1995) in all populations as well as the more pronounced excess of low frequency SNPs in Pop AA relative to Pop A. \( N_A = 20,000; N_B/N_A = 0.5; t_{cur} = 2400 \) generations.
Figure 3.3: Expected SFS in a sample size of 24 chromosomes for Pop A and Pop AA under population growth when admixture occurs 20 or 7 generations ago. Note in both cases, the SFS when admixture occurs 20 generations ago is similar to that when admixture occurs 7 generations ago. A). $N_{AA} = N_A$ and B). $N_{AA} = 0.1N_A$. Here there is a slight excess of singletons when admixture occurs 7 generations ago as opposed to 20 generations ago, since there is less drift in Pop AA with the more recent founding. However, the number of singletons in Pop AA when $N_{AA} = 0.1N_A$ is still less than that when $N_{AA} = N_A$. $N_A = 20,000$; $N_B/N_A = 0.5$; $t_{cur} = 2400$ generations.

However, the number of singletons here is still lower than that seen in Pop AA when $N_{AA} = N_A$. Thus, for the parameter combinations investigated here, the site frequency
spectra for Pop A and Pop AA all appear to have an excess of low-frequency SNPs, with the excess being more pronounced in Pop AA.

We also investigated the effect of recent admixture on the HCN statistic. Figure 3.4 shows the HCN statistics for simulated data under the three models described above (Pop A; Pop AA: $N_{AA} = N_A$; Pop AA: $N_{AA} = 0.1N_A$). For Pop AA when $N_{AA} = N_A$, there is an excess of regions that have fewer haplotypes as well as a shift toward more regions having the most common haplotype at higher frequency relative to Pop A. This pattern likely stems from the fact that some individuals in the admixed population have haplotypes which recently came from Pop E. Since Pop E underwent a bottleneck, it contains less haplotype diversity than Pop A. Thus, in the HCN for the admixed population, the Pop E haplotypes create a shift toward more regions with fewer haplotypes and where the most common haplotype is at higher frequency. When $N_{AA} = 0.1N_A$, the differences in the HCN statistic between Pop AA and Pop A become even more pronounced. Here we observe more regions with fewer haplotypes and where the most common haplotype is at higher frequency relative to the scenario for Pop AA when the ancestral and admixed populations are identical in size ($N_{AA} = N_A$). This pattern is likely due to the loss of haplotypes when the size of Pop AA decreases. We also examined the HCN statistic when Pop AA was formed 7 generations ago (Price et al. 2009) instead of 20 generations ago, corresponding to more recent admixture (Figure 3.5). When $N_{AA} = N_A$, the HCNs for the two different admixture times are nearly identical. When $N_{AA} = 0.1N_A$, more recent admixture results in less of a shift towards more regions with fewer haplotypes and where the most common haplotype is at higher frequency, presumably since the more recent founding of Pop AA results in less drift in Pop AA.
Figure 3.4: Expected HCN statistic for Pop A and Pop AA. Each cell in the matrix is colored according to the proportion of simulation replicates having the particular configuration of the number of haplotypes and count of the most common haplotype. For example, red cells contain <1% of regions and dark blue cells contain 20–25% of simulated regions. Note the excess of regions with fewer haplotypes and where the most common haplotype is at higher frequency in Pop AA relative to Pop A. This is most pronounced when $N_{AA} = 0.1N_A$. Note, the simulations assume $N_A = 20,000$; $N_y/N_A = 0.5$; $t_{ew} = 2400$ generations.
Figure 3.5: Expected HCN statistic for population growth (Pop A) and for growth with admixture (Pop AA) when admixture occurred 7 generations ago (instead of 20 generations). Each cell in the matrix is colored according to the proportion of simulation replicates having the particular configuration of the number of haplotypes and count of the most common haplotype. For example, red cells contain <1% of regions and dark blue cells contain 20-25% of simulated regions. Note the excess of regions with fewer haplotypes and where the most common haplotype is at higher frequency in Pop AA relative to Pop A. This is most pronounced when $N_{AA} = 0.1N_A$. Note, the simulations assume $N_A = 20,000$; $N_B/N_A = 0.5$; $\tau_{ce} = 2400$ generations.
However, the overall haplotype diversity is still lower than that seen in Pop AA when $N_{AA} = N_A$. In summary, the admixture process alters the HCN statistic in a manner that is heavily influenced by the current size of Pop AA and the relative duration of the founder effect forming Pop AA.

*Inference of demography from simulated data*

To determine whether the differences in the SFSs and HCNs from Pop A and Pop AA (Figures 3.2-3.5) are meaningful, we estimated the parameters for a population growth model using the SFSs and HCNs from Pop A and Pop AA (see Methods). The purpose of this analysis was to see if using data from Pop AA, we could accurately estimate the current population size of the Pop A ($N_A$), time of population growth in Pop A ($t_{cur}$) and the magnitude of population growth ($N_B/N_A$).

Figure 3.6A shows the distribution of MLEs inferred using the SFS for the three growth parameters when $t_{cur} = 2400$ generations. For Pop A, the MLEs for all three parameters are clustered at the true parameter values. For Pop AA, when $N_{AA} = N_A$, $N_A$ is slightly over-estimated and $N_B/N_A$ is under-estimated. The reverse pattern is seen when $N_{AA} = 0.1N_A$. Here, $N_A$ is slightly underestimated, but $N_B/N_A$ is slightly over-estimated. Importantly, in both cases, when using the SFS from Pop AA, all the estimates for $N_A$ are within 10,000 of the true value and all the estimates for $N_B/N_A$ are within 0.15 of the true value. The estimates of the timing since the instantaneous growth event ($t_{cur}$) present a different pattern. For both models of Pop AA, $t_{cur}$ is severely over-estimated (see below).

Figure 3.6B shows the distribution of the MLEs inferred using the HCN method. Again, the MLEs from Pop A are clustered around the true parameter values. Unlike for the estimates made using the SFS, the MLEs from Pop AA are now quite far from the true parameter values. For example, when $N_{AA} = N_A$, $N_A$ is severely over-estimated, and $N_B/N_A$ is under-estimated. When $N_{AA} = 0.1N_A$, haplotype diversity is
lost, leading to the under-estimation of $N_A$ when using individuals sampled from Pop AA. Interestingly, $t_{cur}$ is now under-estimated in both cases, presumably due to the fact that the very recent admixture has affected the haplotype patterns.

Figure 3.6: Distribution of MLEs for the three growth parameters inferred using A) the SFS and B) the HCN method (see text). Solid horizontal bars denote the true parameter values ($N_A = 20,000; N_B/N_A = 0.5; t_{cur} = 2400$ generations).

We also analyzed additional simulated datasets where $t_{cur} = 4000$ generations. Figure 3.7 shows the distribution of the MLEs inferred using the SFS (Figure 3.7A) and the HCN statistic (Figure 3.7B). Note that when estimating parameters using the
SFS, the estimates made from Pop AA again closely approximate the true parameter values for Pop A.

Figure 3.7: Distribution of MLEs for the three growth parameters inferred using A) the SFS and B) the HCN method (see text). Solid horizontal bars denote the true parameter values ($N_A = 20,000; \frac{N_B}{N_A} = 0.5; t_{cur} = 4000$ generations).

In particular, $t_{cur}$ is not as severely over-estimated as compared to the case where $t_{cur} = 2400$ generations. This is especially noticeable when $N_{AA} = N_A$. Thus, part of the explanation for the over-estimate of $t_{cur}$ using Pop AA when $t_{cur} = 2400$ generations is that the estimate was heavily influenced by the population “expansion” that occurred.
at $t_{\text{split}}$, when the European and African populations split (Stadler et al. 2009). When $t_{\text{cur}} = t_{\text{split}}$, this over-estimate is less pronounced, although is still present when $N_{AA} = 0.1N_A$.

Figure 3.7B shows that the MLEs inferred using the HCN statistic on individuals from Pop AA are again very far from the true growth parameter values in Pop A. Interestingly, the MLEs of the growth parameters inferred from Pop AA when $t_{\text{cur}} = 4000$ are very similar to those inferred when $t_{\text{cur}} = 2400$ (compare Figure 3.6B to Figure 3.7B). This suggests that the admixture process has such a profound influence on the haplotype patterns that changes in the timing of growth in the parental population cannot be detected using individuals from Pop AA. The current size of Pop AA ($N_{AA}$), on the other hand, has a large impact on the haplotype patterns (compare Pop AA: $N_{AA} = N_A$ to Pop AA: $N_{AA} = 0.1N_A$ in Figure 3.7B). These results, taken together, indicate that recent admixture affects haplotype summary statistics more than it affects the SFS.

In addition to examining the distribution of the MLEs of the growth parameters, we also assessed coverage properties of approximate 95% confidence intervals (CIs) made from the profile likelihood curves. It should be noted that these CIs are likely to be anti-conservative (i.e. contain the true parameter values <95% of the time) since the asymptotic results assume that all the observations are independent. However, in practice, SNPs are not completely independent. Table 3.1 shows the percent of the time that the three-dimensional approximate CI contains all three growth parameter values or the one-dimensional CI from the profile likelihood curves contain the individual parameter values. We find that for inference using the SFS, the 95% CIs from Pop A contain the true parameter value roughly 95% of the time, although, as expected, the CIs are sometimes anti-conservative. The three-dimensional CIs made using the Pop AA SFSs rarely contain the true parameter
values. The picture for the single-parameter CIs is a bit more encouraging and variable. For example, when $t_{\text{cur}} = 4000$ and $N_{AA} = 0.1N_A$, the CI for $N_B/N_A$ contains the true parameter value 93.8% of the time, which is slightly higher than the coverage from Pop A (92.2%). Unfortunately, coverage is parameter-value dependent: when $t_{\text{cur}} = 4000$, and $N_{AA} = N_A$, the CI for $N_B/N_A$ contains the true parameter value only 1.6% of

Table 3.1: Coverage properties of approximate 95% CIs for growth parameters estimated from Pop A and Pop AA using the SFS and HCN methods$^a$.

<table>
<thead>
<tr>
<th>Population$^b$</th>
<th>Overall$^c$</th>
<th>$\hat{N}_A$</th>
<th>$N_B/N_A$</th>
<th>$\hat{t}_{\text{cur}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>SFS $t_{\text{cur}} = 2400$</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pop A</td>
<td>96%</td>
<td>93.80%</td>
<td>94.60%</td>
<td>93.00%</td>
</tr>
<tr>
<td>Pop AA, $N_{AA} = N_A$</td>
<td>0%</td>
<td>37.20%</td>
<td>36.80%</td>
<td>29.20%</td>
</tr>
<tr>
<td>Pop AA, $N_{AA} = 0.1N_A$</td>
<td>0%</td>
<td>70.40%</td>
<td>70.60%</td>
<td>6.60%</td>
</tr>
<tr>
<td><strong>$t_{\text{cur}} = 4000$</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pop A</td>
<td>95.40%</td>
<td>92.40%</td>
<td>92.20%</td>
<td>89.60%</td>
</tr>
<tr>
<td>Pop AA, $N_{AA} = N_A$</td>
<td>0%</td>
<td>1.80%</td>
<td>1.60%</td>
<td>82.20%</td>
</tr>
<tr>
<td>Pop AA, $N_{AA} = 0.1N_A$</td>
<td>25.20%</td>
<td>93.60%</td>
<td>93.80%</td>
<td>44.20%</td>
</tr>
<tr>
<td><strong>HCN $t_{\text{cur}} = 2400$</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pop A</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
</tr>
<tr>
<td>Pop AA, $N_{AA} = N_A$</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>Pop AA, $N_{AA} = 0.1N_A$</td>
<td>0%</td>
<td>0%</td>
<td>63%</td>
<td>0%</td>
</tr>
<tr>
<td><strong>$t_{\text{cur}} = 4000$</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pop A</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>99%</td>
</tr>
<tr>
<td>Pop AA, $N_{AA} = N_A$</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>Pop AA, $N_{AA} = 0.1N_A$</td>
<td>0%</td>
<td>0%</td>
<td>21%</td>
<td>0%</td>
</tr>
</tbody>
</table>

$^a$ In all cases, the true parameters are $N_A = 20,000$ and $N_B/N_A = 0.5$.

$^b$ The population used for inference. “Pop A” denotes the case where the non-admixed population is used to infer the growth parameters. “Pop AA, $N_{AA} = N_A$” denotes the case where samples from Pop AA are used to estimate growth parameters in Pop A, and the current size of Pop AA is equal to that of Pop A. “Pop AA, $N_{AA} = 0.1N_A$” denotes the case where samples from Pop AA are used to estimate growth parameters in Pop A, and the current size of Pop AA is 0.1 that of Pop A.

$^c$ The three-dimensional 95% CI.
the time. The fact that the single-parameter CIs often contain the true parameter values, but the joint intervals do not suggest that many datasets accurately estimate one or two of the parameters, but not all three. For inference using the HCN statistic, we find that for Pop A, the 95% CIs are conservative, consistent with the observations of Lohmueller et al. (2009). However, the CIs made using data from Pop AA rarely contained the true parameter values from Pop A.

Frequently when researchers fit a demographic model to the observed SFS, they will also perform a goodness-of-fit (GOF) test to determine if the best-fitting model can explain observed SFS (see for example Adams and Hudson 2004; Caicedo et al. 2007; Boyko et al. 2008; Nielsen et al. 2009). Given that the simple growth model is the wrong model for Pop AA (the true model involves growth and admixture), we wanted to assess how well the MLEs of the growth parameters fit the observed SFS. Put another way, if a researcher were to fit a growth model to the SFS from an admixed population, how likely is it that the researcher would reject the simple growth model as an explanation for the observed SFS? We performed a simple chi-square GOF test for a particular demographic model where we compared the observed SFS in each of the 500 simulated datasets to the expected SFS at the MLE estimates. Figure 3.8 shows a quantile-quantile (qq) plot comparing the GOF $P$-values from Pop AA versus those for Pop A. When $t_{cur} = 2400$, there is a shift toward smaller $P$-values in Pop AA as compared to Pop A (Figure 3.8). This effect is less pronounced when $t_{cur} = 4000$ (Figure 3.9). We find that when $t_{cur} = 2400$, 5% of the simulated datasets in Pop A have a $P$-value < 0.014. Note, the fraction of datasets with $P<0.014$ is greater than 1.4% due to the fact that some SNPs are linked, thus reducing the effective number of SNPs. Thus, we use 0.014 as an approximate 5% rejection region for the GOF test. Using this calibration, we find that 8.8% and 5.8% of datasets for the AA population have a $P$-value <0.014, for $N_{AA} = N_A$ and $N_{AA} =$
0.1N_A, respectively. When \( t_{cur} = 4000 \), 5% of the simulated datasets from Pop A have a \( P \)-value <0.0117 compared to 5.6% and 4.8%, for \( N_{AA} = N_A \) and \( N_{AA} = 0.1N_A \), respectively. These results suggest that there is a slightly worse GOF for the admixed population (Pop AA) than for the non-admixed population, but we cannot exclude the possibility that some of this pattern may be due to differences in how accurately we optimized the likelihood function across different models. Nevertheless, for the datasets simulated here (containing roughly 17,000 SNPs), the vast majority (91-95%) of datasets from Pop AA will be unable to reject the pure growth model. While we expect datasets from admixed populations containing more SNPs to have more power to reject the simplified (and incorrect) growth model, it appears that better model diagnostics are needed.

Figure 3.8: Quantile-Quantile (QQ) plot comparing the chi-square goodness of fit test \( P \)-values from data simulated from Pop A (x-axis) and Pop AA (y-axis). Note the excess of lower \( P \)-values in Pop AA relative to Pop A for both values of NAA. These results suggest that the best-fitting growth parameters tend to fit Pop AA (where the true demographic model involves admixture) slightly worse than they do for Pop A (where the true demographic model is a growth model). Here \( t_{cur} = 2400 \) generations.
Figure 3.9: Quantile-Quantile (QQ) plot comparing the chi-square goodness of fit test $P$-values from data simulated from Pop A (x-axis) and Pop AA (y-axis). Note that there is not as much of an excess of low $P$-values for Pop AA as there was in Figure 3.8. Here $t_{\text{cur}} = 4000$ generations.

Inference of demography from human data

We estimated the three growth model parameters ($t_{\text{cur}}, N_A, N_B/N_A$) for the African American (AA) and Yoruba (YRI) populations using the SFS NIEHS resequencing dataset (Livingston et al. 2004). We chose to use the NIEHS dataset since it was generated by complete resequencing of the same genomic regions in both AA and YRI individuals. Since it is a complete resequencing dataset free of ascertainment bias, we can accurately estimate the SFS. Because the dataset included both AA and YRI individuals, we should be able to directly measure the effect that admixture has on estimates of the growth model parameters estimated from the SFS by comparing the parameter estimates of the two datasets. Importantly, since the same regions were studied and the resequencing was done by the same laboratory for the
two populations, any differences in the estimates should not be attributable to differences in selective pressure or laboratory errors.

As expected based on the analysis of simulated data described above, the folded SFS of the AA and YRI are fairly similar to each other ($P = 0.09; \chi^2 = 15.0155 ; 9$ df; Pearson’s chi-square test), but the AA SFS has slightly more low frequency SNPs and more SNPs overall (see also Figure 3.10).

Figure 3.10: The folded SFS for the YRI and AA samples in the NIEHS dataset. The folded SFS presents the number of SNPs where the minor allele has a given frequency. Note, to allow for missing data, we projected the SFS to a sample size of 20 chromosomes.

Using the SNPs in the folded SFS, Watterson’s $\theta = 8.88 \times 10^{-4}$ per nucleotide in YRI and $8.95 \times 10^{-4}$ per nucleotide in AA. The average number of pairwise differences ($\pi$)
per nucleotide is $7.99 \times 10^{-4}$ in the YRI sample and $7.93 \times 10^{-4}$ in the AA sample. We then estimated the three demographic parameters for the AA and YRI datasets (see Methods). Figure 3.11 shows the profile-likelihood curves for the three parameters. We find that the estimate of $N_A$ is slightly higher in the AA population (15,732) as compared to the YRI population (14,647). $N_B/N_A$ is slightly lower in the AA (0.46) than in the YRI (0.5) sample. The profile likelihood curves overlap substantially for $t_{cur}$, with a MLE of 5208 generations in the AA and 5425 generations in the YRI. Importantly, for all three parameters, the approximate 95% CIs from the profile-likelihood curves (<1.92 log-likelihood units) overlap between the AA and YRI estimates, suggesting that the YRI and AA parameter estimates are not significantly different from each other.

We then estimated the growth parameters for the Perlegen AA dataset (Hinds et al. 2005) using the HCN approach (see Methods). Figure 3.11 also shows the profile-likelihood curves for the three parameters. The estimate of $N_A$ (12,500) is slightly smaller than the estimates obtained from the SFS based analyses. However, the estimates of the other two parameters using the HCN method are quite discordant with the estimates found using the SFS. $N_B/N_A$ is much larger (0.95) when estimated using the HCN than the SFS (0.46). The timing of growth, $t_{cur}$ is also estimated to be much more recent when using the HCN as compared to the SFS. Thus, as predicted by the analysis of simulated datasets described above, the HCN inference method gives different growth parameter estimates than the SFS inference method when the population truly had an admixed demographic history.
Figure 3.11: Profile log-likelihood curves for the three growth model parameters estimated from the NIEHS resequencing dataset (using the SFS for the AA and YRI samples) and the Perlegen SNP genotype dataset (using the HCN for the AA sample). Note that the two estimates based on the SFS (solid curves) are very similar to each other. The horizontal line in each figure denotes the approximate asymptotic 95% CI.
3.5 Discussion

We have examined how recent admixture affects estimates of population growth when using the SFS or the HCN statistic for inference. For certain parameter combinations, we find that growth parameter estimates made using the SFS in the admixed population are qualitatively similar to the true growth parameters from the un-admixed population. This pattern holds more often for the current population size ($N_A$) and growth parameter ($N_B / N_A$) than for the timing since growth parameter ($t_{cur}$), and seems to be little affected by whether or not the admixed population had experienced a reduction in size during its founding. If growth occurs at the time the ancestral populations split from each other (e.g. $t_{cur} = t_{split}$ in Figure 3.1), then estimates of $t_{cur}$ from the admixed population will exhibit smaller bias.

We found that demographic inference based on haplotype patterns is more sensitive to the admixture process than demographic inference based on the SFS. Our simulations suggest that this difference comes about from the manner in which the 20% of ancestry from Pop E affects the SFS and HCN. The SFS from the admixed population (Pop AA) contains more SNPs and more low frequency SNPs than does the non-admixed population (Pop A). This is due to the fact that Pop E contains some population-specific SNPs not present in Pop A that are then brought into Pop AA during the admixture process. Based on the model assumed here, as well as the analysis of the NIEHS resequencing data, the extra SNPs brought into the admixed population from the European population do not substantially alter estimates of the population growth parameters. Conversely, the HCN statistic from the admixed population (Pop AA) is shifted towards a higher proportion of windows of the genome with fewer haplotypes and where the most common haplotype is at higher frequency than in the non-admixed Pop A. Essentially, this suggests that there is less haplotype diversity in Pop AA than in Pop A. This pattern arises because ~20% of
chromosomes in Pop AA are from Pop E, rather than from Pop A. Since Pop E has undergone a population bottleneck, it has less haplotype diversity than Pop A does. Consequently, Pop AA has lower haplotype diversity than Pop A simply because it contains ~20% of its chromosomes from the populations with lower haplotype diversity (Pop E) while Pop A contains 0% of its chromosomes from the population with lower diversity. Put another way, a single chromosome sampled from Pop A is more likely to represent a new haplotype in a sample from Pop A than a single chromosome sampled from Pop E would. This is the opposite of what was seen for single SNPs, where sampling chromosomes from a mixture of Pop A and Pop E results in an increase in the number of SNPs over sampling only Pop A (Ptak and Przeworski 2002; Stadler et al. 2009). This difference indicates that these two summaries of SNP data capture different and complementary aspects of ancestral history.

These finding offers some guidance for researchers wishing to infer demographic parameters in admixed populations. Due to the sensitivity of haplotype-based approaches to the admixture process, haplotype-based methods may be more informative than SFS-based methods for inferring the extent of recent admixture and detecting founder effects associated with admixture. However, when using haplotype-based approaches, researchers need to explicitly model the admixture process, rather than fitting a simplified growth model. As shown in the analysis of simulated and real data, fitting a simple growth model to an admixed population using haplotype patterns will likely give uninformative and erroneous results. Conversely, demographic inference using the SFS on admixed individuals often will yield parameter estimates for the non-admixed population that are likely to be qualitatively similar to those that would be obtained in the non-admixed population (at least for the range of parameters we have investigated here).
While existing computational methods use haplotype data for inference, these methods address different questions than those proposed here (Falush et al. 2003; Tang et al. 2006; Price et al. 2009). For example, the program STRUCTURE can be used to assign individuals to population clusters, estimate admixture proportions, and assign ancestry blocks (Falush et al. 2003). However, it assumes a simplified demographic model and does not allow inference of other demographic parameters, such as the timing and magnitude of population growth, or bottleneck parameters. Furthermore, STRUCTURE has mostly been used to detect admixture in recently admixed populations (less than 100 generations ago), rather than more ancient admixture events (Falush et al. 2003). A new method based upon the Li and Stephens copying model (Li and Stephens 2003) likely can detect older admixture events (Price et al. 2009). However, as currently implemented, like STRUCTURE, this approach does not provide estimates of population size changes. Thus, further work is needed to infer population size changes in admixed populations using haplotype patterns.

As predicted by our simulations, we found that the demographic parameters inferred using the SFS on the NIEHS AA are similar to those inferred from the NIEHS YRI individuals. This finding has implications for reconciling differences in estimates of population growth rates and times made using African and African American populations. Our finding from the NIEHS data of similar growth parameters for both the AA and YRI individuals suggests that using African American individuals as opposed to West African individuals should not lead to large differences in parameter estimates. Instead, we propose that the differences in estimates of growth parameters in different studies are likely to be due to differences in the amounts of natural selection in different datasets, systematic differences in laboratory protocols leading to different proportions in the SFS, or differences in modeling methods (e.g. whether or not migration is included). Consistent with this hypothesis, Wall et al. (2008) found
that a summary of the SFS, Tajima’s $D$ (Tajima 1989b), significantly differed among different datasets consisting of West African populations. Further studies using larger datasets with similar laboratory protocols and more advanced demographic models will help obtain more reliable parameter estimates.

While we examined complex demographic models involving population splits, bottlenecks, growth, and admixture, our models are still likely to be an oversimplification of the true demography of African and African American populations. Due to the many parameters in our model, we only examined a few illustrative examples, and did not evaluate systematically the effect of changing different parameters. For example, we assumed that the admixture event occurred 20 generations ago and that all Pop AA individuals have, on average, 80% of their ancestry from Pop A. In reality, both these parameters vary among individuals (Pfaff et al. 2001; Patterson et al. 2004). Our simulated datasets also assume a uniform recombination rate and do not include hotspots which are known to occur in the human genome (McVean et al. 2004). Thus, our models should be taken as illustrative examples of the effect of admixture on tests of demography and selection, rather than the full story. It is unclear if the general trends seen from our simulations, such as the finding that inference of demography using individuals from the recently admixed Pop AA provides qualitatively similar estimates obtained from individuals from the un-admixed parental population, Pop A, will hold under more complex models of demography. However, a more recent admixture time (7 generations instead of 20 generations) gave SFS that were qualitatively similar to those found when admixture occurred 20 generations ago (compare Figure 3.2 to Figure 3.3), suggesting that our conclusions may apply even if some of the true parameters differ slightly from those used in our models.
In our simulated data, Pop AA was made up of a mix of Pop A and Pop E where both these parental populations were assumed to be randomly mating. Genetic data suggest that African populations are highly structured (Reed and Tishkoff 2006; Campbell and Tishkoff 2008; Tishkoff et al. 2009; Bryc et al. 2010) and that multiple non-Bantu Niger Kordofanian-speaking populations likely have contributed ancestry to African Americans (Bryc et al. 2010). However, these non-Bantu Niger Kordofanian-speaking populations show very low levels of population differentiation with each other (Bryc et al. 2010), suggesting that our assumption of a randomly parental population for Pop AA may not be unreasonable.

Nevertheless, due to these inherent complexities in trying to jointly model African, African American, and European population history, we also analyzed empirical data from African and African American populations. The analysis of the NIEHS and Perlegen data allow us to test whether the predictions made from simulated data generated under our simplified demographic models hold for actual data generated under the true demographic model of these populations. The fact that the growth parameters estimated using the SFS from the NIEHS data in the Yoruba and African American populations were similar to each other, as predicted by our simulations, suggests that our simple models provide a reasonable guide to reality. Furthermore, the finding that the estimates of growth parameters using the HCN statistic African American data significantly differ from those estimated from the SFS is again consistent with the observations from our simulations.

While our analyses were done with the demography of West African and African American individuals in mind, our results suggest some general predictions for the future study of additional recently admixed populations, such as Latino populations. We should expect that the admixture process will have more severely altered haplotype patterns than the SFS, suggesting that haplotype-based approaches
should be more informative for learning about their recent demographic history. However, while haplotype patterns will provide useful information, they are also more sensitive to mis-specification of the demographic model. Thus, haplotype methods to estimate demographic parameters, like the HCN statistic, should not be used on admixed populations without properly modeling the admixture. Further complex demographic models and inference methods involving admixture will need to be developed to properly estimate model parameters.

Finally, we note that current model diagnostics (such as the Goodness-of-Fit statistic comparing observed to expected SFS) commonly used to assess concordance between model and SNP data, may not have power to detect when data were drawn from a more complex model. We suggest that LD and haplotype patterns as summarized by the HCN statistic are especially sensitive to recent admixture and may provide better diagnostics for detecting ill-fitting models. Pairwise LD patterns have recently been utilized by Hernandez et al. (2007b) and Gutenkunst et al. (2009) on large scale Macaque and human resequence data sets to assess the fit of the demographic models estimated from the SFS. A similar approach may provide a means of harmoniously and robustly undertaking model fitting and assessment for demographic inference from admixed populations as well.
CHAPTER 4

DETECTING DIRECTIONAL SELECTION IN THE PRESENCE OF RECENT ADMIXTURE

4.1 Abstract

We investigate the performance of neutrality tests to detect selection in recently admixed populations. Tajima’s $D$, Fu and Li’s $D$, and haplotype homozygosity have lower power in the admixed population relative to the non-admixed population. Fay and Wu’s $H$ test, however, shows the opposite pattern. For the demographic models investigated, after accounting for the excess of low frequency alleles, ignoring recent admixture when defining the rejection regions of the frequency spectrum-based tests does not result in an excess of false-positive results.

4.2 Text

The classic model of genetic hitchhiking predicts that a favorable mutation which has recently fixed in the genome will be surrounded by reduced heterozygosity (Maynard Smith and Haigh 1974; Kaplan et al. 1989), an excess of low frequency alleles (Braverman et al. 1995) and an excess of high frequency derived alleles (Fay and Wu 2000). These signatures have been used to detect the footprints of recent selection (reviewed in Nielsen 2005). However, the standard hitchhiking model assumes that selection acts on a newly arisen mutation in an additive manner in a random mating population of constant size. Recent work has examined the effect that violations of these assumptions have on patterns of variation in selected regions and on tests of neutrality (Kim and Stephan 2003; Innan and Kim 2004; Hermisson and Pennings 2005; Przeworski et al. 2005; Santiago and Caballero 2005; Kim 2006; Lohmueller, K.E., C.D. Bustamante, and A.G. Clark, Submitted.)
Pennings and Hermisson 2006a; Pennings and Hermisson 2006b; Teshima and Przeworski 2006; Teshima et al. 2006; Thornton and Jensen 2007). Since violations of the assumptions of the standard hitchhiking model change the expected pattern of polymorphism around a selected site, it is important to characterize the effect of additional violations of the hitchhiking model.

Here we examine how recent admixture affects patterns of polymorphism around a recently selected site as well as the false-positive rates and power of common tests of neutrality. These topics are relevant to the interpretation of studies of positive selection in human populations that have studied American individuals with African and European ancestry (Akey et al. 2004; Carlson et al. 2005; Stajich and Hahn 2005; Kelley et al. 2006; Wang et al. 2006; Tang et al. 2007; Williamson et al. 2007; Nielsen et al. 2009). Furthermore, with the advent of next-generation sequencing data, it is anticipated that selection scans will be performed in additional recently admixed populations.

We simulated datasets with positive selection under the demographic model shown in Figure 4.1. Since many coalescent simulation programs that model positive selection do not allow for complex demographic models (Spencer and Coop 2004), we used the forward-simulation program SFSCODE (Hernandez 2008) to simulate datasets where positively selected mutations arose in Pop A. Our simulations differ from the standard coalescent models of selection since we introduce the selected allele at particular time points, rather than condition on some present day frequency of the selected allele (Braverman et al. 1995; Innan and Kim 2004; Spencer and Coop 2004). Since our simulations may include partial sweeps and sweeps that ended at different times, our simulations are not quantitatively comparable to other coalescent simulations of selective sweeps, though qualitative patterns should be similar.
Figure 4.1: Demographic model used for simulations. This is the same model used in Lohmueller, Bustamante, Clark (submitted). 4000 generations ago the European (Pop E) and African (Pop A) populations split and (for simplicity) did not undergo any subsequent gene flow. The European population underwent a bottleneck (using parameters inferred by Lohmueller et al. 2009), with the exception of $N_B$, which is set to 10,000). The African American population (Pop AA) was formed 20 generations ago and has current size $N_{AA}$ (Pfaff et al. 2001; Patterson et al. 2004; Tian et al. 2006). We assume 80% of the ancestry of Pop AA comes from Pop A, and 20% from Pop E (Pfaff et al. 2001; Patterson et al. 2004; Tian et al. 2006). Note, here $N_A = 20,000$; $N_B/N_A = 0.5$; $t_{cur} = 2400$ generations, and $N_{AA} = 0.1N_A$ or $N_{AA} = N_A$. Selected mutations occur in Pop A (black) for five generations, at time $t_{sel}$. All simulations assume an infinite sites mutation model and a Wright-Fisher model of reproduction.

Patterns of polymorphism around selected sites

Figure 4.2A shows the distribution of the ratio of diversity for regions that have undergone recent selection to neutrally evolving regions in the non-admixed population (Pop A).
Figure 4.2: Effect of recent admixture on patterns of variability around a selected site. The ratio of three different measures of diversity in regions containing a positively selected site to neutrally evolving regions. (A) The non-admixed population, Pop A, and (B) the admixed population, Pop AA. $\theta_x$ is the average number of pairwise differences between sequences (Tajima 1983), $\theta_W$ is Watterson’s estimator based on the number of segregating sites (Watterson 1975), and $\theta_H$ is Fay and Wu’s estimator based on high-frequency-derived alleles (Fay and Wu 2000). The proportion of the distribution to the left of the vertical line indicates a shift toward lower estimates of the measures of diversity in the selected regions relative to neutral regions. We simulated sequences containing a central 2 kb region where positively selected mutations could occur flanked by 25 kb of neutral sequence on either side in a sample size of 40 chromosomes. The population scaled selection coefficient, $\gamma = 2Ns = 100$, corresponding to moderate positive selection. We assumed an additive fitness model where an individual homozygous for the selected mutation has a fitness of $1+2s$ and heterozygotes have fitness $1+s$. Since we only included positive selection in Pop A and not the other two populations, the central 2 kb region evolved neutrally for the entire simulation in Pop AA and Pop E. We set $\mu = r = 1 \times 10^{-8}$ per nucleotide which gives population scaled mutation ($\theta = 4N\mu$) and recombination ($\rho = 4Nr$) rates equal to 0.004 per-nucleotide. Since forward simulations are time consuming, we rescaled all population sizes to be two times smaller than those used in Figure 4.1, while keeping $\theta$, $\rho$, and $\gamma$ equal to their original values listed above. A similar strategy has been used in other forward simulations (Hoggart et al. 2007; Coop et al. 2009; Pickrell et al. 2009). Because SFSCODE cannot force a mutation to occur at a particular time, for five generations ending at time $t_{sel}$ (1595-1600 generations ago, scaled by the smaller SFSCODE population size for Figures 4.2 and 4.3), all mutations that occurred in the central 2 kb regions were assigned a selection coefficient of $\gamma = 100$ and evolved under positive selection. Thus, the number of positively selected mutations per replicate is Poisson distributed with rate parameter $\lambda = 2$. All subsequent mutations that occurred in the central 2 kb regions were neutral. We retained only those replicates where the selected allele was not lost from the population. The statistics presented here are based on 1000 simulation replicates.
Here we see the expected signatures of recent positive selection in the presence of recombination (Fu and Li 1993; Fay and Wu 2000; Nielsen 2005). All three estimators of diversity are reduced in selected regions relative to neutral regions (i.e. the bulk of the distributions are <1). Furthermore, $\theta_H$ is shifted toward higher values, indicating an excess of high-frequency-derived alleles, in some selected regions relative to neutral regions.

Figure 4.2B shows the same distributions for the admixed population (Pop AA). Again, there is an overall reduction in diversity in selected regions relative to neutral regions. However, both $\theta_\pi$ and $\theta_W$ are less reduced in selected regions in Pop AA than they were in Pop A. In fact, in Pop AA, some selected regions have higher values of $\theta_\pi$ and $\theta_W$ than neutrally evolving regions do. This pattern is due to variation from Pop E being brought into Pop AA during the admixture process. Also note that the ratio of $\theta_H$ in selected regions to neutrally evolving regions is higher in Pop AA than in Pop A, suggesting a more pronounced excess of high-frequency-derived variants around selected regions in Pop AA than in Pop A. An excess of high-frequency-derived alleles is expected to exist around a selected site while the selected allele is on its way to fixation, and shortly after the selected allele fixes in the population (Fay and Wu 2000; Przeworski 2002). However, many of the high-frequency-derived alleles present in the selected regions will become fixed in the population due to drift soon after the selected site fixes in the population. This is likely what happened in Pop A, since introducing the selected allele more recently, (~2400 generations ago, instead of ~3200 generations ago, assuming $t_{sel}$ is scaled such that $N_B = 10000$) results in an increase of $\theta_H$ in Pop A (data not shown). Since we modeled population-specific selection in Pop A and not in Pop E, the ancestral alleles for many variants around the selected allele are still at high frequency in Pop E. When Pop AA is formed through mixing Pop A and Pop E, sites in the selected region where
the derived allele has fixed in Pop A now become polymorphic again and have the derived allele at high frequency, increasing $\theta_H$ in the admixed population. This mechanism predicts that $\theta_H$ in Pop AA should be less affected by the timing of the sweep than $\theta_H$ in Pop A would be. Indeed, our simulations show evidence of this. When the selected allele was introduced 2400 generations ago, rather than 3200 generations ago (scaled so that $N_B = 10000$), we find a higher increase of average $\theta_H$ in Pop A (5.13), than in Pop AA (0.93). Importantly, in both cases, average $\theta_H$ in Pop AA is larger than average $\theta_H$ in Pop A.

Performance of neutrality tests

We next examined the false positive and false negative rates for several common tests of neutrality in admixed vs. non-admixed populations. The purpose of this analysis was to address whether tests of neutrality have an elevated false-positive rate in admixed populations when admixture is not included in the null model to define the rejection region of test. Conversely, we wanted to assess whether admixed populations have higher or lower power at detecting population-specific positive selection in one of the parental populations than does using individuals from the parental population where the selective event occurred. For this analysis, we examined two different classes of test of neutrality: tests based on the site frequency spectrum (SFS; Tajima’s $D$ (Tajima 1989b), Fu and Li’s $D$ (Fu and Li 1993a), and Fay and Wu’s $H$ (Fay and Wu 2000)), and tests based on haplotype patterns (haplotype homozygosity).

Here we examine three different strategies to define rejection regions for each test. The quantiles of each statistic from neutral coalescent simulations were used to define the rejection region for each test. First, we used the standard neutral model (herein “SNM”). The SNM is anti-conservative for many of these tests when the true demographic model is more complex (Tajima 1989a; Tajima 1989b; Fu and Li 1993;
Simonsen et al. 1995; Przeworski 2002; Nielsen et al. 2005), and so the SNM serves as a baseline for comparison between admixed and non-admixed populations. The second strategy was to use the true demographic model (herein “TRUE”) under which each population evolved. For Pop A, we used simulations from a growth model with the true growth parameters, and for Pop AA, we used simulations including admixture between Pop A and Pop E, again with the true model parameters. While the true demographic model is not known in practice, this strategy represents the best one could do with perfect demographic information. Finally, the third strategy was to estimate parameters of a simplified demographic model using the site frequency spectrum (SFS) from neutral data, and then do simulations under those parameters to define the rejection region (herein “EST”). This strategy mimics what is often done when researchers have genome-wide genetic variation data (Nielsen et al. 2009). Here we used a growth model for Pop A (where it is the correct model) as well as for Pop AA (where it is the incorrect model because the true model includes admixture).

Figure 4.3A shows the fraction of test statistics calculated from simulated neutral datasets that rejected neutrality for Pop A and Pop AA. As expected, we find an elevated false-positive rate for Tajima’s $D$ and Fu and Li’s $D$ in Pop A and Pop AA when using the rejection region defined by the SNM. This is caused by the excess of low frequency alleles present due to population growth (Tajima 1989a; Slatkin and Hudson 1991). When using the TRUE or EST rejection regions, this elevated false-positive rate disappears, because the excess of low-frequency alleles is not unusual under growth models. However, there is still a slight excess of false positive results in Pop AA when using the EST rejection region (~1%), although this pattern disappears when there is no founder effect in Pop AA ($N_{Aa} = N_A$, Figure 4.4A). Fay and Wu’s $H$ test does not have an elevated false positive rate in Pop AA for any of the three rejection regions. This is reassuring, since in principle, if derived alleles fix in Pop A,
but not in Pop E, then the admixed population (Pop AA) could contain derived alleles at high frequency which would yield false-positive results (Fay and Wu 2000). However, this scenario appears to be uncommon for neutral data under the demographic model used here simply due to the fact that the level of differentiation between Pop A and Pop AA is not high enough to result in many cases where the derived allele is at near-fixation in one population but low frequency in the other. A simulation study (Przeworski 2002) that suggested population structure coupled with little migration can be a potential source of false-positives for this test assumed a two-island model with higher levels of population differentiation than those considered here. Our simulations also suggest that the strategy used by Nielsen et al. (2009), where growth model parameters are estimated using the neutral SFS and then simulations with those parameter estimates are used to define the rejection region for neutrality tests based on the SFS, is a reasonable strategy that does not result in an excess of false-positives, even when the true demographic model involves both population growth and admixture. Of course, this result only holds if neutral regions of the genome can identified and used for demographic inference.

The haplotype homozygosity test appears to be conservative in both Pop A and Pop AA when using the SNM to define the rejection region, presumably due to the fact that the SNM assumes a smaller current population size than do the growth models, and thus a smaller population-scaled recombination rate. When using TRUE rejection regions, the test behaves appropriately. However, we note a slight excess of false-positive results (~3% excess) when using the EST demographic model for Pop AA. This is likely due to an excess of haplotype homozygosity from the admixture or founding event that is unexpected under a simple growth model fit using the SFS. We did not find an elevated false-positive rate when $N_{AA} = N_A$ (Figure 4.4), suggesting that
this pattern is more due to the population size reduction at the time of admixture, rather than the admixture process itself.

**Figure 4.3: Performance of neutrality tests in admixed populations.** (A) Proportion of neutral datasets rejecting neutrality (False-positives) for different rejection regions. (B) Proportion of selected datasets rejecting neutrality (Power) for different rejection regions. SNM denotes the rejection region defined by the standard neutral model, TRUE the rejection region defined by the true demographic model for each population, and EST the rejection region defined by a growth model where the parameters were estimated from the SFS of neutral data (see text). The parameters of the growth model were those at the modes of the distributions of MLEs estimated from the SFS for the growth parameters in Figure 3.4 of Lohmueller, Bustamante, Clark (*submitted*). The same datasets simulated with selection in Figure 4.2 were used here.

Thus, researchers should be cautious when using a demographic model inferred from the SFS as a null model for haplotype-based tests of neutrality. The problem might be circumvented by either using more accurate demographic models or inferring demographic models using haplotype-based approaches (Lohmueller *et al.* 2009).
We next assessed the power of these neutrality tests to detect positive selection that occurred only in Pop A when using individuals sampled from Pop A and Pop AA. Figure 4.3B shows the fraction of tests using datasets simulated with positive selection that rejected neutrality for Pop A and Pop AA. Here we find that for Tajima’s $D$, Fu and Li’s $D$, and haplotype homozygosity, for all three rejection regions, individuals from Pop AA have lower power to detect selection than individuals from Pop A. For Tajima’s $D$, this pattern can be explained by the admixture process increasing $\theta_\pi$ more than it increases $\theta_W$ (Figure 4.2B). Increasing $\theta_\pi$ more than $\theta_W$ will lead to larger values of $D$, and consequently, lower power to detect selection. We find that Fay and Wu’s $H$ test has nearly twice as much power to detect selection using the admixed population (Pop AA) than the non-admixed population (Pop A) for all three rejection
regions. This increase in power is due to the large increase in $\theta_H$ relative to $\theta$ in selected regions in Pop AA. We should point out that this result is likely sensitive to the timing and strength of selection simulated and may not apply universally for all types of population-specific selection. However, we find that all of these results qualitatively hold when the selected allele is introduced at different times (Figure 4.5).

**Figure 4.5: Proportion of selected datasets rejecting neutrality (Power) when the selected mutations occurred at different times.** (A) The selected mutations occurred when Pop A and Pop E split ($t_{sel} = 4000$ generations when $N_B$ is scaled to equal 10000). (B) The selected mutations occurred when Pop AA expands ($t_{sel} = 2400$ generations when $N_B$ is scaled to equal 10000). SNM denotes the rejection region defined by the standard neutral model, TRUE the rejection region defined by the true demographic model for each population, and EST the rejection region defined by a growth model where the parameters were estimated from the SFS of neutral data (see text). All demographic parameters are the same as in Figure 4.3.

**Conclusions**

Our simulations are meant to be illustrative examples of the effect of admixture on patterns of variation in selected regions. Specific quantitative predictions are likely to be dependent on the parameters of the selection model used, the timing of the admixture event(s), and the overall demographic model employed.
Nevertheless, these simulations can help interpret previous studies of selection in admixed populations and suggest strategies for detecting selection in admixed populations.

Studies that have found evidence of positive selection using frequency spectrum-based tests of neutrality in African American populations (Akey et al. 2004; Carlson et al. 2005; Stajich and Hahn 2005; Kelley et al. 2006; Williamson et al. 2007) are not likely to have an elevated false-positive rate due to recent European admixture. Our simulations partially support the hypotheses of previous studies (Carlson et al. 2005; Voight et al. 2006; Williamson et al. 2007) that recent European admixture in African American populations can obscure some of the signal of recent selective sweeps in African populations. However, recent admixture accentuates signatures of selection based on high-frequency derived variants, suggesting there still can be reasonable power to detect recent selection in admixed populations.
CHAPTER 5

PROPORTIONALLY MORE DELETERIOUS GENETIC VARIATION IN
EUROPEAN THAN AFRICAN POPULATIONS

5.1 Abstract

Quantifying the number of deleterious mutations per diploid human genome is of critical concern to both evolutionary and medical geneticists (Muller 1950; Fay et al. 2001; Cohen et al. 2004). Here, we combine genome-wide polymorphism data from PCR-based exon re-sequencing, comparative genomic data across mammalian species, and protein structure predictions to estimate the number of functionally consequential mutations carried by each of 15 African American (AA) and 20 European American (EA) individuals. We find that AAs show significantly higher levels of nucleotide heterozygosity than do EAs for all categories of functional mutations considered including synonymous, nonsynonymous, predicted “benign”, predicted “possibly damaging” and predicted “probably damaging” mutations. This result is wholly consistent with previous work showing higher overall levels of nucleotide variation in African populations as compared to Europeans (Tishkoff and Williams 2002). EA individuals, on the other hand, have significantly more genotypes homozygous for the derived allele at synonymous and nonsynonymous SNPs and for the damaging allele at “probably damaging” SNPs than AAs do. Surprisingly, for SNPs segregating only in one population or the other, the proportion of nonsynonymous SNPs is significantly higher in the EA sample (55.4%) than in the AA sample (47.0%; \( P < 2.3 \times 10^{-37} \)). We observe a similar proportional excess of SNPs that are inferred to be “probably damaging” (15.9% EA; 12.1% AA; \( P < 3.3 \times 10^{-40} \)).

---

5 Previously published in Lohmueller et al. (2008) and has been reproduced with permission. Copyright the Authors.
Using extensive simulations, we show that this excess proportion of segregating damaging alleles in Europeans is likely a consequence of a bottleneck that Europeans experienced around the time of the migration out of Africa.

5.2 Main text

Current estimates of the number of deleterious mutations per diploid human genome vary by several orders of magnitude. Using a correlation in inbreeding rates within consanguineous marriages and mortality, Morton, Crow, and Muller (Morton et al. 1956) estimated each of us carries 3-5 lethal equivalents (i.e., an allele or combination of alleles that if made homozygous would be lethal) whereas Kondrashov (Kondrashov 1995) has predicted that the number may be as high as 100 lethal equivalents. Comparative genomic methods suggest that approximately 38% of amino-acid changing polymorphisms are deleterious, with 1.6 new deleterious mutations arising per individual per generation (Eyre-Walker and Keightley 1999) while studies based on segregating polymorphisms estimate that each person carries between 500 and 1,200 deleterious mutations (Fay et al. 2001; Sunyaev et al. 2001). It is very difficult to reconcile these estimates since each study used different methods and data. Furthermore, studies that used DNA sequences only included data from several hundred genes. Thus, there is a critical need for an unbiased genome-wide estimate of the number of damaging mutations carried by individuals in different populations.

We quantify the number of damaging mutations per diploid human genome by combining the Applera genome-wide survey of SNPs found by resequencing of 20 European Americans (EAs) and 15 African Americans (AAs; Bustamante et al. 2005) with comparative genomic data including the PanTro2 build of the chimpanzee genome and protein structure prediction data. After applying strict quality control
criteria, the data set we analyzed contains 39,440 autosomal SNPs free of ascertainment bias comprising 10,150 unique transcripts in the human genome (see Methods). Of these SNPs, 20,893 were synonymous (nucleotide changes that do not change the amino acid) and 18,547 were nonsynonymous (nucleotide changes that change the amino acid).

At each SNP, an individual can be homozygous for the ancestral allele (carry zero copies of the mutant allele), heterozygous (carry one copy of the mutant allele), or homozygous for the derived allele (carry two copies of the mutant allele). We find that an individual is heterozygous, on average, for 1,962.4 nonsynonymous SNPs (SD: 275.1; Figure 5.1a; Table 5.1). These numbers are an underestimate since only SNPs with good quality sequence and a matching chimp base are considered. Perhaps for these reasons, our estimate is slightly smaller than that by Cargill et al. (1999), even after decreasing their estimate to account for the current estimated number of genes in the genome. For both synonymous and nonsynonymous SNPs, AA individuals are heterozygous at a greater number of SNPs than are EA individuals (Figure 5.1a; \( P < 6.2 \times 10^{-10} \), Mann-Whitney U-test (MWU) for synonymous SNPs; \( P < 6.2 \times 10^{-10} \), MWU for nonsynonymous SNPs), consistent with previous studies finding higher levels of genetic variability in Africa (Tishkoff and Williams 2002). Interestingly, for both types of SNPs, we find that EA individuals are homozygous for the derived allele at a greater number of SNPs than AA individuals (Figure 5.1b; \( P < 6.2 \times 10^{-10} \), MWU). These patterns are largely due to an elevated number of SNPs fixed for the derived allele in the EA sample while segregating for two alleles in the AA sample. Excluding SNPs that are not segregating in the particular sub-population, we observe that AAs have more homozygous derived genotypes per individual at synonymous SNPs and EAs slightly more homozygous derived genotypes per individual at nonsynonymous SNPs.
Figure 5.1: Distribution of the number of heterozygous and homozygous genotypes per individual. 

**a**, Number of heterozygous genotypes per individual at synonymous (S) or nonsynonymous (NS) SNPs. **b**, Number of genotypes homozygous for the derived allele per individual at synonymous (S) or nonsynonymous (NS) SNPs. **c**, Number of heterozygous genotypes per individual at possibly damaging (PO) or probably damaging (PR) SNPs. **d**, Number of genotypes homozygous for the damaging allele at possibly damaging (PO) or probably damaging (PR) SNPs. Dark horizontal lines within boxes indicate medians, and the whiskers indicate the ranges of the distributions. EA: European American; AA: African American.
Table 5.1 Number of SNPs per individual.

<table>
<thead>
<tr>
<th>Individual</th>
<th># het S</th>
<th># hom der S</th>
<th>Total # gtps S</th>
<th># het NS</th>
<th># hom der NS</th>
<th>total # gtps NS</th>
<th># het B</th>
<th># hom dam B</th>
<th>total gtps B</th>
<th># het PO</th>
<th># hom dam PO</th>
<th>total # gtps PO</th>
<th># het PR</th>
<th># hom dam PR</th>
<th>Total # gtps PR</th>
</tr>
</thead>
<tbody>
<tr>
<td>NA00131</td>
<td>2255</td>
<td>1822.3</td>
<td>18922</td>
<td>1586</td>
<td>1054.2</td>
<td>16804</td>
<td>861</td>
<td>769</td>
<td>8873</td>
<td>212</td>
<td>58</td>
<td>3034</td>
<td>141</td>
<td>31</td>
<td>1899</td>
</tr>
<tr>
<td>NA00333</td>
<td>2281</td>
<td>1942.5</td>
<td>19222</td>
<td>1656</td>
<td>1121</td>
<td>17151</td>
<td>913</td>
<td>808</td>
<td>9052</td>
<td>217</td>
<td>72</td>
<td>3088</td>
<td>132</td>
<td>36</td>
<td>1947</td>
</tr>
<tr>
<td>NA00546</td>
<td>2420</td>
<td>1807.5</td>
<td>19293</td>
<td>1784</td>
<td>1066.6</td>
<td>17124</td>
<td>997</td>
<td>779</td>
<td>9039</td>
<td>231</td>
<td>65</td>
<td>3078</td>
<td>135</td>
<td>34</td>
<td>1930</td>
</tr>
<tr>
<td>NA00607</td>
<td>2392</td>
<td>1864.6</td>
<td>19515</td>
<td>1741</td>
<td>1060.8</td>
<td>17316</td>
<td>945</td>
<td>781</td>
<td>9132</td>
<td>244</td>
<td>56</td>
<td>3124</td>
<td>152</td>
<td>29</td>
<td>1964</td>
</tr>
<tr>
<td>NA00893</td>
<td>2504</td>
<td>1834.1</td>
<td>19747</td>
<td>1873</td>
<td>1069.3</td>
<td>17564</td>
<td>1033</td>
<td>792</td>
<td>9249</td>
<td>238</td>
<td>64</td>
<td>3180</td>
<td>137</td>
<td>32</td>
<td>1989</td>
</tr>
<tr>
<td>NA00946</td>
<td>2404</td>
<td>1852.2</td>
<td>19497</td>
<td>1795</td>
<td>1063.6</td>
<td>17363</td>
<td>1001</td>
<td>757</td>
<td>9129</td>
<td>257</td>
<td>67</td>
<td>3150</td>
<td>154</td>
<td>34</td>
<td>1974</td>
</tr>
<tr>
<td>NA01805</td>
<td>2257</td>
<td>1923.8</td>
<td>19386</td>
<td>1754</td>
<td>1110.6</td>
<td>17251</td>
<td>948</td>
<td>798</td>
<td>9110</td>
<td>250</td>
<td>68</td>
<td>3109</td>
<td>146</td>
<td>33</td>
<td>1941</td>
</tr>
<tr>
<td>NA01814</td>
<td>2184</td>
<td>1897.9</td>
<td>19117</td>
<td>1627</td>
<td>1096.4</td>
<td>16943</td>
<td>886</td>
<td>810</td>
<td>8953</td>
<td>218</td>
<td>63</td>
<td>3067</td>
<td>122</td>
<td>39</td>
<td>1936</td>
</tr>
<tr>
<td>NA01953</td>
<td>2392</td>
<td>1903.2</td>
<td>19331</td>
<td>1787</td>
<td>1054.5</td>
<td>17226</td>
<td>1001</td>
<td>791</td>
<td>9088</td>
<td>231</td>
<td>58</td>
<td>3116</td>
<td>129</td>
<td>30</td>
<td>1951</td>
</tr>
<tr>
<td>NA01954</td>
<td>2378</td>
<td>1860.4</td>
<td>19408</td>
<td>1803</td>
<td>1090.5</td>
<td>17325</td>
<td>966</td>
<td>810</td>
<td>9142</td>
<td>243</td>
<td>71</td>
<td>3134</td>
<td>144</td>
<td>35</td>
<td>1956</td>
</tr>
<tr>
<td>NA01990</td>
<td>2396</td>
<td>1864.8</td>
<td>19517</td>
<td>1785</td>
<td>1066.7</td>
<td>17390</td>
<td>973</td>
<td>775</td>
<td>9189</td>
<td>238</td>
<td>61</td>
<td>3131</td>
<td>151</td>
<td>34</td>
<td>1966</td>
</tr>
<tr>
<td>NA02254</td>
<td>2516</td>
<td>1806.2</td>
<td>19539</td>
<td>1768</td>
<td>1110.1</td>
<td>17389</td>
<td>980</td>
<td>811</td>
<td>9185</td>
<td>218</td>
<td>61</td>
<td>3133</td>
<td>156</td>
<td>35</td>
<td>1949</td>
</tr>
<tr>
<td>NA05920</td>
<td>2351</td>
<td>1920.1</td>
<td>19583</td>
<td>1761</td>
<td>1076.3</td>
<td>17414</td>
<td>966</td>
<td>801</td>
<td>9175</td>
<td>230</td>
<td>62</td>
<td>3168</td>
<td>145</td>
<td>30</td>
<td>1973</td>
</tr>
<tr>
<td>NA08587</td>
<td>2572</td>
<td>1770.1</td>
<td>19431</td>
<td>1888</td>
<td>990.4</td>
<td>17278</td>
<td>1016</td>
<td>755</td>
<td>9083</td>
<td>265</td>
<td>58</td>
<td>3135</td>
<td>131</td>
<td>34</td>
<td>1975</td>
</tr>
<tr>
<td>NA09947</td>
<td>2215</td>
<td>1790.3</td>
<td>18522</td>
<td>1691</td>
<td>1033.9</td>
<td>16539</td>
<td>914</td>
<td>756</td>
<td>8725</td>
<td>237</td>
<td>58</td>
<td>2997</td>
<td>134</td>
<td>25</td>
<td>1862</td>
</tr>
<tr>
<td>NA10924</td>
<td>2146</td>
<td>1699.6</td>
<td>17703</td>
<td>1602</td>
<td>979.5</td>
<td>15787</td>
<td>877</td>
<td>698</td>
<td>8284</td>
<td>214</td>
<td>60</td>
<td>2880</td>
<td>131</td>
<td>31</td>
<td>1772</td>
</tr>
<tr>
<td>NA10959</td>
<td>2290</td>
<td>1824.9</td>
<td>19054</td>
<td>1691</td>
<td>1092.2</td>
<td>16958</td>
<td>903</td>
<td>796</td>
<td>8964</td>
<td>246</td>
<td>57</td>
<td>3058</td>
<td>134</td>
<td>34</td>
<td>1914</td>
</tr>
<tr>
<td>NA12593</td>
<td>2341</td>
<td>1790.7</td>
<td>19023</td>
<td>1707</td>
<td>1095.6</td>
<td>16870</td>
<td>948</td>
<td>799</td>
<td>8906</td>
<td>222</td>
<td>63</td>
<td>3050</td>
<td>140</td>
<td>37</td>
<td>1915</td>
</tr>
<tr>
<td>NA14448</td>
<td>2460</td>
<td>1842.1</td>
<td>19392</td>
<td>1714</td>
<td>1076.9</td>
<td>17314</td>
<td>926</td>
<td>812</td>
<td>9150</td>
<td>248</td>
<td>59</td>
<td>3128</td>
<td>112</td>
<td>30</td>
<td>1961</td>
</tr>
<tr>
<td>NA14548</td>
<td>2379</td>
<td>1845.5</td>
<td>19417</td>
<td>1697</td>
<td>1135.9</td>
<td>17296</td>
<td>940</td>
<td>807</td>
<td>9151</td>
<td>236</td>
<td>73</td>
<td>3125</td>
<td>142</td>
<td>40</td>
<td>1944</td>
</tr>
<tr>
<td>Mean</td>
<td>2356.7</td>
<td>1843.1</td>
<td>19231</td>
<td>1735.5</td>
<td>1072.3</td>
<td>17115.1</td>
<td>949.7</td>
<td>785.3</td>
<td>9029</td>
<td>234.8</td>
<td>62.7</td>
<td>3094.3</td>
<td>138.4</td>
<td>32.2</td>
<td>1935.9</td>
</tr>
</tbody>
</table>

Notes: het=Number of heterozygous genotypes for that individual; hom der=Number of genotypes where the individual was homozygous for the derived allele. We corrected for ancestral misidentification (see Methods) which is why decimal numbers are possible; total # gtps=Total number of genotypes for that individual; S=synonymous; NS=nonsynonymous; B=Benign; PO=Possibly damaging; PR=Probably damaging. For the PolyPhen classes, here we only count SNPs where the derived allele matches the predicted damaging allele. The damaging allele is the less-conserved one in the multi-alignment and has the lower PSIC score.
Table 5.1 (Continued)

<table>
<thead>
<tr>
<th>Individual</th>
<th># het S</th>
<th># hom der S</th>
<th>Total # gtps S</th>
<th># het NS</th>
<th># hom der NS</th>
<th>total # gtps NS</th>
<th>#het B</th>
<th>#hom dam B</th>
<th>Total # gtps B</th>
<th>#het PO</th>
<th>#hom dam PO</th>
<th>Total # gtps PO</th>
<th>#het PR</th>
<th>#hom dam PR</th>
<th>Total # gtps PR</th>
</tr>
</thead>
<tbody>
<tr>
<td>NA14439</td>
<td>3244</td>
<td>1369.1</td>
<td>19349</td>
<td>2358</td>
<td>777.2</td>
<td>17223</td>
<td>1276</td>
<td>618</td>
<td>9086</td>
<td>344</td>
<td>55</td>
<td>3133</td>
<td>190</td>
<td>24</td>
<td>1936</td>
</tr>
<tr>
<td>NA14454</td>
<td>3112</td>
<td>1425.9</td>
<td>19361</td>
<td>2250</td>
<td>822.7</td>
<td>17282</td>
<td>1258</td>
<td>645</td>
<td>9116</td>
<td>295</td>
<td>61</td>
<td>3126</td>
<td>169</td>
<td>34</td>
<td>1944</td>
</tr>
<tr>
<td>NA14464</td>
<td>3100</td>
<td>1426.6</td>
<td>19285</td>
<td>2260</td>
<td>768.2</td>
<td>17089</td>
<td>1273</td>
<td>622</td>
<td>9022</td>
<td>327</td>
<td>53</td>
<td>3083</td>
<td>169</td>
<td>24</td>
<td>1929</td>
</tr>
<tr>
<td>NA14476</td>
<td>3099</td>
<td>1391.4</td>
<td>18910</td>
<td>2190</td>
<td>767.6</td>
<td>16927</td>
<td>1186</td>
<td>616</td>
<td>8913</td>
<td>319</td>
<td>61</td>
<td>3071</td>
<td>167</td>
<td>28</td>
<td>1890</td>
</tr>
<tr>
<td>NA14480</td>
<td>3107</td>
<td>1401.9</td>
<td>19288</td>
<td>2243</td>
<td>817.3</td>
<td>17076</td>
<td>1175</td>
<td>668</td>
<td>9005</td>
<td>356</td>
<td>53</td>
<td>3068</td>
<td>167</td>
<td>25</td>
<td>1958</td>
</tr>
<tr>
<td>NA14501</td>
<td>3232</td>
<td>1448.6</td>
<td>19380</td>
<td>2209</td>
<td>774.6</td>
<td>17088</td>
<td>1233</td>
<td>629</td>
<td>9034</td>
<td>323</td>
<td>53</td>
<td>3059</td>
<td>152</td>
<td>29</td>
<td>1928</td>
</tr>
<tr>
<td>NA14503</td>
<td>3150</td>
<td>1468.6</td>
<td>19587</td>
<td>2276</td>
<td>815.3</td>
<td>17447</td>
<td>1289</td>
<td>644</td>
<td>9207</td>
<td>317</td>
<td>67</td>
<td>3143</td>
<td>182</td>
<td>22</td>
<td>1958</td>
</tr>
<tr>
<td>NA14508</td>
<td>3277</td>
<td>1442.1</td>
<td>19644</td>
<td>2297</td>
<td>790.6</td>
<td>17469</td>
<td>1261</td>
<td>633</td>
<td>9228</td>
<td>329</td>
<td>66</td>
<td>3159</td>
<td>182</td>
<td>28</td>
<td>1963</td>
</tr>
<tr>
<td>NA14511</td>
<td>3276</td>
<td>1530.8</td>
<td>19819</td>
<td>2226</td>
<td>833.3</td>
<td>17627</td>
<td>1214</td>
<td>656</td>
<td>9264</td>
<td>311</td>
<td>66</td>
<td>3149</td>
<td>167</td>
<td>24</td>
<td>1985</td>
</tr>
<tr>
<td>NA14535</td>
<td>3048</td>
<td>1448.3</td>
<td>19140</td>
<td>2200</td>
<td>784.7</td>
<td>16920</td>
<td>1195</td>
<td>629</td>
<td>8953</td>
<td>330</td>
<td>56</td>
<td>3047</td>
<td>145</td>
<td>26</td>
<td>1903</td>
</tr>
<tr>
<td>NA14632</td>
<td>3050</td>
<td>1468.3</td>
<td>19280</td>
<td>2353</td>
<td>790.6</td>
<td>17188</td>
<td>1265</td>
<td>648</td>
<td>9106</td>
<td>339</td>
<td>53</td>
<td>3070</td>
<td>192</td>
<td>30</td>
<td>1941</td>
</tr>
<tr>
<td>NA14649</td>
<td>3196</td>
<td>1496.4</td>
<td>19490</td>
<td>2342</td>
<td>815.7</td>
<td>17366</td>
<td>1264</td>
<td>665</td>
<td>9193</td>
<td>336</td>
<td>64</td>
<td>3129</td>
<td>188</td>
<td>27</td>
<td>1949</td>
</tr>
<tr>
<td>NA14663</td>
<td>3295</td>
<td>1494.9</td>
<td>19768</td>
<td>2283</td>
<td>825.1</td>
<td>17552</td>
<td>1266</td>
<td>665</td>
<td>9263</td>
<td>326</td>
<td>57</td>
<td>3172</td>
<td>171</td>
<td>25</td>
<td>1973</td>
</tr>
<tr>
<td>NA14685</td>
<td>3095</td>
<td>1491.5</td>
<td>19508</td>
<td>2298</td>
<td>805.7</td>
<td>17340</td>
<td>1243</td>
<td>652</td>
<td>9144</td>
<td>315</td>
<td>67</td>
<td>3127</td>
<td>178</td>
<td>27</td>
<td>1957</td>
</tr>
<tr>
<td>NA14672</td>
<td>3102</td>
<td>1367.6</td>
<td>18579</td>
<td>2190</td>
<td>765.1</td>
<td>16509</td>
<td>1227</td>
<td>627</td>
<td>8749</td>
<td>306</td>
<td>64</td>
<td>2972</td>
<td>158</td>
<td>21</td>
<td>1862</td>
</tr>
<tr>
<td>Mean</td>
<td>3158.9</td>
<td>1444.8</td>
<td>19357.9</td>
<td>2265</td>
<td>796.9</td>
<td>17200.2</td>
<td>1241.7</td>
<td>641.1</td>
<td>9085.5</td>
<td>324.9</td>
<td>59.7</td>
<td>3100.5</td>
<td>171.8</td>
<td>26.3</td>
<td>1938.4</td>
</tr>
</tbody>
</table>

**MWU P-value** <7x10^-10  <7x10^-10  0.63  <7x10^-10  <7x10^-10  0.73  <7x10^-10  <7x10^-10  0.53  <7x10^-10  0.16  0.84  <4x10^-8  <3x10^-6  0.7

Notes: het=Number of heterozygous genotypes for that individual; hom der=Number of genotypes where the individual was homozygous for the derived allele; We corrected for ancestral mis-identification (see Methods) which is why decimal numbers are possible; total # gtps=Total number of genotypes for that individual; S=synonymous; NS=nonsynonymous; B=Benign; PO=Possibly damaging; PR=Probably damaging; For the PolyPhen classes, here we only count SNPs where the derived allele matches the predicted damaging allele. The damaging allele is the less-conserved one in the multi-alignment and has the lower PSIC score. **MWU P-value** is a 2-sided P-value from the Mann-Whitney U test comparing the column of interest in EA and AA.
To estimate the number of damaging alleles carried by each individual in our sample, we used the PolyPhen algorithm (Sunyaev et al. 2001; Ramensky et al. 2002) to predict which nonsynonymous SNPs might disrupt protein function. PolyPhen predicts whether a SNP is “benign”, “possibly damaging”, or “probably damaging” based on evolutionary conservation and structural data. In order to assess whether “damaging” SNPs were more likely to be deleterious, we compared the allele frequency distribution of SNPs predicted to be “benign”, “possibly damaging”, and “probably damaging” for each population. We find that the three distributions are significantly different from each other, with more low frequency SNPs in the “probably damaging” category (Table 5.2, $P < 5.9 \times 10^{-81}$ AA, $P < 2.3 \times 10^{-101}$ EA, Kruskal-Wallis test), suggesting that the majority of SNPs classified as damaging are also evolutionarily deleterious.

**Table 5.2: Distribution of Applera SNPs by population and functional class.**

<table>
<thead>
<tr>
<th>Category</th>
<th>Shared</th>
<th>Private AA</th>
<th>Private EA</th>
<th>Mean derived frequency AA$^1$</th>
<th>Mean derived frequency EA$^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Synonymous (%)</td>
<td>8,056</td>
<td>8,958</td>
<td>3,879</td>
<td>0.211</td>
<td>0.266</td>
</tr>
<tr>
<td>(%)</td>
<td>(58.3%)</td>
<td>(53.0%)</td>
<td>(44.6%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nonsynonymous (%)</td>
<td>5,771</td>
<td>7,950</td>
<td>4,826</td>
<td>0.174</td>
<td>0.202</td>
</tr>
<tr>
<td>(%)</td>
<td>(41.7%)</td>
<td>(47.0%)</td>
<td>(55.4%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Benign (%)</td>
<td>4,448</td>
<td>5,260</td>
<td>2,928</td>
<td>0.200</td>
<td>0.238</td>
</tr>
<tr>
<td>(%)</td>
<td>(78.6%)</td>
<td>(67.7%)</td>
<td>(62.1%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Possibly damaging (%)</td>
<td>795</td>
<td>1,572</td>
<td>1,035</td>
<td>0.113</td>
<td>0.119</td>
</tr>
<tr>
<td>(%)</td>
<td>(14.0%)</td>
<td>(20.2%)</td>
<td>(22.0%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Probably damaging (%)</td>
<td>422</td>
<td>942</td>
<td>749</td>
<td>0.099</td>
<td>0.108</td>
</tr>
<tr>
<td>(%)</td>
<td>(7.4%)</td>
<td>(12.1%)</td>
<td>(15.9%)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

$^1$Average frequency using SNPs segregating in the AA sample. No correction for ancestral mis-identification was used.

$^2$Average frequency using SNPs segregating in the EA sample. No correction for ancestral mis-identification was used.

Figure 1c-d shows the distribution of the number of SNPs per individual where individuals were heterozygous (Figure. 5.1c) and homozygous for the damaging allele.
(Figure 5.1d) for SNPs predicted to be “possibly damaging” and “probably damaging”. We find that an individual typically carries 426.1 damaging (here defined as possibly or probably damaging) SNPs in the heterozygous state (SD: 65.4, range: 340-534) and 91.7 in the homozygous state (SD: 8.6, range: 77-113). Since we surveyed just over 10,000 genes, the actual number of damaging mutations in a person’s genome may be as much as twice that given here. Every individual in our sample is heterozygous at fewer “probably damaging” SNPs than synonymous SNPs, consistent with purifying selection eliminating damaging SNPs from the population. AAs have significantly more heterozygous genotypes than do EAs for all three PolyPhen categories (Figure 5.1c, $P < 6.2 \times 10^{-10}$, for “possibly damaging” SNPs; $P < 3.7 \times 10^{-8}$, for “probably damaging” SNPs). The two populations differ significantly in the distribution of homozygous genotypes for the damaging allele at “probably damaging SNPs” (Figure 5.1d; $P < 2.7 \times 10^{-6}$), with EAs having approximately 26% more homozygous damaging genotypes than AAs. The lack of a statistical difference at “possibly damaging” SNPs ($P = 0.17$) is likely due to a lack of power since, overall, all other categories of SNPs (synonymous, nonsynonymous, “benign”, and “probably damaging”) follow the same pattern of excess homozygosity for the derived/damaging allele in EAs relative to AAs.

Classical analyses of human inbreeding suggest that each individual carries 1.44-5 lethal equivalents (Morton et al. 1956; Bittles and Neel 1994). However, inbreeding studies cannot determine whether a single lethal equivalent is due to one lethal allele, two alleles each with a 50% chance of lethality, 10 alleles each with a 10% chance of lethality, or other combinations. Since we find that individuals carry hundreds of damaging alleles, it is likely that each lethal equivalent consists of many weakly deleterious alleles. Our finding that each person carries several hundred
potentially damaging SNPs suggests that large-scale medical re-sequencing will be useful to find common and rare SNPs of medical consequence (Cohen et al. 2004).

We next examined the distribution of synonymous and nonsynonymous SNPs between AA and EA population samples (Table 5.2). As expected (Tishkoff and Williams 2002), there are more of both types of SNPs in the AA sample than in the EA sample. However, when classifying synonymous and nonsynonymous SNPs as being shared, private to AA, or private to EA, we strongly reject homogeneity (Table 5.3, \( P < 3.0 \times 10^{-88} \)).

Table 5.3: Results of G-tests of homogeneity for Table 5.2.

<table>
<thead>
<tr>
<th></th>
<th>Nonsynonymous vs. Synonymous</th>
<th>Benign vs. Possibly vs. Probably damaging</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( G ) df ( P )-value</td>
<td>( G ) df ( P )-value</td>
</tr>
<tr>
<td>Shared vs. private AA vs. private EA</td>
<td>403.1 2 3.0 \times 10^{-88}</td>
<td>377.8 4 1.8 \times 10^{-80}</td>
</tr>
<tr>
<td>Shared vs. Private</td>
<td>239.9 1 4.3 \times 10^{-54}</td>
<td>329.5 2 2.9 \times 10^{-72}</td>
</tr>
<tr>
<td>Private AA vs.</td>
<td>163.2 1 2.3 \times 10^{-37}</td>
<td>48.3 2 3.3 \times 10^{-11}</td>
</tr>
<tr>
<td>Private EA</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

We find the proportion of private SNPs that are nonsynonymous (49.9%) is higher than the proportion of shared SNPs that are nonsynonymous (41.7%; \( P < 4.3 \times 10^{-54} \)), which is not surprising since nonsynonymous SNPs are more likely to be at lower frequency and thus be population specific. However, considering only the private SNPs, we find that the EA sample has a higher proportion of nonsynonymous SNPs (55.4%) than the AA sample (47.0%; \( P < 2.3 \times 10^{-37} \)). We observed a similar significant proportional excess of private nonsynonymous SNPs in an independent data set collected by the SeattleSNPs project (Table 5.4; Supplementary Note 1 in APPENDIX 2). The SeattleSNPs data, additional quality control analyses (Supplementary Note 2 in APPENDIX 2 and Table 5.5), and a similar finding reported for the \textit{ANGPTL4} locus (Romeo et al. 2007) indicate that this pattern is not an artefact of the Applera data. Our further analyses using Yoruba individuals from Nigeria
collected by the International HapMap Consortium (International HapMap Consortium 2007), support this result indicating that it is robust to admixture (Supplementary Note 3 in APPENDIX 2).

Table 5.4: Distribution of SNPs between populations: SeattleSNPs p1 and p2

<table>
<thead>
<tr>
<th>Data set</th>
<th>Count</th>
<th>Count</th>
<th>Count</th>
<th>Total</th>
<th>Shared vs. Private</th>
<th>AA private vs. EA private</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Shared</td>
<td>Private AA</td>
<td>Private EA</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Seattle SNPs p1</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Synonymous</td>
<td>198</td>
<td>237</td>
<td>59</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nonsynonymous</td>
<td>186</td>
<td>247</td>
<td>118</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>% Nonsynonymous</td>
<td>48.4%</td>
<td>51.0%</td>
<td>66.7%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Significance</td>
<td>$G=17.5$</td>
<td>$P&lt;1.6 \times 10^{-4}$</td>
<td>$G=4.5$</td>
<td>$P&lt;0.035$</td>
<td>$G=13.0$</td>
<td>$P&lt;3.1 \times 10^{-4}$</td>
</tr>
<tr>
<td><strong>Seattle SNPs p2</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Synonymous</td>
<td>67</td>
<td>102</td>
<td>41</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nonsynonymous</td>
<td>59</td>
<td>109</td>
<td>45</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>% Nonsynonymous</td>
<td>46.8%</td>
<td>51.7%</td>
<td>52.3%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Significance</td>
<td>$G=0.91$</td>
<td>$P=0.64$</td>
<td>$G=0.89$</td>
<td>$P&lt;0.35$</td>
<td>$G=0.01$</td>
<td>$P=0.92$</td>
</tr>
</tbody>
</table>

1 Results for the G-test on the entire 2 x 3 table.
2 Results for the G-test on the 2 x 2 table comparing private vs. shared SNPs.
3 Results for the G-test on the 2 x 2 table comparing EA private SNPs vs. AA private SNPs.
Table 5.5: Distribution of the Applera SNPs in a sample of 18 chromosomes from each population.

<table>
<thead>
<tr>
<th>Data set</th>
<th>Count Shared</th>
<th>Count Private AA</th>
<th>Count Private EA</th>
<th>Total Table</th>
<th>Shared vs. Private</th>
<th>AA private vs. EA private</th>
</tr>
</thead>
<tbody>
<tr>
<td>Synonymous</td>
<td>6678.7</td>
<td>7668.3</td>
<td>2884.9</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nonsynonymous</td>
<td>4640.8</td>
<td>6585.9</td>
<td>3260.5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>% Nonsynonymous</td>
<td>41.0%</td>
<td>46.2%</td>
<td>53.1%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Significance</td>
<td></td>
<td></td>
<td></td>
<td>G=236.4</td>
<td>G=155.6</td>
<td>G=80.8</td>
</tr>
<tr>
<td>Benign</td>
<td>3631.8</td>
<td>4438.1</td>
<td>2052.5</td>
<td>P&lt;4.8x10^-52</td>
<td>P&lt;1.1x10^-35</td>
<td>P&lt;2.6x10^-19</td>
</tr>
<tr>
<td>Possibly damaging</td>
<td>605.3</td>
<td>1266.5</td>
<td>663.7</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Probably damaging</td>
<td>320.2</td>
<td>735.6</td>
<td>469.5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>% Probably damaging</td>
<td>7.0%</td>
<td>11.4%</td>
<td>14.7%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Significance</td>
<td></td>
<td></td>
<td></td>
<td>G=267.3</td>
<td>G=241.2</td>
<td>G=26.1</td>
</tr>
<tr>
<td>Benign</td>
<td>3631.8</td>
<td>4438.1</td>
<td>2052.5</td>
<td>P=1.3x10^-6</td>
<td>P=4.3x10^-3</td>
<td>P=2.2x10^-6</td>
</tr>
</tbody>
</table>

1Results for the G-test on the entire 2 x 3 table.
2Results for the G-test on the 2 x 2 table comparing private vs. shared SNPs.
3Results for the G-test on the 2 x 2 table comparing EA private SNPs vs. AA private SNPs.

We hypothesized that the proportional excess of nonsynonymous polymorphism in the EA sample could be due to varying efficacy of purifying selection due to differences in demographic histories between the two populations. Our hypothesis has two testable predictions: 1) if this proportional excess of nonsynonymous polymorphisms in EAs is due to an excess of damaging alleles, we would also expect to find a proportional increase of “probably damaging” SNPs as predicted by PolyPhen in the EA sample, and 2) we should be able to recapitulate this
pattern using simulations with reasonable demographic parameters. When dividing nonsynonymous SNPs into the three PolyPhen categories, we find a significant excess of “probably damaging” SNPs in private SNPs compared to shared SNPs (Table 5.2 and Table 5.3). When considering only the private SNPs, we find a significantly higher proportion of “probably damaging” SNPs in the EA sample relative to the AA sample \( (P < 3.3 \times 10^{-11}, \text{Table 5.2 and Table 5.3}) \), supporting our hypothesis that the excess proportion of nonsynonymous SNPs in the EA sample is due to a higher proportion of damaging SNPs.

In order to assess whether these observations are consistent with plausible demographic histories of the two populations, we developed a large-scale forward simulation program that includes non-stationary demography and a negative log-normal distribution of selective effects for deleterious mutations. Our program used demographic parameters estimated from the data and the literature (Voight et al. 2005) for each population (Table 5.6). For example, for the simulations in Figure 5.2a,b, we used a population expansion model for the AAs and a bottleneck model for the EAs (Figure 5.3). We sampled from these simulated populations and found that the proportion of nonsynonymous SNPs is greater in the bottlenecked population than in a population that has expanded (Figure 5.2a; Figure 5.4a; Table 5.6). Furthermore, as shown in Figure 5.2a, the simulated proportions agree with the observed proportions for the Applera dataset (here the proportion includes all SNPs, not just private ones). For all demographic models considered, we observed a higher proportion of nonsynonymous SNPs in the population that underwent a bottleneck as compared to a population of constant size, or that has expanded; the degree to which these other models fit the observed data is variable, however (Table 5.6; Figure 5.4a). For all models tested, we find that a higher proportion of SNPs in the simulated EA
Table 5.6: Description of models used for forward-simulations

<table>
<thead>
<tr>
<th>Model</th>
<th>Population</th>
<th>Description</th>
<th>N_{ancestral}</th>
<th>T_{ancestral}</th>
<th>N_{middle}</th>
<th>T_{middle}</th>
<th>N_{last}</th>
<th>T_{last}</th>
<th>ms Code</th>
</tr>
</thead>
<tbody>
<tr>
<td>AA 1</td>
<td>Africa</td>
<td>Constant size</td>
<td>10000</td>
<td>10000</td>
<td>25636</td>
<td>6809</td>
<td></td>
<td></td>
<td>./ms 30 1000 -t 3200</td>
</tr>
<tr>
<td>AA 2</td>
<td>Africa</td>
<td>Old growth¹</td>
<td>7778</td>
<td>10000</td>
<td>18000</td>
<td>7500</td>
<td></td>
<td></td>
<td>./ms 30 1000 -t 8203.52 -eN 0.06640076 0.3034015 -eN 0.1041667 0.5555556</td>
</tr>
<tr>
<td>AA 3</td>
<td>Africa</td>
<td>Old growth²</td>
<td>10000</td>
<td>10000</td>
<td>18000</td>
<td>7500</td>
<td></td>
<td></td>
<td>./ms 30 1000 -t 5760 -eN 0.0714036 0.2629038</td>
</tr>
<tr>
<td>EA 1</td>
<td>Europe</td>
<td>Long bottleneck, growth¹</td>
<td>7895</td>
<td>10000</td>
<td>5699</td>
<td>7703</td>
<td>30030</td>
<td>874</td>
<td>./ms 40 1000 -t 9609.6 -eN 0.007276057 0.1897769 -eN 0.0714036 0.2629038</td>
</tr>
<tr>
<td>EA 2</td>
<td>Europe</td>
<td>Short, older bottleneck³</td>
<td>10000</td>
<td>10000</td>
<td>1000</td>
<td>800</td>
<td>10000</td>
<td>2400</td>
<td>./ms 40 1000 -t 3200 -eN 0.06 0.1 -eN 0.08 1</td>
</tr>
<tr>
<td>EA 3</td>
<td>Europe</td>
<td>Short, recent bottleneck³</td>
<td>10000</td>
<td>10000</td>
<td>1000</td>
<td>400</td>
<td>10000</td>
<td>1200</td>
<td>./ms 40 1000 -t 3200 -eN 0.03 0.1 -eN 0.04 1</td>
</tr>
<tr>
<td>EA 4</td>
<td>Europe</td>
<td>Short, recent, severe bottleneck³</td>
<td>10000</td>
<td>10000</td>
<td>500</td>
<td>400</td>
<td>10000</td>
<td>1200</td>
<td>./ms 40 1000 -t 3200 -eN 0.03 0.05 -eN 0.04 1</td>
</tr>
<tr>
<td>EA 5</td>
<td>Europe</td>
<td>Long, less severe bottleneck³</td>
<td>10000</td>
<td>10000</td>
<td>3333.3</td>
<td>2400</td>
<td>10000</td>
<td>800</td>
<td>./ms 40 1000 -t 3200 -eN 0.02 0.3333 -eN 0.08 1</td>
</tr>
<tr>
<td>EA 6</td>
<td>Europe</td>
<td>Short, recent, severe bottleneck, growth¹</td>
<td>7895</td>
<td>10000</td>
<td>789.5</td>
<td>400</td>
<td>30030</td>
<td>1200</td>
<td>./ms 40 1000 -t 9609.6 -eN 0.00999901 0.02629038 -eN 0.013332001 0.2629038</td>
</tr>
</tbody>
</table>

Notes: N_{ancestral} is the earliest ancestral effective population size. T_{ancestral} is the number of generations simulated using the N_{ancestral} population size. N_{middle} is the effective population size for the second epoch, and T_{middle} is the number of generations simulated in the second epoch. N_{last} is the effective population size in the third epoch, and T_{last} is the number of generations simulated in the third epoch. Finally, the ms commands used to error-check the neutral forward simulations are given. Note, for all simulations, the per locus mutation rate, $\mu = 0.08$. $\theta$ is found by multiplying $\mu$ by 4 and the appropriate $N_e$.

¹Parameters are from Boyko et al. (2008); ²Parameters are from Marth et al. (2003); ³Parameters are from Voight et al. (2005).
Figure 5.2: Demography and selection can cause a proportional excess of nonsynonymous SNPs in Europeans.  

**a,b** Results of forward simulations of a population that expanded (AA 2 in Table 5.6), to represent the African American (AA) population and a population that experienced a bottleneck to represent the European (EA) population (EA 1 in Table 5.6).  

**a,** Distribution of the proportion of nonsynonymous SNPs segregating in samples simulated under European (dashed curve) and African (solid curve) demographic models. Vertical lines show the observed proportions in the Applera dataset.  

**b,** Distribution of selection coefficients for simulated SNPs in the AA (white bars) and the EA (shaded bars) samples. The labels on the x-axis are the more negative limits of the bins. Error bars denote 95% intervals on the proportion of SNPs in each group.  

**c-e,** Expected distribution of SNPs over time during a population expansion (AA 2, solid lines), a long, mild bottleneck (EA 1, dashed lines), and a short, severe bottleneck (EA 6, dotted lines). Time moves forward in the figures from left to right. Solid vertical lines indicate when the populations changed size. Further details are given in Table 5.6.  

**c,** The number of nonsynonymous SNPs, **d,** the number of synonymous SNPs and **e,** the proportion of nonsynonymous SNPs.
Figure 5.3: Summary of demographic models used for the forward simulations. 

a, Model EA 1. b, Model AA 2. \( N_{\text{ancestral}} \), \( N_{\text{middle}} \), \( N_{\text{last}} \) are the number of diploid individuals in each epoch. Times are in units of generations and moves forward from left to right. Other model parameters are in Table 5.6.
Figure 5.4: Additional results from the forward-simulations with different demographic parameters. The parameters for these models are shown in Table 5.6. The error bars denote 95% intervals obtained from the simulations. **a**, Mean proportion of nonsynonymous SNPs in data simulated for a given demographic model. The horizontal dashed lines indicate the actual proportions of nonsynonymous SNPs observed in the Applera data. Note that the simulated proportion of segregating nonsynonymous SNPs is higher for all the EA models (gray) than for all the AA models (white), consistent with the observed proportions. **b**, Mean proportion of simulated SNPs that are weakly to strongly deleterious (-1 x 10^{-3} < s < -0.5). Note that this proportion is higher for all EA models (gray) than for all AA models (white).

Sample are weakly or strongly deleterious (-0.001 < s < -0.5) than in the simulated AA sample (Figure 5.2b; Table 5.6, Figure 5.4b), which supports our hypothesis that a higher proportion of deleterious alleles have accumulated in the bottlenecked population. Our analysis illustrates that plausible models of human demography and purifying selection are sufficient to account for the observed increase in the proportion of nonsynonymous SNPs in the EA sample relative to the AA sample.
To determine how the bottleneck contributed to the increased proportion of nonsynonymous SNPs in the EA sample, we recorded the number of SNPs at different time points throughout our forward simulations (see Supplementary Information in APPENDIX 2). Figure 5.2c-e show how the number of synonymous SNPs, nonsynonymous SNPs, and the proportion of nonsynonymous SNPs change over time for the EA and AA models described above as well as for a second bottleneck model, having a shorter, but more severe reduction in population size. At the start of the bottleneck, the proportion of nonsynonymous SNPs drops below the pre-bottleneck value (due to the preferential loss of low frequency nonsynonymous SNPs). Then, the proportion increases during the bottleneck due to the accumulation of slightly deleterious SNPs that almost behave neutrally in the small population but are eliminated efficiently from larger populations (Ohta 1973). Once the population expands, the proportion of nonsynonymous SNPs increases dramatically since the increase in population size results in many more mutations (most of which are nonsynonymous, due to the genetic code) entering the population (Figure 5.2c, d). Since growth was recent, purifying selection has not had sufficient time to decrease the proportion of nonsynonymous SNPs to the equilibrium value for the larger population. A related effect has been noted in spatial expansion models, where deleterious mutations can “surf” to high frequency on the edge of the expansion (Travis et al. 2007). Our simulations for African demography suggest that once the African population expanded, the proportion of nonsynonymous SNPs also increased initially. But, since the African expansion occurred further back in time than the most recent European expansion, the proportion of nonsynonymous SNPs has had more time to decrease closer to the equilibrium value in the AA sample. At the present time, the absolute numbers of SNPs are higher in the non-bottleneck model (AA 2) than in
the bottleneck models (EA 1 and EA 6). The bottleneck dynamics were robust to the distribution of selective effects used in our simulations (Figure 5.5).

![Graph showing proportion of nonsynonymous SNPs](image)

**Figure 5.5:** Proportion of nonsynonymous SNPs averaged over 1,000 simulation replicates for model EA 1, assuming that all nonsynonymous mutations have a selection coefficient of $s = -0.000195$. Note that although the proportion of nonsynonymous SNPs is much higher than what we see in the observed data, the proportion changes over time in a similar manner to how it changes when nonsynonymous mutations have selection coefficients drawn from the negative log-normal distribution of selective effects (compare to Figure 5.2e).

Thus, both the PolyPhen analysis and the forward simulations suggest that given the lower levels of genetic diversity compared to Africans, EAs have a higher proportion of deleterious alleles which can be explained by the Out-of-Africa bottleneck and subsequent expansion that outbred European populations endured. This result is important for two reasons. First, while previous work has highlighted examples of European-specific positive selection (Akey et al. 2004; Evans et al. 2005; International HapMap Consortium 2005; Mekel-Bobrov et al. 2005; Voight et al. 2006), the importance of adaptations for the evolution of European populations needs to be tempered by our finding that negative selection is less effective at removing
slightly deleterious alleles from European populations. Second, the idea that bottlenecks and founder effects could lead to an increase of damaging alleles in human populations was historically reserved for isolated populations that experienced severe founder effects (e.g. Ashkenazi Jews (Slatkin 2004) and Finns (Kere 2001)). Our work suggests that the interaction of demographic processes and purifying selection can have an important impact on the distribution of deleterious variation, even in populations that did not undergo a severe founder effect.

5.3 Methods Summary

We used an improved bioinformatics pipeline to analyze SNPs described in Bustamante et al. (2005). We mapped the SNPs to the RefSeq v18 gene model to determine whether they were synonymous or nonsynonymous. Ancestral and derived states for each SNP were determined using the syntenic net alignments between hg18 and panTro2 (Karolchik et al. 2003; Kent et al. 2003). When counting the number of genotypes per individual, we added a correction for mis-identification of the ancestral allele (Hernandez et al. 2007a). SNPs were dropped from the analysis if they failed to meet our bioinformatics quality controls, but we did not filter SNPs based upon frequency.

To predict whether a nonsynonymous SNP will damage protein function, we used an updated version of PolyPhen which has false-positive and false-negative rates below ~15% (Supplementary Methods in APPENDIX 2). When counting the number of damaging genotypes per individual, we used the subset of SNPs where the predicted damaging allele was the derived allele.

An additional four AA individuals were sequenced, but we did not include them (or SNPs private to them) in further analyses since we determined that they had substantially more European admixture than the other AAs (Supplementary Methods
in APPENDIX 2, Figure 5.6, and Table 5.7). If our estimates of admixture are not perfect, this should not drastically affect the comparisons of different classes of SNPs, making our analysis robust to this problem (Supplementary Note 3 in APPENDIX 2). The Coriell sample numbers for the individuals used in our study are given in Table 5.1.

**Figure 5.6: Multidimensional scaling based on average genetic identity between individuals.** Distances along the first two eigenvectors are shown, with the first eigenvector shown on the x-axis. African-Americans are shown in red and European-Americans are shown in green. The four admixed individuals removed from the analysis are shown inside the blue circle.
Table 5.7: Results of admixture analysis.

<table>
<thead>
<tr>
<th>Accession</th>
<th>% African ancestry(^1)</th>
<th>LR Europe(^2)</th>
<th>LR Africa(^3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NA00131</td>
<td>0</td>
<td></td>
<td>19400.16772</td>
</tr>
<tr>
<td>NA00333</td>
<td>0</td>
<td></td>
<td>22911.64034</td>
</tr>
<tr>
<td>NA00546</td>
<td>0</td>
<td></td>
<td>22385.28786</td>
</tr>
<tr>
<td>NA00607</td>
<td>0</td>
<td></td>
<td>23205.47219</td>
</tr>
<tr>
<td>NA00893</td>
<td>0</td>
<td></td>
<td>24303.70296</td>
</tr>
<tr>
<td>NA00946</td>
<td>0</td>
<td></td>
<td>24176.43834</td>
</tr>
<tr>
<td>NA01805</td>
<td>0</td>
<td></td>
<td>23268.91208</td>
</tr>
<tr>
<td>NA01814</td>
<td>0</td>
<td></td>
<td>22878.24185</td>
</tr>
<tr>
<td>NA01953</td>
<td>0</td>
<td></td>
<td>22685.42073</td>
</tr>
<tr>
<td>NA01954</td>
<td>0</td>
<td></td>
<td>23215.54464</td>
</tr>
<tr>
<td>NA01990</td>
<td>0</td>
<td></td>
<td>23203.32778</td>
</tr>
<tr>
<td>NA02254</td>
<td>0</td>
<td></td>
<td>23820.61363</td>
</tr>
<tr>
<td>NA05920</td>
<td>0</td>
<td></td>
<td>23465.67788</td>
</tr>
<tr>
<td>NA08587</td>
<td>0</td>
<td></td>
<td>21945.38032</td>
</tr>
<tr>
<td>NA09947</td>
<td>0</td>
<td></td>
<td>22211.11724</td>
</tr>
<tr>
<td>NA10924</td>
<td>0</td>
<td></td>
<td>20792.36264</td>
</tr>
<tr>
<td>NA10959</td>
<td>0</td>
<td></td>
<td>22874.11692</td>
</tr>
<tr>
<td>NA12593</td>
<td>0</td>
<td></td>
<td>22783.33802</td>
</tr>
<tr>
<td>NA14439</td>
<td>1</td>
<td>38640.75133</td>
<td>0</td>
</tr>
<tr>
<td>NA14448</td>
<td>0</td>
<td></td>
<td>22579.2436</td>
</tr>
<tr>
<td>NA14454</td>
<td>1</td>
<td>34791.20603</td>
<td>0</td>
</tr>
<tr>
<td>NA14464</td>
<td>1</td>
<td>43385.57715</td>
<td>0</td>
</tr>
<tr>
<td>NA14474</td>
<td>0.698</td>
<td>25363.21432</td>
<td>3682.248693</td>
</tr>
<tr>
<td>NA14649</td>
<td>1</td>
<td>41224.16284</td>
<td>0</td>
</tr>
<tr>
<td>NA14663</td>
<td>1</td>
<td>37246.60855</td>
<td>0</td>
</tr>
<tr>
<td>NA14665</td>
<td>1</td>
<td>40310.99922</td>
<td>0</td>
</tr>
<tr>
<td>NA14672</td>
<td>1</td>
<td>42599.04044</td>
<td>0</td>
</tr>
<tr>
<td>NA14476</td>
<td>1</td>
<td>40315.4076</td>
<td>0</td>
</tr>
<tr>
<td>NA14480</td>
<td>1</td>
<td>40343.18419</td>
<td>0</td>
</tr>
<tr>
<td>NA14501</td>
<td>1</td>
<td>44319.97104</td>
<td>0</td>
</tr>
<tr>
<td>NA14503</td>
<td>1</td>
<td>37914.1097</td>
<td>0</td>
</tr>
<tr>
<td>NA14508</td>
<td>1</td>
<td>40202.15856</td>
<td>0</td>
</tr>
<tr>
<td>NA14511</td>
<td>1</td>
<td>38206.12956</td>
<td>0</td>
</tr>
<tr>
<td>NA14529</td>
<td>0.597</td>
<td>22949.74517</td>
<td>6328.61658</td>
</tr>
<tr>
<td>NA14532</td>
<td>0.601</td>
<td>21718.36213</td>
<td>5761.561953</td>
</tr>
<tr>
<td>NA14535</td>
<td>1</td>
<td>41607.0592</td>
<td>0</td>
</tr>
<tr>
<td>NA14548</td>
<td>0</td>
<td>0</td>
<td>20580.35807</td>
</tr>
<tr>
<td>NA14632</td>
<td>1</td>
<td>42366.3095</td>
<td>0</td>
</tr>
<tr>
<td>NA14661</td>
<td>0.807</td>
<td>29920.57209</td>
<td>1677.363973</td>
</tr>
<tr>
<td>NA09899</td>
<td>0</td>
<td>0</td>
<td>1119.727854</td>
</tr>
<tr>
<td>NA14700</td>
<td>1</td>
<td>14.817113</td>
<td>0</td>
</tr>
</tbody>
</table>

\(^1\)Maximum likelihood estimate of the percentage of African genetic ancestry in each individual.

\(^2\)The \(-\log\)-likelihood ratio of the maximum likelihood value compared to 100% European ancestry.  

\(^3\)The \(-\log\)-likelihood ratio of the maximum likelihood value compared to 100% African ancestry.
To test whether the higher proportion of nonsynonymous SNPs in EAs compared to AAs could be due to the different demographic histories of the two populations, we used forward simulations which allowed us to model demography and purifying selection. We considered a range of demographic models for both populations (Table 5.6) and a distribution of selective effects for nonsynonymous SNPs.

5.4 Online Methods

Bioinformatic pipeline

SNPs were mapped onto RefSeq v18 gene model in a two step process. First we aligned the Celera gene models to hg18 using Blat v33.2 (Kent 2002), filtering out any hits that had less than 98.5% sequence identity or less than 90% coverage. We then aligned RefSeq v18 CDS sequences28 to hg18 using the same filtering conditions. Having coordinates of both our SNPs and RefSeq gene models relative to the assembly, we converted our SNP positions onto the RefSeq CDS position to determine reading frame. If a SNP mapped to multiple RefSeqs, we chose the longest transcript for analysis. Any sequences in RefSeq that were not covered by PCR amplicons were excluded from analysis. SNPs that mapped to multiple RefSeqs that were out-of-frame were discarded. SNPs were polarized by the chimpanzee genome using the syntenic net alignments between hg18 and panTro2 (Karolchik et al. 2003; Kent et al. 2003). SNPs were dropped from the analysis if they aligned to a non-syntenic region in panTro2, neither human allele matched the panTro2 allele, fewer than nine individuals in either population had a successfully called genotypes, or if we detected a departure from Hardy-Weinberg equilibrium (defined as \( P<0.01 \)) using the exact test of Wigginton et al. (2005). SNPs mapping to multiple transcripts were only counted once. We used all SNPs passing bioinformatics quality controls, without
filtering for frequency. Certain analyses were also done excluding singletons and are described in Supplementary Note 2 in APPENDIX 2.

**Correction for ancestral mis-identification**

Misidentifying the ancestral state of a SNP can lead to miscalculating the proportion of homozygous derived SNPs carried by each individual. We accounted for the probability of ancestral misidentification by adapting the method of Hernandez *et al.* (2007a) to model the number of homozygous SNPs carried by each individual. In this model, the number of homozygous SNPs carried by each individual is considered to be a mixture of sites whose ancestral states were correctly identified using the chimpanzee outgroup and those that were not (two unknown quantities). The corrected number of homozygous derived mutations carried by each individual can then be reconstituted by solving for this unknown quantity as a function of the mixture proportions and observed data. Here, the mixture proportions account for the divergence time between human and chimpanzee using a context-dependent mutation model inferred along the human lineage (Hwang and Green 2004).

**PolyPhen analysis**

We predicted the functional consequences of SNPs using a newer version of PolyPhen that differs slightly from that described in Sunyaev *et al.* (2001) and Ramensky *et al.* (2002). For SNPs mapping to multiple transcripts, we ran PolyPhen on the SNP in each transcript. If a SNP had different PolyPhen predictions in different transcripts, it was excluded from any further PolyPhen analyses. 340 SNPs had multiple PolyPhen predictions and 56 did not have a prediction. For our data, PolyPhen used an average of 18.2 (SD: 28.0) sequences across covered SNPs. SNPs used for analyses, along with their frequencies and PolyPhen predictions are available. For approximately 83.9% of the “benign”, 98.2% of the “possibly damaging” and 98.8% of “probably damaging” SNPs, the damaging allele (the allele with the lower
PSIC score) is the derived allele, indicating that PolyPhen has a greater ability to distinguish which allele is damaging for “probably damaging” SNPs than for “benign” or “possibly damaging” SNPs. As explained in the Supplementary Methods in APPENDIX 2, PolyPhen classified 85.5% of 3,604 disease mutations annotated in the UniProt database as either probably or possibly damaging, while predicting 86.1% of 12,237 amino acid differences between humans and another mammalian ortholog as benign. These results suggest that the false positive and false negative rates of the algorithm are each below ~15%.

Counting the number of genotypes per individual

To determine whether AA individuals were heterozygous at more SNPs than EA individuals, we used a two-sided Mann-Whitney U test (MWU) to compare the distribution of the number of heterozygous genotypes per individual in AA individuals to the distribution of the number of heterozygous genotypes per individuals in the EA individuals. This comparison was done separately for synonymous, nonsynonymous, “benign”, “possibly” and “probably damaging” SNPs. A similar test was used to test whether EA individuals were homozygous for the derived allele at a greater number of SNPs than EA individuals. When counting the number of SNPs per individual, we wanted to ensure that our counts were not biased because some samples had more complete sequencing than others. We divided the number of genotypes in an individual of each particular category (e.g. number of heterozygous genotypes for synonymous sites in a particular individual) by the total number of genotypes in that category (e.g. total number of genotypes at synonymous sites) in the individual. We then tested if the distribution of these proportions was different between the AA and EA sample. In all cases, we observed the same pattern as shown in Figure 5.1 (data not shown), indicating that this result was not due to inconsistent sequencing of different individuals.
Forward simulations

A detailed description of the methods used for forward simulations is given in Supplementary Methods in APPENDIX 2. Briefly, we wanted to test whether the observation of a higher ratio of nonsynonymous to synonymous SNPs in EAs than in Africans could have been due to the different demographic histories of the two populations. We simulated one population forward in time with a demographic history consistent with that of Africans and another population forward in time with demographic history consistent with that of Western Europe. We considered a variety of plausible demographic models for each population (Voight et al. 2005), and simulated the African and European populations independently of each other. In addition to simulating populations where all SNPs were neutral, we also independently simulated a second set of populations for each set of demographic parameters where the selection coefficients were from a distribution of selective effects (Supplementary Methods in APPENDIX 2) to mimic nonsynonymous sites. At the end of the simulation, we sampled 15 individuals from the population that expanded and 20 individuals from the population that underwent a bottleneck. We examined whether one population had a higher proportion of damaging (nonsynonymous) SNPs and whether segregating SNPs in one population had a different distribution of selection coefficient than SNPs segregating in the other population.
Supplementary Text

Haplotype phase uncertainty

Since the HCN statistic reflects haplotype patterns, and for many genome-wide SNP datasets consisting of unrelated individuals, haplotype phase would need to be computationally inferred, we wanted to determine how this inference affected the HCN statistic. To do this, we simulated 1000 windows with $c_{\text{window}} = 0.25$ cM in a sample size of 100 chromosomes from a bottleneck demographic history $(N_{\text{cur}}=10,000, N_{\text{mid}}/N_{\text{cur}}=0.1, N_{\text{anc}}/N_{\text{cur}}=1.0, t_{\text{cur}}=800$ generations, $t_{\text{mid}}=800$ generations), where $n_{\text{snp}}=40$. For each window, we then randomly paired the chromosomes into diploid individuals and generated diploid genotypes at each SNP. We next inferred haplotypes from these genotypes using a popular phasing method, fastPHASE (Scheet and Stephens 2006), with the default settings. We chose to use fastPHASE since its performance is comparable to one of the better performing phasing algorithms, PHASE, yet is fast enough to be run on genome-wide datasets. Finally, we compared the HCN statistic for the phase-known dataset to the phase-inferred dataset.

Figure 1.8 shows the HCN statistic for a bottleneck model when the correct haplotype phase is known with certainty (left) and when haplotype phase is inferred using fastPHASE (right). The HCN from phase-inferred haplotypes has a broader distribution than when haplotype phase is known. In particular the HCN constructed using the phase-inferred haplotypes has an excess of windows having many haplotypes (green squares in bins “65-90” and “70-100”) as compared to the known phase HCN. Although it is a bit more subtle, the HCN using the phase-inferred haplotypes also has an excess of windows where the most common haplotype is at a
high frequency. This can be seen by the yellow square in the phase inferred haplotypes where there was an orange square in the phase-known $HCN$. Thus, inferring haplotype phase will result in an $HCN$ statistic that is slightly different from the true phase-known $HCN$.

*Ascertainment bias*

To evaluate how the $HCN$ statistic is influenced by SNP ascertainment bias, we conducted a variety of coalescent simulations under different demographic models and SNP ascertainment strategies. We then compared the $HCN$ from the different ascertainment strategies to the $HCN$ with complete SNP ascertainment. We also examined whether another haplotype statistic, $H_{pair}$, is affected by ascertainment bias.

Since we wanted to address the question of whether discovering SNPs in one population and then typing them in a second population is more biased than selecting the SNPs in the genotyped population, we considered demographic models that consisted of two populations. Briefly, we considered a finite island model (where each population has size $N_e=10,000$) with a low rate of migration between populations ($4N_em=9$) and high rate ($4N_em=99$), a population split model where the two populations (each of size $N_e=10,000$) split 2000 or 5000 generations ago, and a complex model where the two populations split 5000 generations ago and there was a bottleneck in population one ($N_{mid}/N_{cur}=0.1, t_{cur}=800, t_{mid}=800$). The last model can be thought of as a very crude approximation of the contrast between European (as population 1) and African (as population 2) human populations. For each of these demographic models, we simulated a “genotype” sample of 40 chromosomes from each of the two populations as well as a SNP discovery sample consisting of an additional four chromosomes from each population. We then examined five different SNP discovery protocols shown in Supplementary Table 1A. These ascertainment strategies are reasonable ones for many of the human genome-wide SNP datasets like
HapMap where many of the SNPs were discovered by comparing two sequencing reads (as in phase I) or from a polymorphism discovery panel with a few chromosomes from multiple populations (phase II SNPs discovered by Perlegen) (Hinds et al. 2005; International HapMap Consortium 2005; International HapMap Consortium 2007). For each ascertainment scheme we simulated 1000 windows 500 kb in size with a uniform recombination rate of 1 cM/Mb ($c_{\text{window}}=0.5$ cM) and $\mu=1 \times 10^{-8}$ per base-pair per generation. To determine whether ascertainment bias becomes a problem for larger datasets containing more than 1000 windows ($n_{\text{window}}>1000$), we also simulated an additional dataset under the complex demographic history consisting of 7000 windows 250 kb in size with uniform recombination rate of 1 cM/Mb ($c_{\text{window}}=0.25$ cM) and $\mu=1 \times 10^{-8}$ per base-pair per generation. Finally, we considered the case where the genotype sample consisted of 120 chromosomes from each population (to mimic the HapMap CEU and YRI samples) and we had data from 7000 windows 250 kb in size with uniform recombination rate of 1 cM/Mb ($c_{\text{window}}=0.25$ cM) and $\mu=1 \times 10^{-8}$ per base-pair per generation. For this set of simulations, the SNP discovery set consisted of 12 chromosomes per population. Here we considered eight ascertainment strategies shown in Supplementary Table 1B.

For each demographic scenario and ascertainment scheme, we selected a subset of 40 SNPs having MAF $>10\%$ ($n_{\text{snp}}=40$). If a window had fewer than 40 SNPs, it was dropped from the analysis. We then generated the $HCN$ statistic (again averaging over 10 sets of randomly selected SNPs for each window) and compared the statistic to the expected statistic under complete ascertainment using a chi-square goodness of fit test.
Supplementary Table 1: Summary of SNP ascertainment strategies.

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Ascertainment sample description</th>
</tr>
</thead>
<tbody>
<tr>
<td>A. Figures 1.2, 1.9 &amp; 1.10; ( n=40 )</td>
<td></td>
</tr>
<tr>
<td>2 from pop 1</td>
<td>2 chromosomes from population 1</td>
</tr>
<tr>
<td>1 from each</td>
<td>1 chromosome from population 1 and 1 chromosome from population 2</td>
</tr>
<tr>
<td>4 from pop 1</td>
<td>4 chromosomes from population 1</td>
</tr>
<tr>
<td>2 from each</td>
<td>2 chromosomes from population 1 and 2 chromosomes from population 2</td>
</tr>
<tr>
<td>4 from each</td>
<td>4 chromosomes from population 1 and 4 chromosomes from population 2</td>
</tr>
<tr>
<td>B. Figure 1.11; ( n=120 )</td>
<td></td>
</tr>
<tr>
<td>2 from pop 1</td>
<td>2 chromosomes from population 1</td>
</tr>
<tr>
<td>1 from each</td>
<td>1 chromosome from population 1 and 1 chromosome from population 2</td>
</tr>
<tr>
<td>4 from pop 1</td>
<td>4 chromosomes from population 1</td>
</tr>
<tr>
<td>2 from each</td>
<td>2 chromosomes from population 1 and 2 chromosomes from population 2</td>
</tr>
<tr>
<td>4 from each</td>
<td>4 chromosomes from population 1 and 4 chromosomes from population 2</td>
</tr>
<tr>
<td>12 from pop 1</td>
<td>12 chromosomes from population 1</td>
</tr>
<tr>
<td>12 from pop 2</td>
<td>12 chromosomes from population 2</td>
</tr>
<tr>
<td>12 from each</td>
<td>12 chromosomes from population 1 and 12 chromosomes from population 2</td>
</tr>
</tbody>
</table>

To generate the expected \( HCN \) statistic under complete ascertainment, we simulated an additional \( 10^5 \) windows each consisting of 40 chromosomes and \( n_{snp}=40 \) and averaged over 10 sets of randomly selected SNPs for each window. From these simulations, we computed the expected \( HCN \) statistic. Note that, when conducting the chi-square goodness of fit tests, we binned the \( HCN \) statistic so that we did not have any expected cell counts \( \leq 5 \). For the complex demographic history using 7000 windows (for genotype sample sizes of 40 and 120 chromosomes per population) \( n_{snp}=20 \) instead of 40.
We find that for all demographic models examined, except for the island model with a high migration rate, ascertainment of SNPs using two discovery chromosomes from one population results in a different $HCN$ statistic than that expected under complete ascertainment (Figure 1.9). This is shown by the low $P$-values for the goodness of fit tests comparing the $HCN$ statistic using SNPs polymorphic in two discovery chromosomes to the expected $HCN$ under complete ascertainment. The $HCN$ statistic constructed from SNPs ascertained in two chromosomes has an excess of windows having a small number of haplotypes and an excess of windows where the most common haplotype is at higher frequency as compared to the complete ascertainment case (Figure 1.10).

The reason for this pattern is that SNPs polymorphic in the two chromosome discovery sample must occur on branches of the genealogy where one of the two discovery chromosomes carries the mutant allele and the other does not. These branches are a small fraction of the total area of the genealogy. This fact will result in SNPs that are polymorphic in the discovery sample tending to occur on the same branches of the genealogy more often than expected without ascertainment bias. SNPs that co-occur on the same branches of the genealogy will be in LD with each other, resulting in there being fewer haplotypes and the most common haplotype occurring at higher frequency than in the case of less LD among SNPs. When considering SNPs discovered from two chromosomes from the first population, the $HCNs$ in both populations differ from the expected $HCN$, suggesting that SNP discovery using two chromosomes does poorly, regardless of whether those two chromosomes are from the population of interest.

SNP discovery using one chromosome from each population is a slight improvement to SNP discovery using two SNPs from population 1. However, we note that for many of the demographic models considered here (Figure 1.9), the $HCN$
constructed from ascertained SNPs differs significantly from the expected $HCN$ under complete ascertainment.

However, SNP discovery using four chromosomes from the first population results in a better fit to the expected $HCN$ for most of the demographic models considered. In all cases, except for the complex demographic model, the $HCNs$ constructed from ascertained SNPs are quite consistent with the expected $HCN$ under complete SNP ascertainment. This finding holds true even for the second population which had no SNP discovery, again illustrating that if the two populations have similar demographic histories, ascertainment sample depth may be more important than which population the SNPs were ascertained from in terms of matching the $HCN$ statistic. This pattern, however, does not hold for the complex demographic model. Here SNP discovery using four SNPs from the bottlenecked population (population 1) results in a poor fit to the expected $HCN$ statistic. The reason for this is that the four SNP discovery chromosomes from the bottlenecked population are less representative of the diversity in the second population that did not undergo a bottleneck (population 2). If, again for the complex demographic scenario, instead of taking four discovery chromosomes from the first population, we take two discovery chromosomes from each population, the $HCN$ statistic from the ascertained SNPs more closely matches the expected $HCN$ statistic. However, note that if the number of windows of the genome considered is large ($n_{window}=7000$), the effects of ascertainment bias are still present.

The $HCN$ statistic generated using a four chromosome SNP discovery sample from both of the two populations results in an excellent fit to the expected $HCN$ for both populations in all demographic scenarios considered. We also found an adequate fit of the expected $HCN$ to the observed $HCN$ when considering a larger dataset under the complex demographic model. This finding is especially encouraging since the
larger number of windows in the dataset \( n_{\text{window}} = 7000 \) as compared to 1000 in previous datasets) will have more power to detect subtle departures in the fit of the model. Thus, for the demographic models considered here using \( n = 40 \) chromosomes, the HCN statistic using SNP discovery sample of \( \geq 4 \) chromosomes from at least two populations is not significantly different from the true HCN statistic.

We also examined whether ascertainment bias is a more severe problem when the genotype sample is \( >40 \) chromosomes. To do this, we repeated the above approach for the complex demographic model using \( n = 120 \) chromosomes and considering larger SNP discovery sample sizes (Figure 1.11). We find that small SNP discovery sample sizes (here \(<8 \) chromosomes) result in significant differences between the HCN under SNP ascertainment and the expected HCN. However, for larger SNP discovery sample sizes, the effect disappears. This holds true even for the population that has no SNP discovery chromosomes (e.g. the solid line at “12 from 2”). To assess the amount of evolutionary variance in the whole process, we performed two completely independent sets of simulations for these demographic and ascertainment models. The results of both replicates are shown in Figure 1.11. Encouragingly, the variance is reasonably low since the two solid curves (and dotted curves) are similar to each other.

We also evaluated whether the \( H_{\text{pair}} \) statistic was robust to ascertainment bias. As shown in Figure 1.2, for all demographic models and ascertainment conditions considered, \( H_{\text{pair}} \) was severely affected by SNP ascertainment bias. Ascertainment bias results in \( H_{\text{pair}} \) being higher than expected. This finding is analogous to the effect of ascertainment bias on \( \pi \), the average number of pairwise differences among DNA sequences (Nielsen et al. 2004). Ascertainment bias results in an excess of intermediate-frequency SNPs, which results in there being more pairwise differences
between haplotypes than low-frequency SNPs do. Thus, by preferentially selecting intermediate-frequency SNPs, $H_{pair}$ becomes inflated.

Interestingly, we find that for the cases where SNPs were ascertained in population 1 exclusively, the fit of the $H_{pair}$ statistic under ascertainment bias to the expected $H_{pair}$ statistic is actually worse in population 1—the population where the SNPs were discovered in—than in population 2. This pattern is seen for both $n_{widnow}=1000$ and for $n_{widnow}=7000$ and for both the “2 from pop 1” and the “four from pop 1” ascertainment strategies. One possible explanation for this counter-intuitive pattern is that the ascertained SNPs from population 1 are more likely to be at intermediate frequency in population 1 (as discussed above), but may have drifted to lower or higher frequency in the second population, resulting in those SNPs being more representative of the true frequency spectrum in that population.

The ms commands to generate the HCN statistic in Figure 1.18

**Growth and Structure**

```
./ms 40 10000 -t 400 -r 400 250000 -F 4 -es 0.00625 1 0.1 -eM 0.00625 5 -eN 0.00625 0.5 -eN 0.025 0.125 -ej 0.625 2 1 -eM 0.625 0 -eN 0.625 0.25
```

**Growth**

```
./ms 40 10000 -t 400 -r 400 250000 -F 4 -en 0.01925 1 0.303333
```
**APPENDIX 2**

**SUPPLEMENTARY TEXT FOR CHAPTER 5**

**Supplementary Methods**

*Estimation of admixture proportions*

An important aspect of our analysis is identifying and removing individuals from the data set that exhibit a high proportion of recent admixture of European and African ancestry. To identify such individuals, we used a maximum likelihood approach similar to the Bayesian approach implemented in Structure (Pritchard *et al.* 2000). Briefly, the proportion of an individual’s genome that is from population $k$ is $q_k^{(i)}$, and $p_{kj}$ is the frequency of allele $j$ in locus $l$ in population $k$. The probability that individual $i$ has genotype $jv$ in locus $l$ is then

$$\Pr\left(v_l^{(i)} = (j,v)\right) = 2 \left( \sum_k p_{kj} q_k^{(i)} \right) \left( \sum_k p_{kv} q_k^{(i)} \right), \quad (S1)$$

Notice that there is an independence assumption between the two gene copies in each locus. The likelihood function is obtained assuming independence among loci and individuals by multiplying the value of $\Pr(v_l^{(i)} = (j,v))$ among all values of $i$ and $l$. The likelihood function can be calculated quite easily when individuals can be assigned to populations *a priori*. Optimization of the likelihood function can be done using any standard algorithm (e.g. Press *et al.* 1992 pp. 420).

Computationally this approach is much faster than the Markov chain Monte Carlo (MCMC) method used in Structure (Pritchard *et al.* 2000). The results of the analysis are shown in Table 5.7. Notice that all but four individuals have estimates of the proportion of African ancestry equal to either zero or one. All four admixed individuals were self-reported as African-American. We emphasize that with the size
of this dataset, allele frequencies may not be estimated well, which could create biases in the inferences of admixture parameters. In addition, unrealistic assumptions regarding independence among individuals and among SNPs may affect our results. However, cluster analysis (Figure 5.6) corroborates our results, that with the exception of the four individuals, individuals cluster in two discrete populations. These analyses justify using the remaining individuals as approximations of original European and African populations. However, we emphasize that for more detailed inferences of human demography it is desirable to use individuals of with known origin within Africa.

*Forward simulations*

We used forward simulations to determine whether observed patterns of amino acid and silent variation could have been accounted for by the interaction of demography and negative selection. Since the precise demographic history of humans in unknown, we considered different sets of parameters consistent with what has been reported in the literature. Table 5.6 shows the different sets of parameters that we considered. For the African population, we considered a model of constant population size (AA 1) and two models with ancient population growth (AA 2 and AA 3). For Europeans, we used a model with a very long, recent bottleneck that was not severe (EA 1), a short, but older, bottleneck (EA 2), short, recent, bottlenecks of varying severity (EA 3, EA 4, and EA 6) as well as a long, recent, but not severe bottleneck (EA 5).

For each of the nine models in Table 5.6, we conducted two sets of forward simulations: 1) where all mutations were neutral and 2) where the selection coefficient for a particular mutation came a distribution of selective effects. The neutral class was to represent synonymous sites while the selected class was to represent nonsynonymous sites. The nonsynonymous sites are best represented by a distribution
of selective effects since some the fitness consequences of novel amino acid mutations are known to vary widely. The log-normal distribution of selective effects we use captures this pattern (see below).

We ran 1,000 replicates of the simulation for each of the nine demographic models, both with and without selection. The African and European populations were simulated independently of each other and modeled as Wright-Fisher panmictic populations. For each replicate, a Poisson number of mutations with mean $\theta/2$ entered each generation, where $\theta = 4N_e\mu$, $N_e$ is the effective diploid population size and $\mu$ is the per locus mutation rate. For all simulations, we used a constant $\mu = 0.08$ for silent sites and changed $N_e$ as reflected in Table 5.6. Thus, $\theta$ (and as a result, the number of mutations entering every generation) was appropriately scaled by the effective population size. To model nonsynonymous SNPs, we set $\mu = 0.2$, to reflect the fact that we expect the nonsynonymous mutation rate to be 2.5 times higher than the synonymous mutation rate. All mutations were assumed to be independent, and we chose $\mu$ so as to match approximately the total observed number of silent SNPs observed in the data. The frequencies of segregating mutations were changed by random binomial sampling to mimic genetic drift. The simulation was run for an initial burn-in period of 100,000 generations to achieve stationarity. The population size change in all models (expect for the constant size model) was done by simply changing the number of alleles to be drawn during the binomial sampling step to match the new population size. After running the simulation for the appropriate number of generations, we took samples of 30 alleles for models of African demography or 40 alleles for models of European demography.

For the simulations using selection, we used a log-normal distribution of selective effects. Based on our other work (Boyko et al. 2008) we have found that a negative log-normal distribution for $\gamma$(the scaled selection coefficient where $\gamma=2N_es$)
with a mean of $\gamma = 5.02$ and standard deviation of 5.94 provides an excellent fit to the frequency distribution of nonsynonymous SNPs. We converted $\gamma$ into the selection coefficient, $s$, by dividing $\gamma$ by 51,272, or twice the estimated current African effective population size estimated from our dataset. For each mutation in the selected class that entered the population, we obtained a selection coefficient, $s$, by drawing from the log-normal distribution above. Since $s$ (as scaled here) is bounded between -0.5 and 0.5, if we obtained an $s < -0.5$, we simply set it equal to -0.5. Each generation we adjusted the frequency of the mutations both by binomial sampling (genetic drift) as well as deterministically using the standard selection equation (e.g. Hartl and Clark 2007). In our simulation, the fitness of the homozygote not carrying the mutation of interest is 1, the fitness of the heterozygote is $1+s$, and the fitness of the other homozygote is $1+2s$. Thus, all mutations have an additive effect on fitness, which was the model assumed for identifying the distribution of selective effects (Boyko et al. 2008). Full details of the inference of the distribution of selective effects on new mutations will be presented in Boyko et al. (2008).

All simulations were written in C and were run on a 101 node Apple G5 cluster. Random numbers were generated using the GNU Scientific Library (http://www.gnu.org/software/gsl/). To error check the code for the neutral simulations, we compared the site frequency spectrum obtained from the forward simulations to the site frequency spectrum simulated using coalescent theory as implemented in the computer program ms (Hudson 2002). The ms commands used are given in Table 5.6.

To examine how the proportion of nonsynonymous SNPs changes over time, we used a similar forward-simulation scheme as described above, this time keeping track of the proportion of nonsynonymous SNPs over time. For computational efficiency, we only considered models EA 1, EA 6, and AA 1 (see Table 5.6). When
running the simulations, we took a sample of 15 individuals for model AA 1 and 20 individuals for models EA 1 and EA 6 every ten generations, starting 10,000 generations ago. We then recorded the proportion of nonsynonymous SNPs segregating in these samples. Figure 5.2e shows how the proportion (averaged over 1,000 simulation replicates) changes over time. To determine what effect the log-normal distribution of selective effects had on the dynamics of the proportion of nonsynonymous SNPs, we repeated the simulation using model EA 1, where this time, all nonsynonymous mutations had the same selection coefficient, $s = -0.000195$.

While the ending proportion of nonsynonymous SNPs is much higher than what we see using the distribution of selective effects, the change in proportion over time follows a similar shape as what we see when using a distribution of selective effects. This can be seen by comparing the curve for model EA 1 in Figure 5.2e to the curve shown in Figure 5.5.

*Projection of allele frequency to smaller sample size*

To determine what effect using different sample sizes for the AA (15 individuals) and EA samples (20 individuals) and to what degree differences in missing data influenced our analysis of the differences in the proportions of SNPs between the AA and EA samples, we repeated our analysis taking these factors into account. More specifically, we projected our data down to a smaller sample size of 9 individuals (18 chromosomes), since this was the maximum amount of missing data we allowed each SNP. Doing this ensured that all SNPs had the exact same sample size and amount of missing data in both populations. Thus, any differences in the distribution of SNPs in this analysis cannot be due to sampling differences between populations. Before describing this analysis, we will introduce some notation. For each SNP in our dataset, let $N_1$ denote the total number of chromosomes surveyed at this SNP in the EA sample ($N_1$ ranges from 18 to 40), $N_2$ denote the total number of
chromosomes surveyed at this SNP in the AA sample (\(N_2\) ranges from 18 to 30), \(X_1\) denote the number of chromosomes carrying the derived allele in the EA sample (\(X_1\) ranges from 0 to \(N_1\)), and \(X_2\) denote the number of chromosomes carrying the derived allele in the AA sample (\(X_2\) ranges from 0 to \(N_2\)). While \(X_1\) and \(X_2\) represent the derived allele counts, this analysis does not need to distinguish between the ancestral and derived state, and could easily be replaced by picking one allele arbitrarily, as long as \(X_1\) and \(X_2\) represent the counts of the same allele.

We can compute the probability that a SNP at frequency \(X_1\) in a sample of size \(N_1\) would have a different frequency, say \(Y_1\), in a sample of size 18 using the hypergeometric distribution. For example we can calculate the probability that a SNP has a frequency of 0 in the smaller sample of size 18, as

\[
P(Y_1 = 0) = \frac{\binom{X_1}{0} \binom{N_1 - X_1}{18}}{\binom{N_1}{18}}, \quad (S2)
\]

The probability that the SNP would have frequency 18 out of 18 in the new EA sample is computed as

\[
P(Y_1 = 18) = \frac{\binom{X_1}{18} \binom{N_1 - X_1}{0}}{\binom{N_1}{18}}, \quad (S3)
\]

The exact same calculation is made for the AA sample by replacing \(Y_1\) with \(Y_2\), \(X_1\) with \(X_2\), and \(N_1\) with \(N_2\).

Now that we have computed \(P(Y_1 = 0), P(Y_1 = 18), P(Y_2 = 0), P(Y_2 = 18)\) as described above, we can find the probability that the SNP is monomorphic, private to EA, private to AA, or shared between the two populations. The probability that a SNP is monomorphic can be written as
\[ P(\text{monomorphic}) = P((Y_1 = 0 \cup Y_1 = 18) \cap (Y_2 = 0 \cup Y_2 = 18)) \], which can easily be calculated by \[ P(\text{monomorphic}) = (P(Y_1 = 0) + P(Y_1 = 18)) \times (P(Y_2 = 0) + P(Y_2 = 18)) \].

Note, if the new samples were to become fixed for opposite alleles, that is, \( Y_1 = 0 \) and \( Y_2 = 18 \) or \( Y_1 = 18 \) and \( Y_2 = 0 \), we still considered that SNP to be monomorphic, since it would not easily fit into the shared, private AA, or private EA categories used for our analysis. The probability that a SNP is private to the EA sample can be written as

\[ P(\text{private EA}) = P((Y_2 = 0 \cup Y_2 = 18) \cap (Y_1 \neq 0 \cap Y_1 \neq 18)) \], and can be calculated by

\[ P(\text{private EA}) = P(Y_2 = 0) + P(Y_2 = 18) - P(\text{monomorphic}) \].

Similarly, the probability that a SNP is private to the AA sample can be written as

\[ P(\text{private AA}) = P((Y_1 = 0 \cup Y_1 = 18) \cap (Y_2 \neq 0 \cap Y_2 \neq 18)) \], and can be calculated by

\[ P(\text{private AA}) = P(Y_1 = 0) + P(Y_1 = 18) - P(\text{monomorphic}) \].

Finally, the probability that a SNP is shared between the two populations can be calculated as

\[ P(\text{shared}) = 1 - P(\text{monomorphic}) - P(\text{private AA}) - P(\text{private EA}) \].

The above computations were carried out for each SNP and summed together, giving the number of SNPs in each of the four categories for the new sample size of 18 for both the EA and AA sample. We carried out the above calculations separately for synonymous and nonsynonymous SNPs as well as the three PolyPhen categories. The results of these calculations are shown in Table 5.5.

**Performance of PolyPhen**

To estimate the sensitivity and specificity for the version of PolyPhen employed in this manuscript we used a set of 3,604 disease mutations annotated in the UniProt database. We only selected nonsynonymous mutations with a clear description of the effect of mutations on phenotype. We also used a set of 2,603 mutations derived from site-directed mutagenesis experiments with known effect on protein function. PolyPhen correctly predicted 80.1% and 85.5% of disease and mutagenesis mutations respectively as damaging (53% and 68.9% as probably
damaging and 27.1% and 16.6% as possibly damaging). We note that estimates of sensitivity are higher if more stringent datasets with clearer description of functional and phenotypic effect of mutations are used. We used 12,237 substitutions between the same human proteins and closely related mammalian orthologs to estimate specificity (true negative rate). In this set 86.2% were correctly predicted as benign, 5.5% were incorrectly predicted as probably damaging and 8.4% as possibly damaging. It is difficult to estimate false-discovery rate because the true fraction of completely benign amino acid changes among human polymorphism is unknown. Approximately 28% of nonsynonymous SNPs in the Applera dataset are likely damaging to protein function. This estimate is very similar to previous studies (Fay et al. 2001; Sunyaev et al. 2001; Ng and Henikoff 2006; Yue and Moult 2006) using SNPs from dbSNP.

**Supplementary Note 1**

*Analysis of Seattle SNPs data*

To ensure that the proportional excess of nonsynonymous SNPs in Europeans (EAs) relative to African Americans (AAs) in the Applera dataset was not an artifact of the sequencing or SNP calling pipeline, we repeated our analyses using data obtained by the Seattle SNPs project. They sequenced genes in two different panels of individuals. 211 genes were sequenced in the first panel (herein p1) consisting of 24 AAs and 23 EAs. 76 genes were sequenced in the second panel (herein p2) consisting of 24 Yoruba individuals and 23 CEPH individuals. The individuals in p2 are a subset of those genotyped by the International HapMap Consortium. We downloaded all data for 287 genes on December 3, 2006.

We determined the number of synonymous and nonsynonymous SNPs in both these panels. The 2 x 3 tables displaying these data are shown in Table 5.4. For panel p1, we find a significant increase in the proportion of private nonsynonymous SNPs in
the EA sample (0.667) relative to the AA sample (0.510; \( G = 13.0, P < 3.1 \times 10^{-4}, 1 \text{ df} \)), supporting what we found in the original analysis of the Applera data. As expected, we also found that the proportion of nonsynonymous SNPs is higher for private SNPs (0.552) than for SNPs shared between the two populations (0.484; \( G = 4.5, P < 0.035, 1 \text{ df} \)). However, for panel p2, we did not find a significant increase in the proportion of private nonsynonymous SNPs in the EA sample compared to the Yoruba sample (\( G = 0.01, P = 0.92, 1 \text{ df} \)), nor did we find a significant increase in the proportion of nonsynonymous private SNPs compared to nonsynonymous shared SNPs (\( G = 0.89, P < 0.35, 1 \text{ df} \)).

We hypothesized that the reason we did not find a significant increase in the proportion of private nonsynonymous SNPs in the EA sample compared to the Yoruba sample (p2) because the number of SNPs included in this dataset was quite small. To determine the power of this analysis, we performed Monte Carlo simulations assuming the effect sizes observed in the Applera data set are the true effect sizes. We estimated that about 47.0% of private SNPs in the Applera AA sample were nonsynonymous and 55.4% of private SNPs in the EA sample were nonsynonymous (Table 5.2).

Additionally, as shown in Table 5.4, there were 86 private SNPs in the p2 CEPH (EA) sample and 211 private SNPs in the p2 Yoruba sample. We simulated 10,000 datasets by taking 86 and 211 draws from binomial distributions with probability of success equal to the proportion of nonsynonymous SNPs (0.554 and 0.470, respectively). We then performed the \( G \)-test with 1 df on these simulated datasets, and the proportion of sets where \( P < 0.05 \) is the power of the analysis. Under these assumptions, our analysis had 26.14% power to detect this effect. Conversely, when we use a similar method to estimate the power of the p1 analysis (using 484 SNPs in the AA sample and 177 SNPs in the EA sample), we found that this analysis has 49.25% power. Thus, given the sample sizes of the two different datasets from SeattleSNPs, it is not
unexpected that we found different results. While the analysis of the p2 data has low power due to the small number of SNPs discovered, we cannot rule out that there are truly different effects occurring in the Yoruba than in African Americans, though additional analyses using HapMap data suggest otherwise (Supplementary Note 3 in APPENDIX 2).

**Supplementary Note 2**

*Quality control of the Applera data*

In this section we describe the analyses that were done to ensure that the proportional excess of nonsynonymous SNPs in the EA sample relative to the AA sample in the Applera data is not due to sequencing error. Here we will describe two types of analyses that support this assertion. 1) We will present a modified analysis excluding SNPs that could be due to sequencing artifacts, and 2) we show that an unreasonably high sequencing error rate would be required to explain our results. Not only would the number sequencing errors have to be unreasonably high, but the errors would also have to be non-randomly distributed between the populations and classes of SNPs.

In theory, some fraction of the SNPs in Table 5.2 may not be true SNPs, but instead be locations in the sequenced region with sequencing errors. If this is the case, the minor allele of these falsely identified SNPs should be at very low frequency. SNPs where the minor allele has a higher frequency are less likely to be sequencing errors, since many errors would have to have occurred at that same base. To show that our analysis is robust to this type of sequencing error, we repeated the 2 x 2 table analysis of the number of private synonymous and nonsynonymous SNPs in the AA and EA sample, excluding SNPs where the minor allele was seen only once or twice. Thus we excluded singletons and doubletons, as well as SNPs where the derived allele was almost fixed. The original 2 x 2 table (shown in Table 5.2) as well as the
modified 2 x 2 table only considering SNPs with a minor allele frequency (MAF) > 2 are shown below:

<table>
<thead>
<tr>
<th></th>
<th>All private SNPs</th>
<th>Private SNPs, MAF &gt; 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>S</td>
<td>NS</td>
</tr>
<tr>
<td><strong>AA</strong></td>
<td>8958</td>
<td>7950</td>
</tr>
<tr>
<td><strong>EA</strong></td>
<td>3879</td>
<td>4826</td>
</tr>
<tr>
<td></td>
<td>12837</td>
<td>12776</td>
</tr>
</tbody>
</table>

\[G = 163.2, P = 2.3 \times 10^{-37}, 1 \text{ df}\] \[G = 17.5, P = 2.9 \times 10^{-5}, 1 \text{ df}\]

Even limiting our analysis to SNPs with MAF > 2, we still observe a significantly higher proportion of nonsynonymous SNPs in the EA sample as compared to the AA sample. It should be pointed out that this analysis is likely highly conservative, because many weakly deleterious SNPs segregating in the population are likely to be at low frequency and thus would have been excluded from this re-analysis.

We next asked what amount of sequencing errors would be required to generate the proportional excess of nonsynonymous private SNPs in the EA population (see Table 5.2). Sequencing errors causing this pattern, in principle, could occur in two ways: 1) too few nonsynonymous SNPs could have been identified in the AA population (relative to those identified in the EA sample), or 2) some fraction of SNPs found in the EA sample are not true SNPs. Since ~75% of coding sites are nonsynonymous, most of these sequencing errors would lead to the false identification of nonsynonymous SNPs. We will consider these types of sequencing errors in turn.

To determine how many nonsynonymous SNPs would have to have been missed in the AA sample to explain the proportional excess of nonsynonymous private SNPs in the EA sample, we added nonsynonymous SNPs to the AA sample until the \(P\)-value for the G-test test was \(~0.05\). Shown below are the original 2 x 2 table for the private SNP analysis (left), the modified (now non-significant) 2 x 2 table where we
added SNPs to the boxed cell (middle), and the table showing the number of SNPs that were added to the original table to generate the modified non-significant table.

As can be seen in the above table ~2,650 nonsynonymous SNPs would have to have been missed in the AA sample to explain the effect we observed in the original analysis (~15%). While this amount of missing SNPs is certainly possible, the above calculations assume that no synonymous SNPs were missed in the AA sample, and that no SNPs were missed in the EA sample. If some nonsynonymous SNPs were missing from the EA sample too, then the number of missing nonsynonymous SNPs would have to be even higher, unreasonably so, in the AA sample. Next, we performed a similar analysis, this time addressing the possibility that too many SNPs were identified in the EA sample. Since changes to about 75% of coding sites would lead to a nonsynonymous SNP, about 75% of the falsely identified SNPs in the EA sample would be nonsynonymous. We dropped SNPs from the EA sample, where 75% of the dropped SNPs were from the nonsynonymous category, and 25% of the dropped SNPs were from the synonymous category until the $P$-value for the $G$-test was ~0.05. Shown below are the original 2 x 2 table for the private SNP analysis (left), the modified (now non-significant) 2 x 2 table where we subtracted SNPs from the boxed cells (middle), and the table showing the number of SNPs that were subtracted from the original table to generate the modified non-significant table.
As can be seen in the above table ~2,300 SNPs would have to be falsely identified
SNPs in the EA sample (~ 26% of all SNPs identified in the EA sample would be
false). Again, a false positive rate of ~26% of identified SNPs is not necessarily that
unreasonable, but the key point is, that this false positive rate of 26% in the EA sample
assumes a false positive rate of 0% in the AA sample. If any of the identified SNPs in
the AA sample are not true SNPs, then the proportion of falsely identified SNPs in the
EA sample would be well above 26%.

Thus, based on the above analyses, it is very unlikely that sequencing errors
could solely explain the proportion excess of private nonsynonymous SNPs in the EA
sample relative to the AA sample. For sequencing errors to explain our results, there
would have to be a very high error rate in one population, and virtually no errors made
in the other population. There is no evidence to suggest this is the case.

**Supplementary Note 3**

**Analysis of HapMap data**

The International HapMap Consortium (International HapMap Consortium
2007) genotyped ~3.8 million SNPs in 30 parent offspring trios from Utah residents
with ancestry from northern and western Europe (CEU) as well as 30 parent offspring
trios from the Yoruba in Ibadan, Nigeria (YRI). We wanted to determine whether
these data supported our finding of an increased proportion of nonsynonymous SNPs
in the European population. Additionally, the Applera dataset used for the analyses
described in the main paper was based on African American individuals instead of
African individuals from Africa. The HapMap data allow us to determine whether our conclusions are robust to some level of admixture in the African American sample.

Since the number of SNPs segregating in a population is affected by how the SNPs were ascertained, we wanted to use a set of SNPs for our analysis that were discovered in a uniform manner. Therefore, we only used SNPs in the HapMap Phase II that were discovered by Perlegen Sciences re-sequencing a multi-ethnic panel (Hinds et al. 2005). Additionally, for a SNP to be included in our analysis, we required that there be no missing data in either the CEU or YRI sample. Finally, we also required that either human allele match both the chimp and macaque alleles. 449,797 SNPs passed these filters.

We next counted the number of synonymous and nonsynonymous SNPs that were private to either population. Functional annotations were found from dbSNP build 126. If a SNP had different annotations, it was dropped from the analysis.

Shown below is a 2 x 2 table showing the number of private synonymous and nonsynonymous SNPs segregating in YRI or CEU.

<table>
<thead>
<tr>
<th></th>
<th>S</th>
<th>NS</th>
<th>Total</th>
<th>% NS</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>YRI</strong></td>
<td>307</td>
<td>282</td>
<td>589</td>
<td>0.48</td>
</tr>
<tr>
<td><strong>CEU</strong></td>
<td>221</td>
<td>316</td>
<td>537</td>
<td>0.59</td>
</tr>
<tr>
<td></td>
<td>528</td>
<td>598</td>
<td>1126</td>
<td></td>
</tr>
</tbody>
</table>

\[ G = 13.6, P = 2.2 \times 10^{-4}, 1 \text{ df} \]

As can be seen in the table, the proportion of nonsynonymous SNPs is significantly higher in the CEU as compared to the YRI for the private SNPs in the HapMap dataset. Furthermore, the proportions of nonsynonymous SNPs in the HapMap dataset are similar to what we found in the Applera dataset (shown in Table 5.2). For example, we find \(~48\%\) of private SNPs in the YRI sample are nonsynonymous, compared to \(~47\%\) in the African American sample from the Applera dataset.
Additionally, we find ~59% of private SNPs in the CEU sample are nonsynonymous, compared to ~55.4% in the European sample in the Affymetrix dataset.

Additionally, we reasoned that for SNPs segregating in both populations, the derived allele would be at a higher frequency in the population that underwent a bottleneck (CEU) than in the population that did not experience a bottleneck (YRI). The reason for this is that during a bottleneck, drift will have a greater effect at changing allele frequencies in the smaller population than in the larger population. We expect the frequency to be higher in the bottlenecked population because we are conditioning on the SNP segregating in both populations. Furthermore, we would expect this effect to be stronger for SNPs that are under negative selection since they will be kept at lower frequency in the larger population.

For SNPs segregating in both the YRI and CEU populations, we recorded the number of SNPs where the derived allele had a higher frequency in CEU and the number of times where the derived allele was at a higher frequency in YRI for intronic, synonymous, and nonsynonymous SNPs. The 2 x 2 tables below show the comparison of nonsynonymous and intronic SNPs (left) and the comparison of synonymous and intronic SNPs (right).

<table>
<thead>
<tr>
<th>Nonsynonymous vs intronic</th>
<th>Synonymous vs intronic</th>
</tr>
</thead>
<tbody>
<tr>
<td>NS</td>
<td>Intron</td>
</tr>
<tr>
<td><strong>Higher CEU</strong></td>
<td>1100</td>
</tr>
<tr>
<td><strong>Higher YRI</strong></td>
<td>655</td>
</tr>
</tbody>
</table>

\[ G = 5.2, P = 0.022, 1 \text{ df} \] \[ G = 0.31, P = 0.58, 1 \text{ df} \]

The table on the left shows that the proportion of nonsynonymous SNPs where the derived allele is at a higher frequency in CEU is higher than that expected based on intronic SNPs. To show that this is due to nonsynonymous SNPs being different, we find no difference between synonymous and intronic SNPs. When comparing
nonsynonymous to synonymous SNPs, the result is not significant, presumably due to the smaller sample size.

While these analyses of the HapMap data may be susceptible to ascertainment bias, where SNPs of a certain type are preferentially discovered and genotyped, the overall results support our finding of an increased proportion of nonsynonymous SNPs in European population relative to African populations. We tried to limit the ascertainment bias by only including SNPs that were discovered by a uniform ascertainment strategy. These analyses using the YRI individuals instead of African Americans suggest that our original finding in the Applera dataset is not due to using African American individuals instead of Africans from Africa.
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