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This thesis represents an effort to understand the factors that drive large unit-celled intermetallic crystal structures to exist as energy minima. In terms of its approach, the work can be divided into two relatively independent sections.

The first three chapters focus on geometric features of complex intermetallic structures, telling a continuous story in which our viewpoint gradually evolves. Chapter 1 uses Mg$_{44}$Rh$_7$ as a model system to demonstrate how one can systematically search for chemically meaningful features within a geometrically complex crystal. The importance of the features we highlight is supported by experimental site preferences and calculated Mulliken populations. Chapter 2 addresses a seemingly impossible feature of a family of cubic crystals—pairs of perpendicular pseudo-fivefold axes in their X-ray diffraction patterns. We account for this property and nearly all atomic sites by describing the crystals as collections of three-dimensional projections of a four-dimensional Platonic solid. Chapter 3 further develops this projection method, showing that the same family of distinct structures can be expressed as a single projection of an eight-dimensional lattice. The projection not only simplifies the crystals mathematically (from a unit cell with hundreds of atoms to a unit cell with just one), but unifies them as well.

The fourth chapter differs from the others in that it focuses on the electronic structure of intermetallic crystals, rather than their geometry. We consider the traditional explanation for Hume-Rothery’s electron-counting rules, which is
based on the nearly free-electron model, and cast it into the language of linear combinations of atomic orbitals. Starting from a simple one-dimensional chain of atoms and progressing to complex γ-brass superstructures, we show that Hume-Rothery’s observations can be rationalized in the same real-space way that chemists understand molecular electron-counting rules.

As both the higher-dimensional projections and electron-counting rules of complex intermetallics are linked to their X-ray diffraction patterns, we anticipate that the two sections of this thesis will become closely connected in future work.
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2.2 The four crystallographically inequivalent γ-brass clusters in Li$_{21}$Si$_5$ (Li: red; Si: blue), shown in both the primitive unit cell (black) and the cubic unit cell (cyan). The clusters are centered in the cubic cell at \( Z = (0,0,0) \), \( Q = (\frac{1}{2},\frac{1}{2},\frac{1}{2}) \), \( H = (\frac{1}{2},\frac{1}{2},\frac{1}{2}) \), and \( T = (\frac{3}{4},\frac{3}{4},\frac{3}{4}) \).
2.3 Simulated single crystal X-ray diffraction patterns of a) Zn$_{39}$Fe$_{11}$ and b) Na$_{29}$Li$_{13}$Ba$_{19}$, viewed in the [110] direction. Only the brightest peaks are shown. They exhibit a striking pseudo-tenfold symmetry. As all the strongest reflections are normal to the ⟨110⟩ directions, this figure reveals all the most intense peaks of these structures. See Table 2.1.

2.4 Four of the five 3-D Platonic solids: the a) tetrahedron, b) octahedron, c) dodecahedron, and d) icosahedron.

2.5 Various 3-D polyhedra viewed down their symmetry axes. a) An octahedron viewed down its fourfold axis, and a dodecahedron viewed down its b) fivefold, c) threefold, and d) twofold axes (with a pentagonal face that appears as a line segment shown in red).

2.6 A $T_d$ 3-D projection of the 16-cell. a) The central tetrahedral cell. Central tetrahedron with b) face-sharing, c) edge-sharing, and d) vertex-sharing tetrahedra highlighted in cyan (central tetrahedral vertices: black; capping tetrahedral vertices: red). Capping vertices are slightly displaced for the sake of clarity (see Appendix).

2.7 An $I_h$ 3-D projection of half of the 120-cell, a 4-D polyhedroid. From center outward, a) a central dodecahedral cell (green), b) fivefold and c) threefold views of the twelve dodecahedral cells which are face-sharing to the central cell (gray, cyan, and blue), d) fivefold and e) threefold views outlining a layer of thirty-two dodecahedral cells which are face-sharing to the central thirteen cells (red mesh), f) a view of the thirty-two cells with one cell type opaque (orange, yellow, and purple), and g) a twofold view of (f) with one of the equatorial layer of thirty completely flattened dodecahedral cells highlighted in thick red cylinders.

2.8 A $T_d$ 3-D projection of half of the 600-cell, a 4-D polyhedroid. a) A central tetrahedral cell consisting of four IT vertices (yellow), b) four OT vertices capping its faces and c) the new triangular faces formed by the capping with OT (orange), d) six OH vertices capping these faces and e) the new triangular faces formed by the capping with OH (red), f) twelve CO vertices capping these faces (purple) and g) the three distinct triangular faces formed by the capping with CO (magenta, blue, and cyan), h) twenty-eight OC, MC, and IC vertices capping these faces (green framework), and i) twelve EQ vertices on the equator of the 600-cell (blue framework).
2.9 Schematic views of the three types of projection relevant to this paper: a) linear projection, b) stereographic projection, and c) intermediate projection. While bonds become unphysically short toward the outside of a linear projection and unphysically long toward the outside of a stereographic projection, bonds can retain reasonably constant lengths for a hemisphere with intermediate projection.

2.10 A 54-cluster in Li$_{21}$Si$_5$ where nearest neighbors are bonded to one another, shown a) by atom type (Li: red; Si: blue), and b) comparison of (a) with an intermediate projection of the 54-cluster (experimental sites: yellow; projected sites: cyan). Larger 54-clusters in c) Mg$_{44}$Rh$_7$ and d) Li$_{21}$Si$_5$, also compared to intermediate projections.

2.11 The standard deviation vs. mean nearest-neighbor distance in each experimental occurrence of the 54-cluster in the F43m structures. The same data is given in tabular form in the Supporting Information (available online).

2.12 Features of pseudo-fivefold symmetry in the linear projection of a 54-cluster. a) A view of the 54-cluster along one of the bonds of its central tetrahedron, b) the pentagons and the decagon within this unit, and a perpendicular view of c) the four core atoms and d) five pentagons. From the center outward, sites are shown in yellow, orange, red, purple, and green. See Figure 2.8 for site names.

2.13 Two-dimensional cross-section of the Fourier transforms of a) a linear projection and b) an intermediate projection of the 54-cluster, viewed along the [1$ar{1}$0] direction. These cross-sections contain points of the form $k_1k_1k_3$. IT-IT distances of 2.40 and 2.03 Å were assumed in order that the $(k_1,k_1,0)$ planes divide the 54-cluster into $k_1$ segments, as in Figure 2.14. Both plots are divided into twelve equally spaced contours, where redder lines represent greater constructive interference, and bluer lines less.

2.14 a) A linear projection of the 54-cluster, shown with an OC-OC distance equal to b) 4, c) 6, d) 10, e) 10/τ, and f) 10/τ$^2$ (where τ is the golden mean) spacings of plane waves whose reciprocal lattice vectors are $(k_1,k_1,0)$. Diagonal lines represent the crests of the respective plane waves. The cluster achieves significant constructive interference with the waves at each of the illustrated sizes.
2.15 Linear projections of two 54-clusters differing in size by a factor of $\tau$, the golden mean, shown with plane waves whose reciprocal lattice vectors are $(k_1, k_1, 0)$. Horizontal lines indicate the crests of the plane waves. At these particular sizes, the two clusters can simultaneously achieve significant constructive interference.

2.16 The 2-D (blue and red) and circular 1-D (red) diffraction patterns for linear (top row) and intermediate (bottom row) projections of the 54-cluster placed in an $F$-centered cubic cell, illustrating the dependence of peak sharpness on the relative sizes of the unit cell and the cluster. Unit cell axes are a) 25 (linear) and 20 (intermediate), b) 5.9 (linear) and 6.7 (intermediate), c) 4.2 (linear) and 4.8 (intermediate), d) 3.6 (linear) and 4.2 (intermediate) times the IT-IT distance. A ring corresponding to peak maxima of an isolated 54-cluster (the ring labeled 4 in Figure 2.13) is shown as a black circle. For both types of projection, optimal peak sharpness and location (vis-à-vis the black circle) occur where the cell axis is approximately 6 (panel b) or 4 (panel d) times the IT-IT distance.

2.17 The combined metric (see text) which assesses both the diffraction peak sharpness and peak positions for the a) linear and b) intermediate projections of the 54-cluster in an $F$-centered cubic cell, plotted vs. the cell-to-cluster size ratio. c) The frequency of each size of 54-cluster in experimental crystal structures. The two distinct ranges of theoretically optimal cluster sizes are matched by experiment.

2.18 Contour plots of the combined metric (see text) which assesses both diffraction peak sharpness and peak positions for $F$-centered cubic unit cells containing the intermediate projections of two 54-clusters centered respectively at Z and Q, a) with clusters with inverted orientation with respect to each other and b) with the same orientation. Both plots are divided into seven equally spaced contours, where redder lines represent larger values, and bluer lines smaller values. Crosses indicate experimentally observed arrangements of pairs of clusters. See text for discussion.


3.2 The cubic Laves structure MgCu$_2$ and its superstructure Be$_5$Au. a) A diamond network of Mg (red) atoms and b) a vertex-sharing tetrahedral network of Cu (blue) atoms combine to make c) the MgCu$_2$ structure. d) A diamond network of alternating Be (purple) and Au (orange) atoms and e) a vertex-sharing tetrahedral network of Be atoms combine to make f) Be$_5$Au.
3.3 The strongest peaks in the [110] X-ray diffraction patterns of the a) MgCu$_2$ and b) Be$_5$Au structures. The site preferences in the Be$_5$Au structure give it a pseudo-tenfold diffraction symmetry that is absent in MgCu$_2$. The latter pattern was calculated using the isostructural compound UCu$_5$, a compound for which the pseudosymmetry is particularly vivid. .......................... 117

3.4 The eight-vertex formation known as a stella quadrangula. The vertices are shown as a) a single polyhedron, and b) an inner tetrahedron (IT, red) and an outer tetrahedron (OT, blue). Highlighted in gray in the latter view is a tetrahedron composed of three IT atoms and one OT atom, which caps the inner tetrahedron. .......................... 119

3.5 An illustration of projected distance and the effect of lattice translation, using the simpler projection of a 2-D square lattice onto to 1-D line. a) The points of a 2-D square lattice project onto a 1-D line (cyan) if they lie within a specified distance of that line (i.e., within the thinner gray lines). The lengths of the red line segments connecting the lattice points (black) to their projections (cyan) are what we define as projected distances. b) When the 2-D lattice is translated downward and the same rule is applied, the result is a qualitatively different projection that includes points with varying projected distances. .......................... 123

3.6 Correspondence between $\frac{1}{2}$ projected structures and the experimental Be$_5$Au structure as a function of $x_1$ and $x_2$, for a region containing all unique projected structures. The plot shows the number of atoms in the projected unit cell whose positions and elements exactly match those of experimental Be$_5$Au. There are substantial regions (shown in red) in which the match is perfect. In other regions, the projection perfectly matches the experimental CaF$_2$ structure. .......................... 126

3.7 The construction of an edge-capped stella quadrangula, alternatively known as a $\gamma$-brass cluster. a) One type of edge of the stella quadrangula is capped with atoms (orange) that form an octahedron (OH), while b) the other type of edge is capped with atoms (purple) that form a distorted cubo-octahedron (CO). c) The full 26-atom edge-capped stella quadrangula can be seen as four nested polyhedra (left), or alternatively as an adamantane-like cage (right, black) and a network of vertex-sharing tetrahedra (right, light gray). d) The cubic unit cell of Cu$_5$Zn$_8$ contains two such identical clusters in a body-centered arrangement. .......................... 128
3.8 The four crystallographically inequivalent $\gamma$-brass clusters in the cubic unit cell of Li$_{21}$Si$_5$. The four Si (blue) sites are ZOT, QOT, HOH, and TOH, while the remaining twelve sites are Li (red). The H cluster is shown in a) the same orientation as the others, and in b) an inverted orientation. The latter picture is more indicative of experimental atomic positions.

3.9 The strongest peaks in the [110] X-ray diffraction patterns of the a) Cu$_5$Zn$_8$ and b) Li$_{21}$Si$_5$ structures. The site preferences in Li$_{21}$Si$_5$ give it a pseudo-tenfold diffraction symmetry that is absent in Cu$_5$Zn$_8$.

3.10 Correspondence between $\frac{2}{1}$ projected structures and the experimental Li$_{21}$Si$_5$ structure as a function of $x_1$ and $x_2$, for a region containing all unique projected structures. The plots show a) the number of projected Si atoms within 1 Å of experimental Si atoms, and b) the number of projected Li atoms within 1 Å of experimental Li atoms. The black dots indicate the optimal projection ($x_1 = 0.81, x_2 = 0.07$), for which 100% of the Si atoms and 71% of the Li atoms are correctly placed.

3.11 The strongest peaks in the [110] X-ray diffraction patterns of the a) Sm$_{11}$Cd$_{45}$ and b) Mg$_{44}$Ir$_7$ structures. Similarly to the structures we have already generated by projection, these two exhibit a pseudo-tenfold diffraction symmetry.

3.12 The a) Ti$_2$Ni, b) $\alpha$-Mn, and c) body-centered cubic atomic clusters, connected as polyhedra according to their crystallographically inequivalent sites. In all, the clusters include six types of sites, which we abbreviate using two-letter names: CC (yellow), IT (red), OT (blue), OH (orange), TT (green), and CO (purple).

3.13 The four crystallographically inequivalent atomic clusters in the cubic unit cells of a) Sm$_{11}$Cd$_{45}$ and b) Mg$_{44}$Ir$_7$. In both cases, the heavier element is shown in blue, and the lighter element in red. The five Sm sites in Sm$_{11}$Cd$_{45}$ are ZCC, ZCO, QCC, QCC, HOT, and TOT, and the three Ir sites in Mg$_{44}$Ir$_7$ are ZOT, QOT, and TOH.

3.14 Correspondence between $\frac{2}{1}$ projected structures and the experimental a) Sm$_{11}$Cd$_{45}$ and b) Mg$_{44}$Ir$_7$ structures as functions of $x_1$ and $x_2$. In both panels, the plots show the number of projected heavy atoms within 1 Å of experimental heavy atoms (left), and the number of projected light atoms within 1 Å of experimental light atoms (right). The black dots indicate the optimal projection for each structure. For Sm$_{11}$Cd$_{45}$, the optimal point ($x_1 = 0.36, x_2 = 0.11$) correctly places 100% of the Sm atoms and 62% of the Cd atoms. For Mg$_{44}$Ir$_7$, the optimal point ($x_1 = 0.61, x_2 = 0.06$) correctly places 100% of the Ir atoms and 66% of the Mg atoms.
3.15 Correspondence between heavy atom positions in the proposed quasicrystal and its experimental approximants. a) Some regions in the quasicrystal resemble the pattern of heavy atoms in Li$_{21}$Si$_5$ (and Mg$_{44}$Ir$_7$), while b) others resemble the pattern of heavy atoms in Sm$_{11}$Cd$_{45}$. c) Still other regions in the proposed quasicrystal bear no such resemblance.

4.1 a) The energy of a free-electron plane wave with respect to $k_x$. b) The band structure of the empty-lattice limit of a 1-D chain of atoms, carried into the first Brillouin zone. c) Another view of the empty-lattice limit, confined to an irreducible piece of the first Brillouin zone, with the wavefunction of each branch labeled.

4.2 The nearly free-electron band structure of a 1-D chain of atoms. While the wavefunctions and energies resemble their empty-lattice analogs far from $k_x = 0$ and $k_x = \frac{\pi}{a}$, the wavefunctions and energies near $k_x = 0$ and $k_x = \frac{\pi}{a}$ reflect a mixing of plane-wave states and a consequent energy splitting. Ions are shown as black circles.

4.3 The extended Hückel band structure of a 1-D chain of carbon atoms separated by a) 2.2 Å and b) 1.9 Å. With the change in interatomic spacing, the energy ordering of the antibonding combination of 2s orbitals and the bonding combination of 2p orbitals at $k_x = \frac{\pi}{a}$ can lie in either the normal or inverted region (see text).

4.4 a) The nearly free-electron band structure of a 1-D chain of atoms, shown in the extended zone scheme. b) The X-ray diffraction pattern of the same chain, emphasizing the correspondence between energy splittings and diffraction peaks.

4.5 a) The free-electron band structure of CsCl-type CuZn, b) its LDA-DFT counterpart, and c) the LDA-DFT density of states. At $k$-point M, states that are degenerate in the free-electron picture become non-degenerate in LDA-DFT, which leads to a shallow pseudogap in the density of states near the Fermi energy. The $k$-points correspond to $\Gamma = (0,0,0)$, $X = (\frac{\pi}{a}, 0, 0)$, $M = (\frac{\pi}{a}, \frac{\pi}{a}, 0)$, and $R = (\frac{\pi}{a}, \frac{\pi}{a}, \frac{\pi}{a})$. On the energy axis of the LDA-DFT panels, the Fermi energy is defined as zero.

4.6 a) The strongest peaks in the [1\bar{1}0] X-ray diffraction pattern of CuZn. b) Crests of the \langle 110 \rangle diffraction plane waves (red), with all Cu (black) and Zn (gray) atoms lying on those crests. c) The nearly free-electron states whose periodicity syncs up with the \langle 110 \rangle diffraction plane waves.
4.7 The band structure of CuZn, calculated using LDA-DFT methods (black) and eH methods with atomic parameters calibrated to the LDA-DFT band structure (green). For bands that are filled, the energies calculated by the two methods are quite close. For both methods, the Fermi energy is defined as zero.

4.8 a) The calibrated eH band structure of CuZn (black) and the projected nearly free-electron MJ band (red), plotted along a straight path through \( k \)-space from \( \Gamma = (0,0,0) \) through \( M = \left( \frac{\pi}{a}, \frac{\pi}{a}, 0 \right) \). b,c) The two projected crystal orbitals at \( M \), expressed as contours of their component \( s \) and \( p \) atomic orbitals, with the corresponding nearly free-electron waves shown lightly in the background. The energies of these two states straddle the Fermi energy.

4.9 a) The reciprocal-space polyhedron that separates the CuZn nearly free-electron states that are above the energy splitting (outside the polyhedron) from those that are below it (inside the polyhedron). b) One face of the polyhedron, symmetry-equivalent to all the others.

4.10 a) The energies at the top (gray) and bottom (black) of the splitting on one polyhedral face. b) The area on the polyhedral face for which a given energy lies between the two paraboloids. Area is plotted in arbitrary units.

4.11 a) One view of a \( \gamma \)-brass cluster, showing an inner tetrahedron (IT, yellow), an outer tetrahedron (OT, orange), an octahedron (OH, red), and a cubo-octahedron (CO, purple). b) A second view, more suggestive of the site preferences in CuZn, showing an adamantane-like cage (Cu atoms, black) and a tetrahedron of tetrahedra (Zn atoms, gray). c) The cubic unit cell of CuZn, emphasizing its body-centered arrangement of \( \gamma \)-brass clusters.

4.12 The strongest peaks in the \([1\bar{1}0]\) X-ray diffraction patterns of a) CuZn and b) ZnPt, a \( 2 \times 2 \times 2 \) \( \gamma \)-brass.

4.13 a) The free-electron band structure of CuZn, b) its LDA-DFT counterpart, and c) the LDA-DFT density of states. Note the pseudogap in the density of states near the Fermi energy. The \( k \)-points with respect to the cubic cell correspond to \( \Gamma = (0,0,0) \), \( H = (\frac{2\pi}{a}, 0, 0) \), \( N = (\frac{\pi}{a}, \frac{\pi}{a}, 0) \), and \( P = (\frac{\pi}{a}, \frac{\pi}{a}, \frac{\pi}{a}) \). On the energy axis of the LDA-DFT panels, the Fermi energy is defined as zero.

4.14 The band structure of CuZn, calculated using LDA-DFT methods (black) and eH methods with atomic parameters calibrated to the LDA-DFT band structure (green). For bands that are filled, the energies calculated by the two methods are quite close. For both methods, the Fermi energy is defined as zero.
4.15 The nearly free-electron states whose periodicity syncs up with the a) \( <330> \) and b) \( <114> \) diffraction plane waves of Cu\(_5\)Zn\(_8\). Cu (black) and Zn (gray) atoms are shown.  

4.16 a) The calibrated eH band structure of Cu\(_5\)Zn\(_8\) (black) and the projected nearly free-electron MJ band (red), plotted along a straight path through \( k \)-space from \( \Gamma = (0, 0, 0) \) through \( N = (\frac{3\pi}{a}, \frac{3\pi}{a}, 0) \). b,c) The two projected crystal orbitals at \( N = (\frac{3\pi}{a}, \frac{3\pi}{a}, 0) \), expressed as spheres which represent their component \( s \) and \( p \) atomic orbitals (see text), with the corresponding nearly free-electron waves shown lightly in the background. The energies of these two states straddle the Fermi energy.  

4.17 a) The calibrated eH band structure of Cu\(_5\)Zn\(_8\) (black) and the projected nearly free-electron MJ band (red), plotted along a straight path through \( k \)-space from \( \Gamma = (0, 0, 0) \) through \( N = (\frac{\pi}{a}, \frac{\pi}{a}, \frac{4\pi}{a}) \). b,c) The two projected crystal orbitals at \( N = (\frac{\pi}{a}, \frac{\pi}{a}, \frac{4\pi}{a}) \), expressed as spheres which represent their component \( s \) and \( p \) atomic orbitals (see text), with the corresponding nearly free-electron waves shown lightly in the background. The energies of both states lie below the Fermi energy.  

4.18 a) The reciprocal-space polyhedron that separates the Cu\(_5\)Zn\(_8\) nearly free-electron states that are above the energy splitting (outside the polyhedron) from those that are below it (inside the polyhedron). b) One of each type of face of the polyhedron, corresponding to the \( <330> \) (left, red) and \( <114> \) (right, blue) X-ray diffraction peaks.  

4.19 The energies at the top (gray) and bottom (black) of the splitting on the polyhedral faces of Cu\(_5\)Zn\(_8\) corresponding to the a) \( <330> \) and b) \( <114> \) X-ray diffraction peaks. The Fermi energy (red and blue) lies between the paraboloids over much of the surfaces.  

4.20 a) The area on the Cu\(_5\)Zn\(_8\) polyhedral faces corresponding to \( <330> \) and \( <114> \) for which a given energy lies within the splitting. b) The area on the entire polyhedral surface for which a given energy lies within the splitting. Area is plotted in arbitrary units.  

4.21 a) The reciprocal-space polyhedron that separates the \( 2 \times 2 \times 2 \) \( \gamma \)-brass nearly free-electron states that are above the energy splitting (outside the polyhedron) from those that are below it (inside the polyhedron). b) One of each type of face of the polyhedron, corresponding to the \( <660> \) (top, red), \( <228> \) (middle, blue), and \( <555> \) (bottom, green) X-ray diffraction peaks.
A.1  a,b) Two views of a 26-atom $\gamma$-brass cluster, depicted as an inner tetrahedron (IT), an outer tetrahedron (OT), an octahedron (OH), and a cubo-octahedron (CO). c) An alternative connectivity of the cluster, highlighting its approximate tenfold symmetry. d-h) Five plane waves for which most of the cluster atoms lie near the crests.

A.2  a) The two $\gamma$-brass clusters in a cubic unit cell of Cu$_5$Zn$_8$. Representatives of the three unique sets of plane waves with constructive intracluster interference: b) $\langle 330 \rangle$, c) $\langle 114 \rangle$, and d) $\langle \frac{555}{222} \rangle$. Of the three, $\langle 330 \rangle$ and $\langle 114 \rangle$ also have constructive intercluster interference, and therefore strong X-ray diffraction peaks. However, $\langle \frac{555}{222} \rangle$ has destructive intercluster interference, and therefore no diffraction intensity.

A.3  The cubic unit cell of Zn$_{21}$Pt$_5$, emphasizing four crystallographically inequivalent $\gamma$-brass clusters centered at $Z = (0, 0, 0)$, $Q = (\frac{a}{4}, \frac{a}{4}, \frac{a}{4})$, $H = (\frac{a}{2}, \frac{a}{2}, \frac{a}{2})$, and $T = (\frac{3a}{4}, \frac{3a}{4}, \frac{3a}{4})$. The strongly distorted H cluster is shown in its more accurate inverted form. Pt atoms (black) occupy the ZOT, QOT, HOH, and TOH sites, while Zn atoms (gray) occupy the rest.

A.4  The four crystallographically inequivalent clusters in a cubic unit cell of $2 \times 2 \times 2$ $\gamma$-brass, a) with all four clusters oriented identically and b) with the H cluster inverted with respect to the others.

A.5  Interaction between the four clusters in $2 \times 2 \times 2$ $\gamma$-brass and the $\langle 660 \rangle$ plane waves, a) with all four clusters oriented identically and b) with the H cluster inverted. In both cases, intra- and intercluster interference are constructive, leading to strong diffraction peaks.

A.6  Interaction between the four clusters in $2 \times 2 \times 2$ $\gamma$-brass and the $\langle 228 \rangle$ plane waves, a) with all four clusters oriented identically and b) with the H cluster inverted. In both cases, intra- and intercluster interference are constructive, leading to strong diffraction peaks.

A.7  Interaction between the four clusters in $2 \times 2 \times 2$ $\gamma$-brass and the $\langle 555 \rangle$ plane waves, a) with all four clusters oriented identically and b) with the H cluster inverted. While both pictures have good intracluster interference, only the second has the constructive intercluster interference required to create strong diffraction peaks.

A.8  a) The experimentally observed site positions of the heavier element in Zn$_{21}$Pt$_5$ and Li$_{21}$Si$_5$, shown in cyan. These four sites (ZOT, QOT, HOH, and TOH) align particularly well with the crests of the b) $\langle 660 \rangle$, c) $\langle 228 \rangle$, and d) $\langle 555 \rangle$ plane waves, strengthening the intensities of the corresponding X-ray diffraction peaks.
CHAPTER 1
TACKLING COMPLEXITY: THE SEARCH FOR CHEMICAL ORDER IN LARGE INTERMETALLIC UNIT CELLS

Life is infinitely stranger than anything which the mind of man could invent.
—Sherlock Holmes, “A Case of Identity” by Sir Arthur Conan Doyle

The first three chapters of this thesis present with permission our series of papers on complex ionic and intermetallic crystal structures, published in Chemistry: A European Journal in 2007 and 2008. In the titles of these chapters, one can see a clear progression in our thinking about these compounds, from three to four to eight dimensions. This was in no way our intent, or even something we could have foreseen, at the beginning of this project. Our goal was to find geometrical and electronic patterns in these complex crystal structures, in order to make them more memorable and more chemically meaningful to the viewer, and to provide some insight into why they exist as energy minima. It was in pursuit of this goal that we eventually added fictitious dimensions to our view, in order to account for observations that could not be explained simply or naturally in three dimensions.

The first paper in our series, “A Quantum Mechanically Guided View of Mg$_{44}$Rh$_7$” (Robert F. Berger, Stephen Lee, and Roald Hoffmann), is presented with permission in this chapter. In this paper, which was featured on the cover of Chemistry: A European Journal (Figure 1.1), there are only the earliest signs of the higher-dimensional thinking that is to come. We present a new geometric description of Mg$_{44}$Rh$_7$, a compound with 408 atoms in its cubic unit cell. Using both experimental site preferences and LDA-DFT-calibrated extended Hückel
(eH) calculations as guides, we highlight the structural units within Mg$_{44}$Rh$_7$ that reflect the electron-richness or electron-poorness of each crystallographic site. The units that best account for these site preferences and electron populations are 34- and 25-atom fragments of the Ti$_2$Ni structure, rather than the variety of clusters often used to describe complicated intermetallic and ionic structures. These Ti$_2$Ni pieces, located using a systematic search algorithm, fit together in abeautifully intricate network. An examination of this network reveals some surprising geometric features of Mg$_{44}$Rh$_7$, including a fractal-like arrangement of similar atomic formations on different length scales, geometrically connected to an approximate fivefold symmetry.

1.1 Introduction

When chemists think of intermetallic crystal structures, we tend to focus on a few simple structures with just one or two atoms per unit cell. It is indeed
true that many intermetallic structures are variants of the body-centered cubic, face-centered cubic, and hexagonal close-packed structures. However, a survey of known crystal structures reveals that a significant fraction of intermetallics have much more complex structures, with anywhere from several hundred to over one thousand atoms per unit cell.\textsuperscript{3–6} Given our abiding love affair with simplicity, these complicated structures, if not avoided, are often viewed as a curiosity. They do not generally form a starting point for our understanding of metals, metallic bonding, or metallic crystal structures. However, if nature has chosen them over all other possible arrangements of several hundred atoms, they must carry within them some basic information about which structural features drive an intermetallic compound to exist.

The atomic positions in these complex structures are so varied that in order to even start making sense of them, the curious scientist must search for some description which allows him or her to organize the atoms into simple, recognizable patterns. Pattern seekers often adopt one of several approaches. In a first such approach, complicated structures may be described in terms of constellations of atoms—“clusters” that make the structures easier to visualize and remember. In another approach, complex intermetallics are discussed in terms of their similarities to simpler, better understood structures. And in still a third approach, these structures are described in terms of their coordination polyhedra—the sets of nearest neighbors around each atom.

Each of these modes of pattern recognition can be immensely helpful, at the very least as a geometrical mnemonic device. Geometry is powerful, meaningful, and deep. But there is more to chemistry than geometry, and approaches to understanding a crystal structure must strive to identify the patterns that are
chemically meaningful. When dealing with complicated structures, this goal is difficult to accomplish. For example, in the “cluster” approach to intermetallics, the assemblages of atoms discussed are not actually clusters in a chemical sense, because they are not in any way isolated from the rest of the structure. They are simply arbitrary sets of atoms singled out to facilitate visualization of the structure.

In this paper, we use quantum mechanics of the simplest sort to guide our description of a complicated intermetallic structure. Using Mg$_{44}$Rh$_7$, which crystallizes in the cubic space group $F\bar{4}3m$ (No. 216), as our system of choice, we build up a structural description by drawing from each of the pattern recognition modes mentioned above. Starting with a conventional cluster description of Mg$_{44}$Rh$_7$, we locate familiar repeating motifs from a simpler structure type throughout the unit cell. From these we build up coordination polyhedra in a new way that suggests an almost fractal character to the structure. The difference from a conventional cluster approach is that by incorporating electronic structure calculations in our geometric description, we emphasize those geometric features that are implicated by quantum mechanics to be important to the stability and bonding of the compound. By constructing a description that is both chemically meaningful and geometrically palatable, one might say we try to have our quantum theory and eat it too. The ultimate goal in this approach is to determine which features allow such beautifully complicated intermetallic structures to exist.
1.2 Current Understanding of Mg$_{44}$Rh$_7$

When the crystal structure of Mg$_{44}$Rh$_7$ was solved by Westin in 1971,$^7$ it provided solid-state chemists with a puzzle. Since then, a series of well-crafted geometric descriptions have given us several coherent ways of looking at the structure, which has 408 atoms in its cubic unit cell. Samson and Hansen$^8$ built the Mg$_{44}$Rh$_7$ structure from icosahedra, pentagonal prisms, and Friauf polyhedra, noting in particular the prevalence of fivefold symmetry. Subsequently, Andersson$^9$ built the structure from tetrahedra and octahedra, packing them together to form pyrochlore and Keggin units.

Others have described Mg$_{44}$Rh$_7$ using the cluster concept, an approach first introduced by Bradley and Jones.$^{10}$ The cluster view of Mg$_{44}$Rh$_7$, shown in Figure 1.2, describes the structure in terms of a face-centered cubic Bravais lattice of four distinct clusters of atoms. These clusters are centered at the high-symmetry points of the unit cell—$(0, 0, 0)$, $(\frac{1}{4}, \frac{1}{4}, \frac{1}{4})$, $(\frac{1}{2}, \frac{1}{2}, \frac{1}{2})$, and $(\frac{3}{4}, \frac{3}{4}, \frac{3}{4})$. Several other structures with similarly-sized cubic unit cells$^a$ have also been described in terms of clusters.$^{27,28}$ Because the four clusters provide a convenient starting point for our analysis of the Mg$_{44}$Rh$_7$ structure, we now describe each of these clusters in greater detail.

$^a$These structures include Li$_{22}$Pb$_{11}$,$^{11}$ Na$_6$Tl,$^8$ Mg$_6$Pd,$^{12}$ Cu$_{11}$Sn$_{11},$$^{13,14}$ Sm$_{11}$Cd$_{45},$$^{15}$ Zn$_{78}$Fe$_{22},$$^{16}$ Li$_{21}$Si$_{5},$$^{17,18}$ Zn$_{6.5}$(Fe,Ni),$^{19}$ Al$_{69}$Ta$_{39},$$^{20}$ Mg$_{29}$Ir$_4,$$^{21}$ Zn$_{20,44}$Mo$_7,$$^{22}$ Zn$_{24}$Pt$_5,$$^{23-25}$ and Li$_{13}$Na$_{29}$Ba$_{19}.$$^{26}$

Each of these compounds crystallizes in space group $F\bar{4}3m$ (No. 216), has between 396 and 488 atoms in its cubic unit cell, and can be described in terms of distinct clusters centered at the high-symmetry points of the crystal.
1.3 The Clusters in Mg$_{44}$Rh$_7$

Of the four crystallographically distinct clusters in the Mg$_{44}$Rh$_7$ structure, two are 26-atom units known as $\gamma$-brass clusters. The $\gamma$-brass cluster, so named for its presence in Cu$_5$Zn$_8$, is most commonly viewed as a set of four nested polyhedra. The cluster has four distinct atomic sites, named for each of these polyhedra, as shown in Figure 1.3a-d. From the cluster center outward, the four sites are: inner tetrahedron (IT), outer tetrahedron (OT), octahedron (OH), and cubo-octahedron (CO). While these designations make the cluster easier to visualize, the connections shown between atoms are not always as chemically meaningful. For example, the cubo-octahedron connects atoms on the order of 5 Å apart—significantly longer than any reasonable bond distance.

An alternative view of the $\gamma$-brass cluster places together the IT and CO sites in a tetrahedron of tetrahedra, and the OT and OH sites in an adamantane-like...
Figure 1.3: The $\gamma$-brass cluster, viewed as four nested polyhedra: a) an inner tetrahedron, b) an outer tetrahedron, c) an octahedron, and d) a cubo-octahedron. e) Alternatively, the cluster can be seen as a tetrahedron of tetrahedra and an adamantane cage.

cage. This construction, shown in Figure 1.3e, is more suggestive of the experimental site preferences in many $\gamma$-brass variants. In $\gamma$-brass itself ($\text{Cu}_5\text{Zn}_8$), for example, Zn atoms occupy the IT and CO sites shown in gray, while Cu atoms occupy OT and OH shown in green.\textsuperscript{29} More generally, electronic structure calculations have shown that the less electronegative element in a $\gamma$-brass variant prefers the IT and CO sites, while the more electronegative element prefers OT and OH.\textsuperscript{30}

In addition to the two 26-atom $\gamma$-brass clusters, the $\text{Mg}_{44}\text{Rh}_7$ structure also contains a 34-atom unit known as a Ti$_2$Ni cluster, so named for its similarity to
the Ti$_2$Ni structure. Once again, the four distinct sites in this cluster can conveniently be classified as nested polyhedra, as shown in Figure 1.4a-d. The sites are: octahedron (OH), cubo-octahedron$^b$ (CO), outer tetrahedron (OT), and truncated tetrahedron (TT). This cluster has previously been described as a smaller 22-atom cluster$^{27}$ but for reasons that will become clear soon, we extend it farther. In compounds with the Ti$_2$Ni structure, experimental site preferences usually place the more electronegative element at the OT site shown in orange.$^6$ In Ti$_2$Ni itself, for example, Ni atoms occupy the OT site and Ti atoms occupy the remaining sites.$^{32}$ The Ti$_2$Ni structure, an interlocking network of these Ti$_2$Ni “clusters,” is shown in Figure 1.4e. A single one of these 34-atom units is emphasized, and typical experimental site preferences are indicated.

The fourth and final cluster in Mg$^{44}$Rh$_7$ will here be described as a 16-atom face-centered cubic unit. This cluster, shown in Figure 1.5, can be viewed in two ways. First, it can be seen as an inner tetrahedron (IT) and a truncated tetrahedron (TT), as in Figure 1.5a-b. Alternatively, as in Figure 1.5c, the cluster can be viewed as parts of three layers of cubic closest packing. Because all atoms in a true face-centered cubic structure are crystallographically equivalent, the cluster concept does not allow us to predict the relative electronegativities of the two different sites, IT and TT.

These four distinct clusters, when placed at the high-symmetry points of the Mg$^{44}$Rh$_7$ unit cell, give a full atomistic description of the structure. Each of the fourteen crystallographically inequivalent sites in Mg$^{44}$Rh$_7$ lies at a distinct site in one of these clusters.

$^b$This is a cubo-octahedron in name only. It is very distorted, and can be more accurately described as the outer layer of a pyrochlore unit.$^{31}$
Figure 1.4: The Ti$_2$Ni cluster, viewed as four nested polyhedra: a) an octahedron, b) a cubo-octahedron that forms octahedra sharing faces with the central octahedron, c) an outer tetrahedron, and d) a truncated tetrahedron. e) The cluster is also shown in the Ti$_2$Ni structure itself.

1.4 Site Preferences in Mg$_{44}$Rh$_7$

Based on typical site preferences in the separate $\gamma$-brass, Ti$_2$Ni, and face-centered cubic structures, one can partially rationalize which sites in Mg$_{44}$Rh$_7$ are likely to be occupied by Mg and Rh. Because Rh (2.28 on the Pauling electronegativity scale) is significantly more electronegative than Mg (1.31), one ex-
Figure 1.5: The face-centered cubic cluster, first viewed as nested polyhedra: a) an inner tetrahedron and b) a truncated tetrahedron. c) Alternatively, the atoms are shown in cubic close-packed layers.

Rh atoms to occupy some combination of the OT and OH sites of the γ-brass clusters (see Figure 1.3) and the OT site of the Ti$_2$Ni cluster (see Figure 1.4), the electronegative sites of these two structure archetypes. The left half of Figure 1.6 indicates that this prediction is fairly accurate. Of the fourteen crystallographically distinct sites in Mg$_{44}$Rh$_7$, eleven are occupied by Mg atoms (red vertices), and three by Rh (blue vertices). The three Rh sites are the OT site of γ-brass cluster 1 (γ1-OT$^c$), the OH site of γ-brass cluster 2 (γ2-OH), and the OT site of the Ti$_2$Ni cluster (Ti$_2$Ni-OT).

Although these site preferences are not entirely surprising, they at the same time show the limitations of the cluster model. The cluster model makes no

*Here we begin to introduce our own nomenclature for the crystallographic sites in Mg$_{44}$Rh$_7$. In the Supporting Information (available online), we provide the names of the sites in past literature about the compound.*
Figure 1.6: On the left, site placements in the four clusters of \(\text{Mg}_{44}\text{Rh}_7\). The three Rh sites in the structure are \(\gamma_1\)-OT, \(\gamma_2\)-OH, and Ti\(_2\)-Ni-OT. On the right, Mulliken populations for the homoatomic eH calculation of \(\text{Mg}_{44}\text{Rh}_7\). Charges of greater magnitude are represented by larger spheres. The three most electron-rich sites are occupied by Rh, the more electronegative element.
distinction between the OT and OH sites of the two different γ-brass clusters. It therefore does not explain why the OT site of one γ-brass cluster and the OH site of the other are occupied by Rh.

A quantum mechanically guided description of Mg\textsubscript{44}Rh\textsubscript{7}, as we will see, need not have this limitation. To lead us toward understanding the site preferences and constructing such a quantum mechanical description, we use Mulliken populations based on simple electronic structure calculations.

The procedure used to calculate Mulliken populations of the fourteen sites in Mg\textsubscript{44}Rh\textsubscript{7} is given in the Computational Methods section of this paper. The results of this calculation are shown in the right half of Figure 1.6. Black and white spheres, their radii scaling with the magnitudes of the charges, are used to represent electron-rich and electron-poor sites. We note two key results of this calculation. First, the three most electron-rich sites are the three sites occupied by Rh atoms. This is expected, as Rh is the more electronegative element. Therefore, extended Hückel Mulliken populations agree with the experimentally known site preferences. The second result is more surprising. The Mulliken populations tell us that after the three Rh sites, the next most electron-rich site is the TT site of the face-centered cubic cluster (FCC-TT), which is occupied by Mg. Based on the cluster concept described earlier, we might have expected the remaining OT and OH sites in the γ-brass clusters (γ\textsubscript{2}-OT and γ\textsubscript{1}-OH) to be more electron-rich. However, after the three Rh sites, the FCC-TT site is the next most electron-rich by a significant margin.

The Mulliken populations suggest that there are features of Mg\textsubscript{44}Rh\textsubscript{7} which the cluster concept alone cannot explain. At the heart of our problem, we must devise a description that differentiates the γ\textsubscript{1}-OT and γ\textsubscript{2}-OH sites, which are
quite electron-rich and occupied by Rh, from the $\gamma_2$-OT and $\gamma_1$-OH sites, which are less electron-rich and occupied by Mg. Also, our description must explain why the FCC-TT site is as electron-rich as it is. From this point forward, we use these facts to help us build upon the cluster view, and guide us toward a more telling description of the $\text{Mg}_{44}\text{Rh}_7$ structure. In doing so, we will show how some interesting geometric features arise naturally from an elaborate twinning network of the clusters.

1.5 Searching for Less Obvious Clusters

The previous results are tantalizing. They suggest that a cluster description can be used to rationalize some but not all of the atomic site preferences and Mulliken populations in the $\text{Mg}_{44}\text{Rh}_7$ structure. We posit that the limitation of the current cluster method is not inherent in the use of clusters, but rather a result of the fact that the clusters considered so far are centered solely at points of high crystallographic symmetry. While visually appealing, there is no reason that high-symmetry clusters are more chemically meaningful than those at other locations in the unit cell. We proceed to examine critically and systematically the $\text{Mg}_{44}\text{Rh}_7$ structure for clusters similar to those previously described, but which are not located at high-symmetry points.

Which cluster types might we search for? In the case of $\text{Mg}_{44}\text{Rh}_7$, the natural cluster types are the three already found at high-symmetry points—the $\gamma$-brass, Ti$_2$Ni, and FCC cluster types. As we are to use this cluster analysis to explain site preferences and Mulliken populations, and as the FCC structure is an elemental structure in which all sites are equivalent, we limit our search to the $\gamma$-brass and
Ti$_2$Ni clusters.

We first search the unit cell for $\gamma$-brass clusters. As discussed earlier, the innermost layer of a $\gamma$-brass cluster (Figure 1.3a) is the inner tetrahedron. We therefore begin by looking for all distinct tetrahedra in the Mg$_{44}$Rh$_7$ structure. To ensure that these tetrahedra are nearly regular in geometry, we require that pairs of atoms within a tetrahedron are separated by no more than 3.52 Å—10% longer than the distance between nearest neighbors in elemental Mg. There are twenty-three distinct tetrahedra in Mg$_{44}$Rh$_7$ that obey this criterion. We next determine which of these twenty-three tetrahedra also possess the second layer of the $\gamma$-brass cluster, the outer tetrahedron (Figure 1.3b). The second layer consists of four atoms that cap each face of the inner tetrahedron, forming four more face-sharing tetrahedra. We therefore look for candidates with four face-sharing tetrahedra (again with contacts no longer than 3.52 Å) around the inner tetrahedron.

As shown in Table 1.1, only six of the twenty-three tetrahedra are the centers of the two innermost layers of the $\gamma$-brass cluster, the inner and outer tetrahedra. For these six remaining candidates, we continue this process, checking whether the third layer (Figure 1.3c, the octahedron) and fourth layer (Figure 1.3d, the cubo-octahedron) of the $\gamma$-brass cluster are present. The result is that the only two of these six candidates that contain all four $\gamma$-brass sites are the two previously described $\gamma$-brass clusters centered at high-symmetry points. The other four candidates, as it turns out, are contained entirely within the outer layers of one of these two high-symmetry $\gamma$-brass clusters. This means that, outside of the two conventional $\gamma$-brass clusters, the Mg$_{44}$Rh$_7$ structure does not have even so much as the two innermost shells of a $\gamma$-brass cluster elsewhere in the
structure.

Table 1.1: $\gamma$-Brass clusters in the Mg$_{44}$Rh$_7$ structure.

<table>
<thead>
<tr>
<th>Atoms in tetrahedron (all contacts $\leq$ 3.52 Å)</th>
<th># of face-sharing tetrahedra</th>
<th>Complete $\gamma$-brass cluster?</th>
<th>Identity</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\gamma$1-IT,IT,IT,IT</td>
<td>4</td>
<td>Yes</td>
<td>$\gamma$-brass cluster 1</td>
</tr>
<tr>
<td>$\gamma$2-IT,IT,IT,IT</td>
<td>4</td>
<td>Yes</td>
<td>$\gamma$-brass cluster 2</td>
</tr>
<tr>
<td>$\gamma$1-IT,IT,IT,OT</td>
<td>4</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td>$\gamma$1-IT,IT,OT,OH</td>
<td>4</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td>$\gamma$2-IT,IT,IT,OT</td>
<td>4</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td>$\gamma$2-IT,IT,OT,OH</td>
<td>4</td>
<td>No</td>
<td></td>
</tr>
</tbody>
</table>

The search for copies of the Ti$_2$Ni cluster proves more interesting. Recall that the innermost layer of a Ti$_2$Ni cluster (Figure 1.4a) is the octahedron. We therefore begin by searching for all the octahedra in Mg$_{44}$Rh$_7$. Again, we require that all atoms within an acceptable octahedron are located no more than 3.52 Å from their four nearest neighbors in the octahedron. As indicated by the first column of Table 1.2, only six such octahedra exist in the Mg$_{44}$Rh$_7$ structure. We narrow this list further by determining which of these candidates possess the second layer of the Ti$_2$Ni cluster, the cubo-octahedron (Figure 1.4b). The second layer consists of twelve atoms that create four octahedra sharing faces of the central octahedron. We therefore look for candidates with four face-sharing octahedra (again with contacts no longer than 3.52 Å) around the central octahedron. This leaves three candidates, as the second column of Table 1.2 shows. Continuing the examination of these three remaining candidates, we find that all three also possess the third layer (Figure 1.4c, the outer tetrahedron) and fourth layer (Figure 1.4d, the truncated tetrahedron) of the Ti$_2$Ni cluster. One of them (the octahedron consisting of six Ti$_2$Ni-OH atoms) is simply the conventional Ti$_2$Ni
cluster centered at a high-symmetry point. The other two, which are not centered at high-symmetry points, are new to us and will be discussed further in the next section.

Table 1.2: Ti$_2$Ni clusters in the Mg$_{44}$Rh$_7$ structure.

<table>
<thead>
<tr>
<th>Atoms in octahedron (all contacts ≤ 3.52 Å)</th>
<th># of face-sharing octahedra</th>
<th>Complete Ti$_2$Ni cluster?</th>
<th>Identity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ti$_2$Ni-OH, Ti$_2$Ni-OH</td>
<td>4</td>
<td>Yes</td>
<td>Ti$_2$Ni cluster</td>
</tr>
<tr>
<td>Ti$_2$Ni-OH, Ti$_2$Ni-OH</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ti$_2$Ni-OH, Ti$_2$Ni-OH</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ti$_2$Ni-OH, Ti$_2$Ni-OH</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ti$_2$Ni-OH, Ti$_2$Ni-OH</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>γ$_1$-CO, Ti$_2$Ni-OH</td>
<td>4</td>
<td>Yes</td>
<td>Ti$_2$Ni twin 1</td>
</tr>
<tr>
<td>Ti$_2$Ni-OH, Ti$_2$Ni-OH</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ti$_2$Ni-OH, Ti$_2$Ni-OH</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FCC-IT, FCC-IT</td>
<td>3</td>
<td>No</td>
<td>Ti$_2$Ni partial twin 1</td>
</tr>
<tr>
<td>FCC-IT, FCC-IT</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FCC-IT, FCC-IT</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>γ$_2$-CO, γ$_2$-CO</td>
<td>3</td>
<td>No</td>
<td>Ti$_2$Ni partial twin 2</td>
</tr>
<tr>
<td>Ti$_2$Ni-TT, FCC-IT</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FCC-IT, FCC-IT</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>γ$_1$-OH, γ$_1$-CO</td>
<td>3</td>
<td>No</td>
<td>Ti$_2$Ni partial twin 3</td>
</tr>
<tr>
<td>γ$_2$-CO, Ti$_2$Ni-OH</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ti$_2$Ni-TT, FCC-IT</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
1.6 Understanding Site Preferences: γ1-OT and γ2-OH vs. γ2-OT and γ1-OH

In the previous section, it was concluded that, while the Mg_{44}Rh_{7} structure contains no copies of the γ-brass cluster aside from those centered at high-symmetry points, two additional copies of the Ti₂Ni cluster are present, and could be worth further analysis. Figure 1.7 shows where these two “twins” of the Ti₂Ni cluster are located as compared to the high-symmetry clusters. In Figure 1.7a, we begin with several conventional clusters (i.e., clusters centered at high-symmetry points)—one Ti₂Ni cluster, three FCC clusters, and one γ-brass 1 cluster. Figure 1.7b highlights thirty-four atoms at the interface of the conventional clusters which, as Figure 1.7c shows, constitute one of the twins of the Ti₂Ni cluster. Although this set of atoms, which we will refer to as Ti₂Ni twin 1, lacks the true tetrahedral symmetry of the conventional Ti₂Ni cluster, it has all thirty-four atoms with only minor distortion. Similarly, the bottom half of Figure 1.7 shows the second type of Ti₂Ni twin, which we will refer to as Ti₂Ni twin 2. At the interface of one conventional Ti₂Ni, two FCC, two γ-brass 1, and one γ-brass 2 cluster (Figure 1.7d), another group of thirty-four atoms (Figure 1.7e) is shown to be a twin of the Ti₂Ni cluster (Figure 1.7f).

Taken alone, the observation of twins of the Ti₂Ni cluster is nothing more than a geometric curiosity. However, when considered along with the experimental Mg vs. Rh site preferences, the twins take on a more fundamental role in describing the electronic structure of Mg_{44}Rh_{7}. As it turns out, we may use the original Ti₂Ni cluster and its twins to account for the Mg vs. Rh site preferences in Mg_{44}Rh_{7}—in particular, to sort out the mystery of why Rh atoms occupy dif-
Figure 1.7: Two types of twins of the Ti$_2$Ni cluster, constructed at the interfaces of the conventional clusters. a,d) Conventional clusters are centered at high-symmetry points in the crystal. b,e) Thirty-four atoms at the conventional cluster interfaces c,f) are connected to form Ti$_2$Ni twins.

Without even considering the symmetry of Mg$_{44}$Rh$_7$ or the names of the various crystallographic sites, one can look at the Ti$_2$Ni cluster (Figure 1.6d) and twins (Figure 1.7c,f), and see that they have strong similarities. In all three 34-atom units, there are exactly four Rh atoms, and they occupy the four positions on the outer tetrahedron. These are exactly the positions at which we would expect electronegative atoms to be found, based on known compounds with the Ti$_2$Ni structure (see Figure 1.4). However, because the Ti$_2$Ni fragments are crystallographically inequivalent, the Rh atoms on their outer tetrahedra have
different crystallographic names. In the high-symmetry Ti$_2$Ni cluster, the four Rh atoms are all located at Ti$_2$Ni-OT positions. In Ti$_2$Ni twin 1 (Figure 1.7c), they occupy three Ti$_2$Ni-OT positions and one $\gamma$1-OT position. And in Ti$_2$Ni twin 2 (Figure 1.7f), they occupy two Ti$_2$Ni-OT positions, one $\gamma$1-OT position, and one $\gamma$2-OH position.

Thus, the tendency of electronegative Rh atoms to occupy the positions on the outer tetrahedra of Ti$_2$Ni clusters and twins explains why they are present at the $\gamma$1-OT and $\gamma$2-OH sites, and not at the $\gamma$2-OT and $\gamma$1-OH sites. Rather than seeing the three Rh sites in Mg$_{44}$Rh$_7$ as a hodgepodge of positions on different clusters, it is therefore less mysterious to view them as the positions on the outer tetrahedron of each occurrence of a Ti$_2$Ni cluster or twin.

1.7 Rationalizing Mulliken Populations: The FCC-TT Site

That the Ti$_2$Ni cluster and twins successfully account for the Mg vs. Rh site preferences in Mg$_{44}$Rh$_7$ is most encouraging. But it still does not answer the question of why FCC-TT is the most electron-rich of the Mg sites. This question can be addressed by taking our twinning picture one step farther, and noting that the Mg$_{44}$Rh$_7$ structure contains yet more fragments of Ti$_2$Ni. Recall from Table 1.2 that, in addition to the octahedra at the centers of the high-symmetry Ti$_2$Ni cluster and its two twins, there are three more types of octahedra in the Mg$_{44}$Rh$_7$ structure. As it turns out, each of these three octahedra forms the center of a 25-atom partial twin of the Ti$_2$Ni cluster, illustrated in Figure 1.8. Each of these partial twins is missing nine atoms from the conventional cluster—three from the cubo-octahedron and six from the truncated tetrahedron—which are
highlighted in Figure 1.8b. Unlike the partial γ-brass clusters that were excluded from consideration earlier in this paper, these partial Ti$_2$Ni twins do not reside within the previously established Ti$_2$Ni cluster or twins.

Figure 1.8: The atoms that comprise the Ti$_2$Ni partial twins in Mg$_{44}$Rh$_7$. As compared to a) the Ti$_2$Ni cluster and twins previously discussed, b) the Ti$_2$Ni partial twins lack nine atoms (three from the cubo-octahedron and six from the truncated tetrahedron) that are significantly displaced from their original positions.

The placements of these three types of Ti$_2$Ni partial twins within the Mg$_{44}$Rh$_7$ structure are shown in Figure 1.9. Once again, their importance becomes apparent when one notes which sites are on their outer tetrahedra. In Ti$_2$Ni partial twin 1 (Figure 1.9b), the outer tetrahedron consists of one Rh atom at a Ti$_2$Ni-OT position and three Mg atoms at FCC-TT positions (recall that the FCC-TT site is by Mulliken population the most electron-rich Mg site). In partial
twin 2 (Figure 1.9c), the outer tetrahedron consists of one Rh atom at a Ti$_2$Ni-OT position, a second Rh atom at a γ2-OH position, and two Mg atoms at FCC-TT positions. Finally, in partial twin 3 (Figure 1.9d), the outer tetrahedron consists of one Rh atom at a Ti$_2$Ni-OT position, a second Rh atom at a γ1-OT position, a third Rh atom at a γ2-OH position, and one Mg atom at a FCC-TT position.

![Diagram of Ti$_2$Ni clusters and partial twins](image)

**Figure 1.9:** Three types of partial twins of the Ti$_2$Ni cluster, constructed at the interfaces of the conventional clusters. a) Conventional clusters are centered at high-symmetry points in the crystal. b-d) Twenty-five atoms at the conventional cluster interfaces are connected to form Ti$_2$Ni partial twins.

To sum up, each of the three types of Ti$_2$Ni partial twins have outer tetrahedra consisting of some combination of the three Rh sites and the single most electron-rich Mg site—the FCC-TT site. This suggests why in our eH electronic structure calculations, FCC-TT was the most electron-rich of the eleven Mg sites in Mg$_{44}$Rh$_7$. This result can now be explained by the observation that the FCC-
TT site lies on the outer tetrahedra of all three types of Ti$_2$Ni partial twins. To put it another way, because the FCC-TT site has an environment similar to that of the three Rh sites once we allow ourselves to see the partial twins, it is not surprising that the FCC-TT site is nearly as electron-rich as the Rh sites.

The twinning of Ti$_2$Ni clusters appears to correlate with the electron-richness of the various crystallographic sites in Mg$_{44}$Rh$_7$. In Table 1.3, we further demonstrate this correlation by showing how the Mulliken population of an atom varies with the number of Ti$_2$Ni fragments in which it appears on the outer tetrahedron. We see that the larger the number of ways an atom can be shown on the outer tetrahedron of a Ti$_2$Ni unit, the more electron-rich that atom is in our electronic structure calculations.

<table>
<thead>
<tr>
<th>Site</th>
<th>Atom Type</th>
<th>Mulliken Population</th>
<th># of appearances on outer tetrahedron of Ti$_2$Ni fragment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ti$_2$Ni-OT</td>
<td>Rh</td>
<td>-0.10</td>
<td>20</td>
</tr>
<tr>
<td>γ1-OT</td>
<td>Rh</td>
<td>-0.08</td>
<td>10</td>
</tr>
<tr>
<td>γ2-OH</td>
<td>Rh</td>
<td>-0.07</td>
<td>8</td>
</tr>
<tr>
<td>FCC-TT</td>
<td>Mg</td>
<td>-0.05</td>
<td>5</td>
</tr>
<tr>
<td>γ2-OT</td>
<td>Mg</td>
<td>-0.01</td>
<td>0</td>
</tr>
<tr>
<td>FCC-IT</td>
<td>Mg</td>
<td>-0.00</td>
<td>0</td>
</tr>
<tr>
<td>γ1-IT</td>
<td>Mg</td>
<td>+0.02</td>
<td>0</td>
</tr>
<tr>
<td>γ1-CO</td>
<td>Mg</td>
<td>+0.02</td>
<td>0</td>
</tr>
<tr>
<td>γ2-IT</td>
<td>Mg</td>
<td>+0.02</td>
<td>0</td>
</tr>
<tr>
<td>Ti$_2$Ni-CO</td>
<td>Mg</td>
<td>+0.02</td>
<td>0</td>
</tr>
<tr>
<td>γ1-OH</td>
<td>Mg</td>
<td>+0.04</td>
<td>0</td>
</tr>
<tr>
<td>γ2-CO</td>
<td>Mg</td>
<td>+0.04</td>
<td>0</td>
</tr>
<tr>
<td>Ti$_2$Ni-TT</td>
<td>Mg</td>
<td>+0.04</td>
<td>0</td>
</tr>
<tr>
<td>Ti$_2$Ni-OH</td>
<td>Mg</td>
<td>+0.07</td>
<td>0</td>
</tr>
</tbody>
</table>
1.8 Fivefold Symmetry and the Edge-Capped Stella Quadrangula

In the previous section, we found that the four most electron-rich sites in the Mg$_{44}$Rh$_7$ structure all lie on electron-rich positions of the Ti$_2$Ni fragments. This modified cluster view successfully accounts for the site preferences and the ordering of Mulliken populations in Mg$_{44}$Rh$_7$. Nonetheless, there are some potentially troubling aspects of this cluster picture. Perhaps the most troubling aspect of our current description is its complete focus on individual Ti$_2$Ni fragments, rather than the interplay among them. We have yet to describe how the Ti$_2$Ni pieces fit together within the larger crystal structure. And yet, the interplay among the various Ti$_2$Ni fragments must have important consequences to the structure. For example, as we have already seen, each atom at the most electron-rich site in the Mg$_{44}$Rh$_7$ structure (Ti$_2$Ni-OT) sits simultaneously on twenty Ti$_2$Ni pieces. Not only do Ti$_2$Ni fragments lie near each other, they in fact overlap with one another in what seems at first a structurally complex manner.

In this section, we begin to explore the structural interplay among the Ti$_2$Ni fragments in Mg$_{44}$Rh$_7$. We will focus our attention on just the core region of each Ti$_2$Ni piece. In this manner, we will find components that do not overlap spatially, but instead share faces, edges, and vertices with one another. As such sharings are familiar to solid-state chemists, the juxtaposition of the Ti$_2$Ni fragments becomes much easier to visualize.

We begin our simplified description in Figure 1.10, directing much of our focus to the electron-rich outer tetrahedron of each Ti$_2$Ni piece. Each panel of this figure covers the same region in the Mg$_{44}$Rh$_7$ structure, but emphasizes a
particular feature of the structure. Panels 1.10a-e emphasize different individual 34-atom Ti$_2$Ni clusters or twins in the region. As these pictures show, and as we discussed above, the various Ti$_2$Ni fragments lie in an overlapping arrangement. Our understanding of the relative placement of these fragments sharpens if we focus just on the outer tetrahedron of each Ti$_2$Ni piece. Each of these outer tetrahedra consists of four Rh atoms. In Figure 1.10f, we examine five of these outer tetrahedra, represented as opaque blue, green, and purple units. (Each color of tetrahedron represents a crystallographically distinct Ti$_2$Ni cluster or twin, consistent with the first five panels of the figure.) These five outer tetrahedra share faces, edges, and vertices with one another, but unlike the full Ti$_2$Ni pieces, do not overlap in space. As Figure 1.10f shows, the outer tetrahedra take on the appearance of a fivefold wheel. For the sake of clarity, only one fivefold wheel is shown. But there are actually five more crystallographically equivalent interpenetrating wheels sharing the same conventional (blue) Ti$_2$Ni cluster.

In Figure 1.11, we extend beyond the fivefold wheels to build an even larger unit consisting of the outer tetrahedra of Ti$_2$Ni fragments. The previously described fivefold wheel (Figure 1.11a) is actually part of an icosahedron (Figure 1.11b). The twenty tetrahedra that comprise this icosahedron (nineteen of which are slightly distorted) are all outer tetrahedra of the various types of Ti$_2$Ni clusters, twins, and partial twins (Figure 1.11c). This is consistent with the fact that each Rh atom at a Ti$_2$Ni-OT site is part of twenty different Ti$_2$Ni units (see Table 1.3). We extend this picture farther in Figure 1.11d by showing that the icosahedron of Ti$_2$Ni outer tetrahedra is part of an even larger unit—a formation consisting of four interlocking icosahedra, in which each tetrahedron is the outer tetrahedron of a Ti$_2$Ni cluster, twin, or partial twin.

$^d$An icosahedron with an atom in its center can also be viewed as twenty face-sharing tetrahedra.
Figure 1.10: Six views of the same region of the Mg$_{44}$Rh$_7$ structure: a) the conventional cluster view, b-e) four views showing twins of the Ti$_2$Ni cluster at the interfaces of the conventional clusters, and f) a view emphasizing the fivefold symmetry that accompanies this twinning of the Ti$_2$Ni cluster.
Although Figure 1.11 illustrates how the various outer tetrahedra fit together, it does not yet give us a sense of where the distinct crystallographic sites lie in the Mg\textsubscript{44}Rh\textsubscript{7} structure. In Figure 1.12, we build this same construction from the center outward, one crystallographic site at a time. We start with the outer tetrahedron of the conventional high-symmetry Ti\textsubscript{2}Ni cluster, consisting of four Ti\textsubscript{2}Ni-OT atoms (Figure 1.12a). We cap the four faces of this tetrahedron with Rh atoms at the γ\textsubscript{1}-OT positions, forming the outer tetrahedra of Ti\textsubscript{2}Ni twin 1 (Figure 1.12b). Next, we cap the edges of the resulting polyhedron with six Rh atoms at the γ\textsubscript{2}-OH positions, forming the outer tetrahedra of Ti\textsubscript{2}Ni twin 2 (Figure 1.12c). Finally, we cap the edges again with twelve Mg atoms at the
FCC-TT positions, forming the outer tetrahedra of all three types of Ti$_2$Ni partial twins (Figure 1.12d).

Figure 1.12: An alternate way to build up the interlocking icosahedra, this time from center outward. a-d) The outer tetrahedra of the various Ti$_2$Ni fragments are placed face-to-face to form the same 26-atom arrangement as shown earlier.

This set of twenty-six atoms in Figure 1.11d and 1.12d is known as an edge-capped stella quadrangula, and has been previously noted for its prevalence in intermetallic and ionic structures.\footnote{When Nyman and Andersson introduced the edge-capped stella quadrangula, they suggested that it is the furthest extent to which tetrahedra can be packed in space without severe distortion. They also asserted that the stella quadrangula and its edge-capped variants are important building units in many intermetallic and ionic structures.\cite{33,34}} We see here that the outer tetrahedra of the
various Ti$_2$Ni units in Mg$_{44}$Rh$_7$ form an edge-capped stella quadrangula. As demonstrated in Figure 1.13 via Mulliken populations, this edge-capped stella quadrangula proves to be the essential unit not just in locating the electron-rich atoms on the outer tetrahedra of Ti$_2$Ni pieces, but in understanding all the crystallographic sites in the Mg$_{44}$Rh$_7$ structure.

Figure 1.13: Site preferences and Mulliken populations within the edge-capped stella quadrangula. a-d) The edge-capped stella quadrangula is again built in layers, this time with Mg atoms at the center of each edge. e-h) Mulliken populations show that electron-rich atoms occupy the vertices, while electron-poor or neutral atoms occupy the edge-centers.
1.9 The Electronic Basis of the Stella Quadrangula Model

In the left half of Figure 1.13, we again build the edge-capped stella quadrangula from center outward, this time showing all the atoms in the vicinity, rather than just those on the outer tetrahedra of Ti$_2$Ni fragments. The newly introduced atoms, all of which are Mg and are represented by red balls, are located at roughly the center of each edge of this construction.

We now come to an important point. As shown in the right half of Figure 1.13, the atoms on the vertices and those on the edges differ electronically. The atoms on the vertices of the edge-capped stella quadrangula (i.e., those on the outer tetrahedra of Ti$_2$Ni fragments) are electron-rich, while the atoms on the edges are electron-poor or neutral.

This construction therefore illustrates a potentially chemically significant order in the Mg$_{44}$Rh$_{7}$ structure. Rather than describing the structure as a hodgepodge of clusters in which site preferences and Mulliken populations are somewhat mysterious, we now describe it in terms of a single building block from which the site preferences and relative Mulliken populations follow naturally. We now see an edge-capped stella quadrangula in which electron-rich atoms occupy the vertices, and electron-poor or neutral atoms lie at the center of each edge.

1.10 Surprising Features of Mg$_{44}$Rh$_{7}$

Our description of Mg$_{44}$Rh$_{7}$ highlights some remarkable features of the structure. One such feature is the presence of the same repeating motif—the edge-
capped stella quadrangula—on different length scales within Mg$_{44}$Rh$_7$. The edge-capped stella quadrangula is identical to a grouping we introduced early in this paper, but referred to by a different name. As shown in Figure 1.14, the 26-atom edge-capped stella quadrangula is fully equivalent to the 26-atom γ-brass cluster. But there is an important difference between the γ-brass clusters we described in Figure 1.3 and the edge-capped stella quadrangula we introduced in Figure 1.11. The γ-brass clusters occur on roughly the length scale of the chemical bond (nearest neighbors lie between 2.69 and 3.88 Å apart), and include all atoms within a given region of the Mg$_{44}$Rh$_7$ structure. The edge-capped stella quadrangula we introduced in Figure 1.11, however, is on a longer length scale (nearest neighbors lie between 5.56 and 6.43 Å apart), and does not include all atoms in the region. It includes only the most electron-rich atoms in the Mg$_{44}$Rh$_7$ structure—the three Rh sites, and the most electron-rich Mg site.

Figure 1.14: Two views of the 26-atom γ-brass cluster. The cluster can be described a) as nested polyhedra or b) as an edge-capped stella quadrangula, consisting of four interlocking icosahedra.

This suggests a fractal-like hierarchy in the Mg$_{44}$Rh$_7$ structure. At the length scale of chemical bonds, atoms arrange themselves in 26-atom γ-brass clusters, which are equivalent to edge-capped stellae quadrangulae. Meanwhile, the most electron-rich atoms in the structure fix their positions at the vertices of larger 26-atom edge-capped stellae quadrangulae. All of these polyhedra
on different length scales interpenetrate to form the intricate Mg$_{44}$Rh$_7$ structure that nature so cleverly devised.

The second remarkable feature of Mg$_{44}$Rh$_7$ is the prevalence of fivefold symmetry in its diffraction pattern. As illustrated throughout this paper, and previously by Samson and Hansen, the Mg$_{44}$Rh$_7$ structure is filled with features of approximate fivefold symmetry, in the form of fivefold wheels, icosahedra, and edge-capped stellae quadrangulae. The structure as a whole also exhibits a push toward fivefold symmetry, which manifests itself not only in the crystallographic geometry, but also in a striking way in reciprocal space. Note the approximate fivefold symmetry in the simulated single crystal diffraction pattern of Mg$_{44}$Rh$_7$ in the [110] direction, shown in Figure 1.15.

Interestingly, the fivefold symmetry in Mg$_{44}$Rh$_7$ is along the $\langle 110 \rangle$ directions, rather than the $\langle 1\tau0 \rangle$ directions more commonly associated with quasicrystal approximants. Although the apparent fivefold symmetry in Mg$_{44}$Rh$_7$ cannot be true crystallographic symmetry, the diffraction pattern can apparently approach fivefold symmetry as a limit as fivefold formations within the structure become increasingly decorated. This approximate fivefold symmetry could well be an essential part of the stability of the compound.

1.11 Conclusion

We have presented a new description of the Mg$_{44}$Rh$_7$ structure. There are several features of our lengthy description that we believe are worth noting. First, the computational methods used in this paper are simple enough to allow for calculations of even the largest known intermetallic and ionic crystal structures,
which have upwards of one thousand atoms per unit cell. But perhaps more importantly, our approach suggests a general way in which large intermetallic structures can be understood. As long as one chooses an appropriate cluster to search for, our approach can be generalized to a wide variety of structures. The search algorithm we employed, which checks the entire unit cell for copies of a given atomic arrangement, is an unbiased way to locate a given geometric feature.

The concept of identifying important building units and searching for them in a structure is already deeply ingrained in the minds of chemists. When organic chemists view molecules, their eyes are drawn to familiar motifs such as aromatic rings and cyclohexane rings, from which they have come to expect certain chemical behaviors. The approach in this paper is predicated on this same
idea of systematically searching for familiar (and in our case, fundamentally intermetallic) chemical units, such as the 26-atom $\gamma$-brass cluster or the 34-atom $\text{Ti}_2\text{Ni}$ cluster, to explore an unfamiliar crystal structure.

The concept of viewing a solid-state structure as a combination of overlapping atomic clusters (as in Figures 1.7, 1.9, and 1.10) is also one with a parallel in organic chemistry—namely, resonance. When organic chemists invoke resonance, they draw multiple configurations of two-electron bonds because just one configuration cannot satisfactorily describe the electronic structure. Likewise, we highlight multiple copies of overlapping clusters$^1$ because just one cluster cannot account for all site preferences and Mulliken populations in $\text{Mg}_{44}\text{Rh}_7$. Our observation that the most electron-rich sites in $\text{Mg}_{44}\text{Rh}_7$ are those that appear on the outer tetrahedra of the most $\text{Ti}_2\text{Ni}$ fragments, is equivalent to saying the most electron-rich atoms are those that lie at electron-rich positions in the greatest number of resonance structures.

Because we use electronic structure calculations as a guide, the goal of our approach is to uncover geometric features that are more likely to be of chemical importance to the compound. These features—notably the fractal-like structure with edge-capped stellae quadrangulae on different length scales, and the approximate fivefold symmetry of the $\langle 110 \rangle$ single crystal diffraction patterns—are present in many other complicated intermetallic and ionic structures. Only by cataloguing these and similar features in a variety of structures can we hope to explore the open question of what drives such complex crystal structures to exist.

$^1$When dealing with solid-state structures, one who applies this technique is often said to wear “Schnering’s spectacles”. 37
1.12 Computational Methods

We used LDA-DFT-calibrated extended Hückel (eH) calculations to derive the experimentally known Mg vs. Rh site preferences in Mg$_{44}$Rh$_7$. Using the same “generic” atomic parameters at all atomic sites in Mg$_{44}$Rh$_7$, Mulliken populations were calculated, and the more electronegative Rh atoms were assumed to prefer sites with larger Mulliken populations. This assumption has been successfully employed to derive intermetallic site preferences many times in the past.$^{30,38-42}$ But before Mulliken populations could be calculated, atomic parameters for the eH calculation of Mg$_{44}$Rh$_7$ were calibrated against LDA-DFT calculations to ensure that they were physically reasonable.

As a first step in the parameter calibration process, a “parent compound” was selected—one with a somewhat similar stoichiometry and structure to the compound of interest, but with a unit cell small enough to allow LDA-DFT calculations. In this case, a reasonable choice was Mg$_5$Rh$_2$, which crystallizes in hexagonal space group $P6_3/mmc$ (No. 194).

Next, the LDA-DFT band structure of the parent compound Mg$_5$Rh$_2$ was calculated using the VASP package$^{43-46}$ with ultra-soft Vanderbilt pseudopotentials.$^{47}$ Starting with the experimentally determined crystal structure of Mg$_5$Rh$_2$, unit cell dimensions and atomic positions were optimized using a $3 \times 3 \times 3$ Monkhorst-Pack $k$-point mesh.$^{49}$ Charge density was then calculated using a $5 \times 5 \times 5$ Monkhorst-Pack $k$-point mesh. Finally, the LDA-DFT band structure of Mg$_5$Rh$_2$ shown in Figure 1.16a was calculated $k$-point by $k$-point, using the previously determined charge density.

After this LDA-DFT band structure was calculated, eH atomic parameters of
Figure 1.16: Band structures of Mg$_5$Rh$_2$ near the Fermi energy, calculated using a) LDA-DFT methods, b) extended Hückel methods with atomic parameters calibrated to mimic the LDA-DFT band structure, and c) extended Hückel methods with default Mg and Rh parameters. \( \Gamma = (0, 0, 0) \), \( K = (-\frac{1}{3}, \frac{2}{3}, 0) \), \( M = (0, \frac{1}{2}, 0) \), \( A = (0, 0, \frac{1}{2}) \), \( H = (-\frac{1}{3}, \frac{2}{3}, \frac{1}{2}) \), and \( L = (0, \frac{1}{2}, \frac{1}{2}) \).
Mg and Rh were adjusted until they generated an eH band structure of Mg$_5$Rh$_2$ with features similar to the LDA-DFT band structure. All eH calculations were carried out with the YAEHMOP package, using experimentally determined crystal structures rather than theoretically optimized geometries. The eH atomic parameters that provided the closest match to the LDA-DFT band structure were: 

$H_{ii}(\text{Mg}\ 3s) = -9.0\ \text{eV}, \ \zeta_s = 1.1; \ H_{ii}(\text{Mg}\ 3p) = -4.5\ \text{eV}, \ \zeta_p = 1.1; \ H_{ii}(\text{Rh}\ 5s) = -8.09\ \text{eV}, \ \zeta_s = 2.135; \ H_{ii}(\text{Rh}\ 5p) = -4.57\ \text{eV}, \ \zeta_p = 2.1; \ H_{ii}(\text{Rh}\ 4d) = -9.0\ \text{eV}, \ \zeta_1d = 4.29, \ \zeta_2d = 1.70, \ c1_d = 0.5807, \ c2_d = 0.5685$. Figure 1.16b shows the eH band structure generated using these calibrated parameters, while Figure 1.16c shows the eH band structure generated using default parameters.

As the pictures suggest, raising the Rh 4d orbital energies from $H_{ii}(\text{Rh}\ 4d) = -12.5\ \text{eV}$ to $H_{ii}(\text{Rh}\ 4d) = -9.0\ \text{eV}$ substantially improves the fit between eH and LDA-DFT calculations. Aside from this adjustment of the Rh 4d orbital energies, all other eH default atomic parameters seemed reasonable. While not identical to the LDA-DFT band structure, the calibrated eH band structure mimics many of the LDA-DFT features, especially near the Fermi energy. Such calibration methods have proven reliable in the past.

Using our newly calibrated eH atomic parameters, Mulliken populations were calculated for the structure of interest, Mg$_{44}$Rh$_7$. All atomic sites were given Mg parameters (the majority element), so as not to bias the calculation toward the experimentally known site preferences. Mulliken populations were averaged over sixty uniformly distributed $k$-points in the $(k_x > 0, k_y > 0, k_z > 0, \ k_x \geq k_y \geq k_z)$ portion of the first Brillouin zone.
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CHAPTER 2
EXPLAINING THE IMPOSSIBLE: THE NEED FOR A FICTITIOUS
FOURTH DIMENSION

Why, sometimes I’ve believed as many as six impossible things before breakfast.
—The White Queen, *Through the Looking-Glass* by Lewis Carroll

While our first paper\(^2\) provides some insight into the origin of structural fivefold symmetry in complex intermetallic compounds, it also highlights some new mysteries that demand our attention. Perhaps most notably, the tenfold X-ray diffraction pattern of Mg\(_{44}\)Rh\(_7\) (Figure 1.15) flies in the face of what chemists know about three-dimensional (3-D) point groups and space groups, in two ways. For one, fivefold rotational symmetry is incompatible with crystalline translational symmetry. But even ignoring the fact that we are concerned with crystals, no 3-D point group had fivefold symmetries along the \(\langle 110 \rangle\) directions where they lie in Mg\(_{44}\)Rh\(_7\). Yet, Mg\(_{44}\)Rh\(_7\) is not an isolated case. We know of seven other intermetallic structure types that exhibit the same diffraction paradox: Li\(_{21}\)Si\(_5\), Zn\(_{13}\)(Fe,Ni)\(_2\), Mg\(_{86}\)Pd, Na\(_6\)Tl, Zn\(_{91}\)Ir\(_{11}\), Li\(_{13}\)Na\(_{29}\)Ba\(_{19}\), and Al\(_{69}\)Ta\(_{39}\). All belong to the \(F\bar{4}3m\) space group, have roughly 400 atoms in their cubic unit cells, and are built up at least partially from the \(\gamma\)-brass structure.

Our second paper, “The Mystery of Perpendicular Fivefold Axes and the Fourth Dimension in Intermetallic Structures” (Robert F. Berger, Stephen Lee, Jeffreys Johnson, Ben Nebgen, Fernando Sha, and Jiaqi Xu),\(^5\) seeks to resolve this diffraction paradox. The paper, presented with permission in this chapter, marks our first venture into higher-dimensional space. Our resolution to the paradox is based on the largest of all 4-D Platonic solids, the 600-cell. We first
review 4-D polyhedroids and the 600-cell, aiming to build the reader’s higher-dimensional intuition. We then show that the positions of common atoms in the \( \overline{F}43m \) structures lie close to the vertex positions in a 3-D projection of the 600-cell. Next, we explain how the introduction of the 600-cell resolves the tenfold diffraction paradox. Finally, we show that for certain ideal projected cluster sizes, which match those of the clusters found in the actual \( \overline{F}43m \) structures, constructive interference leading to tenfold diffraction symmetry is optimized. These ideal cluster sizes relate to each other by factors of the golden mean \( (\tau = \frac{1 + \sqrt{5}}{2}) \).

### 2.1 Introduction

Consider the enigma of complex intermetallic crystal structures, thermodynamically stable atomic arrangements with hundreds or even thousands of atoms within the unit cell. Characteristic examples are \( \text{Li}_{21}\text{Si}_5 \), \( \text{Mg}_{44}\text{Rh}_7 \), and \( \text{Al}_{69}\text{Ta}_{39} \), compounds which crystallize in the \( \overline{F}43m \) space group, with large numbers in their stoichiometric ratios and correspondingly large unit cells. Is there some pattern to these complex crystal structures which eludes the casual observer but which can explain essential features of their structures?

In this paper we will uncover one such pattern. The starting point will be diffraction. We shall find that the diffraction patterns of the above structures contain a pseudo-tenfold symmetry with an attached paradox. The mystery will not be that tenfold diffraction symmetry is incompatible with crystalline symmetry. That peculiarity has already been explored in the context of quasicrystal approximants.\(^{36}\) The paradox we refer to is a simpler one.
The compounds Li$_{21}$Si$_5$, Mg$_{44}$Rh$_7$, and Al$_{69}$Ta$_{39}$ all adopt cubic crystal structures with pseudo-fivefold symmetry along the [110] direction. In cubic symmetry, the [110] direction has five other symmetry-equivalent directions. These compounds therefore have pseudo-fivefold symmetry axes along [110], [1$ar{1}$0], [011], [0$ar{1}$1], [101], and [10$ar{1}$]: three pairs of perpendicular pseudo-fivefold axes. The paradox is that no 3-D point group contains a single pair of perpendicular fivefold symmetry axes, let alone three such pairs.

The solution to this paradox is simple yet unexpected. While there are no 3-D point groups with perpendicular fivefold symmetries, there are 4-D point groups with orthogonal fivefold symmetries. The common atomic sites of these $F43m$ structures prove to be connected to one such 4-D point group. We will show that the common atomic sites of Li$_{21}$Si$_5$, Mg$_{44}$Rh$_7$, and Al$_{69}$Ta$_{39}$ lie at the 3-D projected points of a very symmetrical 4-D object. It is this 4-D object which has exact orthogonal fivefold symmetries. Of course, these fivefold symmetry operations are no longer exact once projected into 3-D space. But after projection, enough of their fivefold symmetry is retained that a pseudo-tenfold symmetric diffraction pattern (tenfold due to the pseudo-fivefold symmetry coupled with Friedel’s Law$^{57}$) is observed even in three dimensions.

This paper therefore begins with the observation of pseudo-tenfold diffraction symmetry in the aforementioned crystal structures. It then examines those atoms in these crystal structures principally responsible for the observed pseudo-tenfold diffraction symmetry.

At this point we begin our analysis of 4-D objects. We will show that 4-D objects can be understood through 3-D images of them, in much the same way that ordinary 2-D images are used to understand 3-D solids. We will therefore
consider 3-D images of a particular 4-D object—an object with perpendicular fivefold symmetries. We show that this object, once projected into 3-D space, retains a pseudo-tenfold diffraction symmetry.

We find that at certain ideal configurations and sizes, these diffraction images are optimal. Connecting these mathematical ideas to the actual reality of the true Li$\text{}_{21}$Si$\text{}_{5}$, Mg$\text{}_{44}$Rh$\text{}_{7}$, and Al$\text{}_{69}$Ta$\text{}_{39}$ crystal structures, we will find that the atoms of these crystal structures lie near sites of the projected 4-D object, and therefore exhibit pseudo-tenfold diffraction symmetry. At the same time, they have interatomic distances which optimize constructive interference in their diffraction patterns.

The story we create builds upon the observations of others. While the types of structures we describe—intermetallic crystal structures with regions consisting entirely of close-packed, slightly distorted tetrahedra—have a rich history of efforts to catalog and systematize their geometries,$^{58-64}$ we will mention only the observations most directly relevant to this paper. First among these was the realization by Samson and co-workers$^{3,5,8,12}$ that large cubic intermetallic structures such as NaCd$_{2}$ and Cd$_{3}$Cu$_{4}$ contain a pseudo-fivefold symmetry perpendicular to their crystallographic ⟨110⟩ directions. This same pseudo-fivefold symmetry was later observed by Khare and co-workers$^{65}$ for the γ-brass structure, and it was pointed out that the axes were inconsistent with those in known quasicrystals and quasicrystal approximants.$^{a}$ Later came the observation by Nyman, Andersson, Hyde, and others$^{33,34,68}$ that the γ-brass structure, among other tetrahedrally close-packed structures, is one in which the edge-capped stella quadrangula plays a central role. (We review the edge-capped stella quad-

$^{a}$Although there are differences between the ⟨110⟩ and ⟨1τ0⟩ directions, Dong and others$^{66,67}$ have analyzed the relationships between γ-brasses and approximants of icosahedral and decagonal quasicrystals.
rangula later in this paper for readers unfamiliar with it.) And finally, there is the more recent work of Sadoc and Mosseri\textsuperscript{69,70} who recognized that the fundamental clusters of structures such as \( \text{Cr}_3\text{Si} \), \( \alpha\)-Mn, and \( \gamma\)-brass bear a clear relationship with the 4-D Platonic solid, the 600-cell. All of these observations are fundamentally connected and, as we hope to show for the \( \text{Li}_{21}\text{Si}_5 \), \( \text{Mg}_{44}\text{Rh}_7 \), and \( \text{Al}_{69}\text{Ta}_{39} \) structures, tell different aspects of a single unified story.

\section{2.2 Large \( F\bar{4}3m \) Intermetallic Structures}

\subsection{2.2.1 Description of Their Structures}

Seven structure types listed in \textit{Pearson’s Handbook of Crystallographic Data for Intermetallic Compounds}\textsuperscript{5} in the space group \( F\bar{4}3m \) contain approximately 400 atoms in their unit cells. Compounds for which X-ray single crystal data sets have been recorded and solved include \( \text{Li}_{21}\text{Si}_5 \),\textsuperscript{17,18} \( \text{Zn}_{21}\text{Pt}_5 \),\textsuperscript{23–25} \( \text{Cu}_{41}\text{Sn}_{11} \),\textsuperscript{13,14} \( \text{Mg}_{44}\text{Rh}_7 \),\textsuperscript{7} \( \text{Zn}_{39}\text{Fe}_{11} \),\textsuperscript{16} \( \text{Mg}_{44}\text{Ir}_7 \),\textsuperscript{71} \( \text{Zn}_{13}(\text{Fe},\text{Ni})_2 \),\textsuperscript{19} \( \text{Mg}_6\text{Pd} \),\textsuperscript{12} \( \text{Mg}_{29}\text{Ir}_4 \),\textsuperscript{21} \( \text{Na}_6\text{Ti} \),\textsuperscript{8} \( \text{Zn}_{91}\text{Ir}_{11} \),\textsuperscript{28} \( \text{Li}_{13}\text{Na}_{29}\text{Ba}_{19} \),\textsuperscript{26} and \( \text{Al}_{69}\text{Ta}_{39} \).\textsuperscript{20} To varying degrees, these structure types are all based on a simpler parent structure, \( \gamma\)-brass.\textsuperscript{10} In this paper we will restrict our attention to the above thirteen solved crystal structures. (Of a total of fifteen known to us, these thirteen bear the simplest connection to the \( \gamma\)-brass structure.) We review the essential features of this simpler structure first.

The \( \gamma\)-brass structure is illustrated in Figure 2.1a. The structure is a cubic \( I\)-centered arrangement of the 26-atom cluster shown in this figure, a cluster composed of four distinct sites: IT (inner tetrahedron), OT (outer tetrahedron), OH (octahedron), and CO (cubo-octahedron). In accord with the \( I\)-centering
condition, there are two of these 26-atom clusters per cubic unit cell.

![Figure 2.1: Two atomic clusters common to the $F\overline{4}3m$ intermetallic structures: a) the 26-atom $\gamma$-brass cluster and b) the 29-atom $\alpha$-Mn cluster. Clusters are shown as nested polyhedra, with each crystallographic site represented by a color (inner tetrahedron or cluster center: yellow; outer tetrahedron: orange; octahedron or truncated tetrahedron: red; and cubo-octahedron: purple).](image)

The simplest of the large unit-celled $F\overline{4}3m$ structures, $\text{Li}_21\text{Si}_5$, $\text{Zn}_{21}\text{Pt}_5$, and $\text{Cu}_{41}\text{Sn}_{11}$, are $2 \times 2 \times 2$ ordered superstructures of $\gamma$-brass. The $a$-, $b$-, and $c$-axes of these crystals are each twice as long as the corresponding axis length in $\gamma$-brass; these crystals’ unit cells therefore have eight times the volume of $\gamma$-brass. Instead of two 26-atom clusters per unit cell, there are sixteen.

All of these structures are $F$-centered. $F$-centering requires each cluster to have three translationally equivalent clusters, and hence these sixteen clusters can be reduced to four translationally inequivalent ones. In the space group $F\overline{4}3m$, these four clusters are also not related by any point group operation. They are all crystallographically unique.

Specifying the atomic site positions (and the atom types) of these four clusters identifies these structures. In Figure 2.2, we show the four crystallographi-
cally inequivalent clusters of Li$_{21}$Si$_5$. The four clusters lie inside a single primitive unit cell. As this picture further shows, the four inequivalent clusters lie in a cubic cell at (0, 0, 0), ($\frac{1}{4}, \frac{1}{4}, \frac{1}{4}$), ($\frac{1}{2}, \frac{1}{2}, \frac{1}{2}$), and ($\frac{3}{4}, \frac{3}{4}, \frac{3}{4}$). We will refer to these four clusters as the Z, Q, H and T clusters (the clusters being respectively at zero, a quarter, a half, and three-quarters of the cell dimension).

![Diagram](image)

Figure 2.2: The four crystallographically inequivalent γ-brass clusters in Li$_{21}$Si$_5$ (Li: red; Si: blue), shown in both the primitive unit cell (black) and the cubic unit cell (cyan). The clusters are centered in the cubic cell at $Z = (0, 0, 0)$, $Q = (\frac{1}{4}, \frac{1}{4}, \frac{1}{4})$, $H = (\frac{1}{2}, \frac{1}{2}, \frac{1}{2})$, and $T = (\frac{3}{4}, \frac{3}{4}, \frac{3}{4})$.

As Figure 2.2 shows, differences exist between the four clusters: in Li$_{21}$Si$_5$, the Si atoms occupy different positions in the different clusters (for the Z and Q clusters the Si atoms lie on the OT sites, while for the H and T clusters they lie on the OH sites). But in the $F\bar{4}3m$ family of structures, clusters can differ to an even greater extent. Clusters can have radically different atomic sites. One such different cluster is illustrated in Figure 2.1b. This cluster, found in Zn$_{91}$Ir$_{11}$, does not have any atoms at either the IT or OH sites, but instead has atoms at the center of the cluster (CC) and in a truncated tetrahedron (TT). This new cluster type is generally referred to as an $\alpha$-Mn cluster, due to its similarity to...

---

\[b^b\]In addition, there is an interesting variation among the orientations of the various clusters in Li$_{21}$Si$_5$. As careful examination of Figure 2.2 shows, the orientation of the inner tetrahedron of the H cluster is inverted with respect to the orientations of the Z, Q, and T clusters.
the principal constituent cluster of that structure type.\textsuperscript{72}

Other cluster types with descriptive names such as Ti\textsubscript{2}Ni, bcc, and fcc (so named because of clear connections to these parent structures) also exist.\textsuperscript{c} But all cluster types are composed of just the six aforementioned types of atomic sites (CC, IT, OT, OH, TT, and CO). There are always four crystallographically inequivalent clusters located at Z, Q, H, and T. All sites can therefore comfortably be labeled with a three-letter designation (e.g., HTT would refer to a truncated tetrahedral site centered at \((\frac{1}{2}, \frac{1}{2}, \frac{1}{2})\)). In this article, these three-letter designations will prove more useful than the traditional names based on descriptive names such as \(\alpha\)-Mn or Ti\textsubscript{2}Ni.

In this paper, we will consider eight structure types (as we shall see, our definition of structure type will be slightly different from the standard definition). We will consider only those structures which are traditionally considered to contain a \(\gamma\)-brass cluster. This includes thirteen of the fifteen \(F\overline{4}3m\) \(2 \times 2 \times 2\) compounds known to us for which a single crystal structure has been solved.\textsuperscript{d}

\subsection{Pseudo-Tenfold Diffraction Along the \([1\overline{1}0]\) Direction}

In Figure 2.3, we show single crystal X-ray diffraction images\textsuperscript{35} for two of the \(F\overline{4}3m\) family of structures, Zn\textsubscript{39}Fe\textsubscript{11} and Na\textsubscript{29}Li\textsubscript{13}Ba\textsubscript{19}. We have chosen these two structures as they are the two structures where pseudo-tenfold symme-

\textsuperscript{c}These alternate names are important in their own right. We have recently shown, for example, that the Ti\textsubscript{2}Ni cluster plays a fundamental role in understanding quantum calculations on the Mg\textsubscript{44}Rh\textsubscript{7} structure.\textsuperscript{2}

\textsuperscript{d}The remaining two structures, Zn\textsubscript{20.41}Mo\textsuperscript{22} and Cd\textsubscript{40}Sm\textsubscript{11},\textsuperscript{15} contain clusters based on the body-centered cubic (bcc) structure. While the ideas of this paper can be applied to the remaining two structures (recall that \(\gamma\)-brass is itself a defect bcc structure), the inclusion of these structures would require several multi-page excursions, of a length suited perhaps for another full article.
try is strongest, but as the Supporting Information (available online) illustrates, pseudo-tenfold diffraction is present in the remaining members of the family as well. In Figure 2.3, we show reflections orthogonal to the [1\bar{1}0] direction. We show only the most intense peaks.

![Figure 2.3: Simulated single crystal X-ray diffraction patterns of a) Zn_{39}Fe_{11} and b) Na_{29}Li_{13}Ba_{19}, viewed in the [1\bar{1}0] direction. Only the brightest peaks are shown. They exhibit a striking pseudo-tenfold symmetry. As all the strongest reflections are normal to the \langle 110 \rangle directions, this figure reveals all the most intense peaks of these structures. See Table 2.1.](image)

The diffraction images of Figure 2.3 exhibit a pseudo-tenfold symmetry. Diffraction spots appear in two distinct rings. For the inner ring, strong reflections include 660, 555, and 228; for the outer ring, they include 10100, 888, and 3313. These hkl indices belong to an understandable general pattern related to the Fibonacci sequence.
Recall in the Fibonacci sequence \((1, 1, 2, 3, 5, 8, 13, \ldots)\), each number is the sum of the two previous numbers of the sequence. Let us call a given Fibonacci sequence number \(h_i\), the numbers preceding and following this number then being \(h_{i\pm 1}\). Consider now the set of \(hkl\) reflections, \((2h_i, 2h_i, 0), (h_{i+1}, h_{i+1}, h_{i+1})\), and \((h_{i-1}, h_{i-1}, h_{i+2})\) (we use commas and parentheses here for the sake of clarity). The rings of peaks previously mentioned then correspond to the sets where \(h_i\) are respectively 3 and 5. For example for \(h_i = 3\), these peaks correspond to \((2h_i, 2h_i, 0) = 660\), \((h_{i+1}, h_{i+1}, h_{i+1}) = 555\), and \((h_{i-1}, h_{i-1}, h_{i+2}) = 228\). The connection to the Fibonacci sequence will prove to run deeper than the above observations. But in order to appreciate these connections, we will need a number of additional concepts.

How is it that different structure types with differing atomic positions can all exhibit pseudo-fivefold symmetry? A suggestive clue to the answer to this question is given in Table 2.1, which lists relative intensities\(^{35}\) of the six most intense symmetry-inequivalent diffraction peaks of \(\text{Zn}_{39}\text{Fe}_{11}\) and \(\text{Na}_{29}\text{Li}_{13}\text{Ba}_{19}\). These peaks belong to the two previously discussed rings of pseudo-tenfold diffraction. As this table shows, peaks within a given ring are not uniform in intensity. This lack of uniformity provides a measure of the incompleteness of the tenfold symmetry.

In this same table, we also give the calculated intensities using only those atomic positions shared across the full family of \(\text{F}4\overline{3}m\) structures (there are twelve such positions). Restricting the diffraction pattern to these common atoms improves the uniformity in diffraction intensities (i.e., the overall pseudo-tenfold symmetry). Not shown, but equally true, is that this restriction improves the diffraction symmetry of the full family of \(\text{F}4\overline{3}m\) structures. We therefore con-
Table 2.1: Strongest X-Ray reflection intensities for Zn$_{39}$Fe$_{11}$ (left) and Li$_{13}$Na$_{29}$Ba$_{13}$ (right).

<table>
<thead>
<tr>
<th>Zn$<em>{39}$Fe$</em>{11}$ reflection</th>
<th>All atoms</th>
<th>Common sites</th>
<th>Li$<em>{13}$Na$</em>{29}$Ba$_{13}$ reflection</th>
<th>All atoms</th>
<th>Common sites</th>
</tr>
</thead>
<tbody>
<tr>
<td>660</td>
<td>100%</td>
<td>100%</td>
<td>660</td>
<td>79%</td>
<td>94%</td>
</tr>
<tr>
<td>555</td>
<td>40%</td>
<td>50%</td>
<td>555</td>
<td>52%</td>
<td>58%</td>
</tr>
<tr>
<td>228</td>
<td>54%</td>
<td>65%</td>
<td>228</td>
<td>55%</td>
<td>61%</td>
</tr>
<tr>
<td>10 10 0</td>
<td>67%</td>
<td>84%</td>
<td>10 10 0</td>
<td>100%</td>
<td>100%</td>
</tr>
<tr>
<td>888</td>
<td>58%</td>
<td>72%</td>
<td>888</td>
<td>78%</td>
<td>88%</td>
</tr>
<tr>
<td>3 3 13</td>
<td>22%</td>
<td>33%</td>
<td>3 3 13</td>
<td>59%</td>
<td>71%</td>
</tr>
</tbody>
</table>

clude that the origin of the pseudo-tenfold symmetry lies in the common atoms.

Trying to understand the common atoms brings us to the heart of this paper. It is a heart which involves geometrical concepts of a sort not familiar to most of us. The very perpendicularity of the pseudo-fivefold axes, coupled with the absence of any 3-D point group with perpendicular fivefold axes, forces unusual geometrical concepts upon us.

We shall see that the key idea will be the introduction of a fictitious fourth dimension. This fourth dimension will have a number of concrete uses. It will allow us to create perpendicular fivefold axes which perfectly align with the ⟨110⟩ directions of these crystals. It will also allow us to create a continuous array of perfectly regular face-sharing tetrahedra, a geometrical array which many of us know cannot be achieved in three dimensions.
2.3 Four-Dimensional Platonic Solids

2.3.1 Projected Views of Three-Dimensional Platonic Solids

The 4-D geometry we will use is connected to 4-D Platonic solids. 4-D Platonic solids may seem at first a forbidding topic. But as we hope to show, many of the same tricks used to understand 3-D Platonic solids can be applied to 4-D Platonic solids. In particular, we note that much of our understanding of 3-D objects is based on 2-D pictures of them. We have trained ourselves to look at these 2-D pictures and convert them in our minds into 3-D solids. In exactly the same way, in this article we will consider 3-D images of 4-D solids and use our minds to turn these 3-D images into representations of a true 4-D object.

We begin by considering ordinary 3-D Platonic solids, 3-D polyhedra where all vertices, edges, and faces are identical. In this article, we consider four of the five 3-D Platonic solids: the tetrahedron, the octahedron, the dodecahedron, and the icosahedron. These Platonic solids are illustrated in Figure 2.4. The tetrahedron is of \(T_d\) point group symmetry, the octahedron of \(O_h\) symmetry, and the dodecahedron and icosahedron of \(I_h\) symmetry. Furthermore, the dodecahedron and icosahedron are duals of each other: atoms placed at the center of the faces of one polyhedron lie at the vertices of the other polyhedron.

We begin our account by carefully considering the views of these Platonic solids along their symmetry axes. (As we shall see, 4-D Platonic solids are also most clearly viewed down their symmetry axes.) In Figure 2.5, we show the octahedron down its fourfold axis and the dodecahedron down its five-, three-, and twofold axes. Each of these views will teach us general principles useful in
understanding 4-D solids.

We begin with the octahedron. The octahedron is composed of six vertices and eight faces. But only five of its vertices and four of its faces are visible in Figure 2.5. The reason is obvious. Upon projection into the plane of the picture, half of the polyhedron is obscured by the other half.

We may view this missing half from two very different viewpoints. If we are to view Figure 2.5a as a picture of a real 3-D octahedron, we then assume that the other half of the octahedron is hidden from view, but actually exists as the underside of the polyhedron. Equally relevant, however, is another more 2-D perspective. Imagine that Figure 2.5a actually represents a true 2-D object (a 2-D object created by projecting the 3-D octahedron into the 2-D space). From this viewpoint, only half of the 3-D octahedron has been successfully projected into 2-D space. The other half cannot be successfully projected as this would force vertices to be projected into the interior of the first half. If vertices are to
become atoms, such a mapping would place atoms at chemically unreasonable distances with respect to other atoms.

A similar distinction will take place with 3-D projections of a 4-D Platonic solid. In some cases, vertices will be present, but hidden by the upper side of the 3-D polyhedron. In other cases, some atoms will not be projected, as such projection would place the new atoms into the interior volume already occupied by other projected atoms. In this paper, we will refer to the former as vertices (or atoms) hidden from view, and the latter as atoms in the shadow of other atoms.

Further important features can be extracted from the three views of the dodecahedron. We begin with the fivefold view (Figure 2.5b). Just fifteen of the vertices and six of the faces of the dodecahedron can be seen in this view. Of the six visible pentagons, only the central pentagon appears perfectly regular, while the remaining five take on a somewhat compressed shape (although in the 3-D
polyhedron, they are just as regular as the central pentagon).

The compressed aspect of the outer pentagons has two components to it. First, the projected area of the compressed pentagons is smaller than that of the central pentagon. Second, the edges of the polyhedron which lie at the sharpest angle with respect to the plane of the picture are somewhat shorter in appearance. Both components will later prove important in understanding 4-D Platonic solids.

The threefold view of the dodecahedron (Figure 2.5c) tells a similar story. Only six of the pentagonal faces are visible, the central three of which take on a distinctly more regular appearance than the outer three, the outer three pentagons having both significantly less area and (as some of the outer pentagons’ edges are fairly perpendicular to the plane of the picture) significantly shortened edge lengths.

Of special interest is the dodecahedron viewed down the twofold axis (Figure 2.5d). At first glance only four of the pentagonal faces can be seen, the central two of which take on the most regular appearance. In this view, however, there are four additional pentagonal faces which lie at the periphery of the projected view. These additional four pentagons are exactly orthogonal to the plane of the paper. The projected area of these pentagons is exactly zero; these four perpendicular polygons take on the appearance of line segments. (For the sake of clarity, one of these orthogonal pentagons is shown in red in Figure 2.5d.)

In this view, there are four additional faces which lie completely hidden by the visible faces. The number of hidden faces exactly equals the number of visible faces. This equality is not an accident. A dodecahedron has inver-
sion symmetry. Upon inversion, the visible faces switch places with the hidden faces. The four peripheral faces which appeared as simple line segments in Figure 2.5d are equally pertinent here. The centers of the four peripheral faces lie exactly halfway between the visible and the hidden faces. If we were to use the terminology of a sphere, the four visible faces lie in one hemisphere, the four hidden faces lie in the other hemisphere, and the centers of the four peripheral faces lie exactly on the equator.

We see finally one additional point which will later prove useful in understanding 4-D solids. Whenever the direction of the projection is perpendicular (i.e., normal) to a given face, the given face preserves its symmetry upon projection. Thus, the fivefold view of the dodecahedron in Figure 2.5 is exactly normal to the central pentagonal face of the projection. It is therefore only in this fivefold view that the pentagonal symmetry of the original dodecahedron is perfectly preserved.

### 2.3.2 Identical Vertices, Edges, Faces, and Polyhedra

Before giving actual 3-D images of 4-D solids, we need to make some general observations about 4-D Platonic solids. Our observations begin with lower-dimensional Platonic solids: regular polygons and regular polyhedra. Regular polygons are 2-D objects with identical vertices (which are 0-D) and identical edges (which are 1-D). For 3-D regular polyhedra, there is the additional requirement of identical faces (which are 2-D). The salient point here is that in moving from 2-D polygons to 3-D polyhedra, we have added just one new component to our geometric description, the face, and that this new component is of
one higher dimension than the highest dimension of the remaining components (the vertices and the edges).

It should therefore not be surprising that 4-D Platonic solids will consist of identical vertices (0-D), edges (1-D), faces (2-D), and polyhedra (3-D). The polyhedra which are the constituent parts of a 4-D solid are traditionally referred to as cells. The 4-D solids themselves are called 4-D polytopes or polyhedroids.\textsuperscript{73,74} There are just six 4-D Platonic solids,\textsuperscript{75,76} of which three will be discussed in this article.

We may approach our understanding of 4-D Platonic solids in a second, we hope, intuitive manner. Again, intuition needs to be based on our understanding of lower-dimensional Platonic solids. A 2-D Platonic solid, a regular polygon, is composed of vertex-sharing (vertices are 0-D) line segments (lines are 1-D) which are each canted with respect to each other and which wrap around an area (an area is 2-D). A 3-D Platonic solid is composed of edge-sharing (edges are 1-D) polygons (polygons are 2-D) which are canted with respect to each other and which wrap around a volume (a volume is 3-D). By analogy, we infer a 4-D Platonic solid is composed of face-sharing (faces are 2-D) polyhedra (polyhedra are 3-D) which are canted with respect to each other and which wrap around a (fictitious) hypervolume (the hypervolume is 4-D).

2.3.3 The 16-Cell

The eight points \((\pm 1, 0, 0, 0), (0, \pm 1, 0, 0), (0, 0, \pm 1, 0),\) and \((0, 0, 0, \pm 1)\) prove to be the vertices of one of the six 4-D Platonic solids. Each of these points can be thought of as a 4-D vector. Distances between pairs of vertices are therefore
readily calculable. Each vertex has six nearest neighbors (for simplicity we shall say nearest-neighboring vertices are bonded to one another): for example, the point $(1, 0, 0, 0)$ has the six points $(0, \pm 1, 0, 0)$, $(0, 0, \pm 1, 0)$, and $(0, 0, 0, \pm 1)$ at a distance of $\sqrt{2}$ away from it. As there are eight vertices, six bonds per vertex, and each bond is shared by two vertices, there are twenty-four bonds ($24 = 8 \times 6 \div 2$) in this polyhedroid.

Both vertices of a pair of nearest neighbors (e.g., $(1, 0, 0, 0)$ and $(0, 1, 0, 0)$) are mutually bonded to exactly four other vertices (in this case, $(0, 0, \pm 1, 0)$ and $(0, 0, 0, \pm 1)$). As each of these latter four vertices is bonded to both of the originally bonded atoms, there are therefore four triangles of bonded atoms. The original bond lies simultaneously on four triangular faces. As there are twenty-four bonds, four triangles which share a common bond, and as a triangle is always composed of three bonds, there are thirty-two triangular faces ($32 = 24 \times 4 \div 3$) in this polyhedroid.

Consider one triangle of bonded atoms (e.g., $(1, 0, 0, 0)$, $(0, 1, 0, 0)$, and $(0, 0, 1, 0)$). There prove to be exactly two vertices which are bonded to all three vertices of a bonded triangle. In the current example, the pair of vertices at $(0, 0, 0, \pm 1)$ are both bonded to all three vertices of the triangle. Either of these latter vertices, together with the initial triangle of bonded vertices, forms a tetrahedron. There are therefore exactly two tetrahedra which share a common triangular face. As there are thirty-two triangular faces, two tetrahedra which share a common face, and as a tetrahedron always has four faces, there are sixteen tetrahedra ($16 = 32 \times 2 \div 4$) in this polyhedroid.

It will also prove useful to know the number of tetrahedra which share a common vertex. To calculate this number, we note that the number of vertices
× the number of tetrahedra which share a given vertex ÷ the number of vertices per tetrahedron = the number of tetrahedra in the polyhedroid. There are eight vertices in the polyhedroid, four vertices per tetrahedron, and sixteen tetrahedra in the 4-D solid. Applying the above formula we find $8 \times n \div 4 = 16$, where $n$ equals the number of tetrahedra which share a common vertex. We therefore find that the number of tetrahedra which share a common vertex is eight.

In summary, every vertex is shared by eight tetrahedra, every bond is shared by four triangles, and every face is shared by two tetrahedra. In addition, the number of vertices is eight, edges (or bonds) twenty-four, faces (or triangles) thirty-two, and cells (or tetrahedra) sixteen. These latter numbers obey the 4-D Euler relation: the number of vertices − the number of edges + the number of faces − the number of polyhedra = zero, as $8 - 24 + 32 - 16 = 0$. All vertices, edges, faces, and polyhedra (cells) are identical. The object described above is therefore a 4-D Platonic solid. It is commonly referred to as the 16-cell, as it is composed of sixteen tetrahedral cells.

2.3.4 Three-Dimensional Projections of the 16-Cell

We now show our first picture of the 16-cell. Our picture will be a 3-D projection of this 4-D polyhedroid. Our picture perforce will be 2-D in nature, but unlike many literature pictures, will be based on standard 3-D crystal graphics packages. Because chemists are so experienced at viewing the output of 3-D crystal graphics packages, we will be able to consider these pictures as being 3-D in nature. (As a further aid, we include stereograms of some of these same pictures in the Supporting Information, available online.) It will therefore be easy
to envision these pictures as representing 3-D projected solids, and furthermore to recognize that the projected vertices and edges could be seen as actual atomic site positions and bonds.

To create a 3-D projected image of the 4-D 16-cell, we need to decide upon the direction (or view) of the projection. We will use the symmetry of the 16-cell coupled with insights based on 2-D projections of 3-D solids to guide our choice. Consider again the fivefold view of the dodecahedron (Figure 2.5b). We can think of this view as emanating from the choice of the central pentagonal face of this figure. As this pentagon is 2-D, exactly one dimension less than the complete dodecahedron, this face is normal to a unique perpendicular axis. As Figure 2.5 shows, if we choose a projected view which is along this perpendicular axis, the fivefold symmetry remains perfectly preserved even after projection.

We use this same technique for the 16-cell. In this case, we need to consider not just a central 2-D face, but a central 3-D cell (polyhedron). In 4-D space, there will be a unique direction perpendicular to the 3-D space defined by this cell. We can choose this direction as the direction of projection. We will therefore choose one of sixteen tetrahedra in the 16-cell to be the central cell, and choose the direction of projection to be perpendicular to this tetrahedron. By analogy to the preserved fivefold symmetry of the dodecahedron in Figure 2.5b, this projected 3-D image of the 4-D 16-cell will preserve the symmetry of the central tetrahedron.

In Figure 2.6, we show this projected view. We choose for this illustration a view which places the central tetrahedron along its threefold axis, Figure 2.6a. Recall that each triangular face of the 16-cell is shared by two tetrahedra. Thus
each of the triangular faces must belong to a second tetrahedron besides the central tetrahedron. These second tetrahedra can be seen by placing an additional capping atom on each of the triangular faces of the initial tetrahedron.

Figure 2.6: A $T_d$ 3-D projection of the 16-cell. a) The central tetrahedral cell. Central tetrahedron with b) face-sharing, c) edge-sharing, and d) vertex-sharing tetrahedra highlighted in cyan (central tetrahedral vertices: black; capping tetrahedral vertices: red). Capping vertices are slightly displaced for the sake of clarity (see Appendix).

One of the triangular faces of the central tetrahedron is hidden from view by the other triangles. Down the threefold view, its capping atom will not be visible. But, the three remaining capping atoms will be visible and are shown in Figure 2.6b. Each of these capping atoms taken together with its neighboring triangle of bonded vertices forms an additional requisite tetrahedron. These tetrahedra are somewhat compressed (this is especially clear in the stereograms in the Supporting Information, available online). We can understand this compression in light of our earlier observation, that as one proceeds away from the center of the projection, faces and cells often become more and more compressed.
The four central tetrahedral atoms together with the four capping atoms make a total of eight atoms. As described in the last section, there are exactly eight atoms in the 16-cell. We have therefore considered all the vertices of this polyhedroid. But we have not as yet considered all the tetrahedral cells.

Additional tetrahedra can be found among the seven visible vertices of Figure 2.6b. There are four such tetrahedra. Three of these new tetrahedra emanate from a pair of atoms of the central tetrahedron coupled with a pair of the capping atoms. These new tetrahedra are edge-sharing with respect to the central tetrahedron (Figure 2.6c). A final tetrahedron is formed by a central tetrahedral atom (the one at the center of the picture) together with all three of the visible capping atoms (Figure 2.6d). All of these additional tetrahedra are compressed after 3-D projection.

There are therefore eight tetrahedra to be found in Figure 2.6 (8 = 1 + 3 + 3 + 1). All eight of these tetrahedra have the central atom of the threefold projection as one of their constituent atoms. We recall from the last section that every vertex is shared by exactly eight tetrahedra. Figure 2.6 therefore illustrates all the tetrahedra which share the central atom of the threefold projection.

There are of course sixteen tetrahedra in the 16-cell. Only eight of its tetrahedra are seen in Figure 2.6. The reason for this can be traced to the lone capping atom which lies hidden from view by the other atoms. As this lone atom is also shared by eight tetrahedra, there must be eight tetrahedra not visible in Figure 2.6. These eight missing tetrahedra, together with the eight tetrahedra which we have previously described, account for all sixteen tetrahedra of this polyhedroid.
2.3.5 The Projected 120-Cell

We now consider 4-D Platonic solids which contain fivefold symmetries. It may come as no surprise that such polyhedroids are 4-D analogs of the dodecahedron and the icosahedron. We begin with a 4-D Platonic solid which contains dodecahedral cells. The actual coordinates of this solid are given in the Supporting Information (available online). Here we will simply describe a 3-D projection of this polyhedroid. As the polyhedroid we are about to describe is composed of 120 identical dodecahedra, it is traditionally referred to as the 120-cell.

Recall that in making a projection, we need to choose a direction of projection. We choose this direction in the canonical way, by designating one of the dodecahedra of the 120-cell the central one, and finding the direction perpendicular to this dodecahedron. This projection as well as the 3-D coordinates it generates are given in the Supporting Information (available online). In this section, we will just give a descriptive view of the projected solid.

In Figure 2.7a, we illustrate (in green) the centrally projected dodecahedron viewed down a fivefold axis. In the 120-cell, each of the pentagonal faces of this dodecahedron is capped by another dodecahedron.\(^6\) As there are twelve pentagons in a given dodecahedron, the central dodecahedron is capped by twelve additional dodecahedra. These twelve additional dodecahedra are partially illustrated in Figure 2.7b (eleven of the twelve dodecahedra are visible, and are illustrated in gray, cyan, and blue).

There are numerous exposed pentagonal faces among the eleven visible do-
\(^6\)As mentioned previously, each face in a polyhedroid is always shared by two and only two polyhedra. This is analogous to the 3-D case, where each edge of a polyhedron is always shared by two and only two faces.
Figure 2.7: An $I_h$ 3-D projection of half of the 120-cell, a 4-D polyhedroid. From center outward, a) a central dodecahedral cell (green), b) fivefold and c) threefold views of the twelve dodecahedral cells which are face-sharing to the central cell (gray, cyan, and blue), d) fivefold and e) threefold views outlining a layer of thirty-two dodecahedral cells which are face-sharing to the central thirteen cells (red mesh), f) a view of the thirty-two cells with one cell type opaque (orange, yellow, and purple), and g) a twofold view of (f) with one of the equatorial layer of thirty completely flattened dodecahedral cells highlighted in thick red cylinders.
decahedra of Figure 2.7b. In the 120-cell, there are capping dodecahedra on each of these pentagonal faces. To create this next shell of dodecahedra, we observe that there are two types of symmetry-inequivalent exposed pentagons in Figure 2.7b. Most exposed, and sitting directly above one of the pentagonal faces of the central dodecahedron, are twelve pentagons, all perfectly regular in appearance. One of these pentagons lies at the center of Figure 2.7b. We will place new exposed dodecahedra so that they perfectly cap these twelve regular pentagons.

There is, however, a second type of less exposed pentagonal face, which sits in the indentations of the illustrated cluster. These indented pentagonal faces appear in groups of three. One such grouping has been placed in the center of the view in Figure 2.7c. These threefold groupings of pentagonal faces will provide the underside of a new set of dodecahedra. As there are twenty such indentations, there will be twenty new indented dodecahedra.

The vertices belonging to these two additional types of dodecahedra are shown in Figures 2.7d,e. For the sake of clarity, we have grouped these vertices as a spherical framework, while retaining the form of the thirteen central dodecahedra as opaque polyhedra. In Figure 2.7d, we orient the figure along the fivefold axis. In the center of this figure, one of the new exposed dodecahedra can be seen. In Figure 2.7e, we rotate the perspective so that one of the indented dodecahedra lies at the center.

In Figure 2.7f, we illustrate these new dodecahedra by turning the indented dodecahedra into opaque objects (in yellow, orange, and purple, with no two adjacent indented dodecahedra being the same color). This figure illustrates not just the so-called indented dodecahedra, but, as indented dodecahedra share
faces with the so-called exposed dodecahedra, the exposed dodecahedra as well. As this figure shows, both exposed and indented dodecahedra are significantly compressed after 3-D projection (stereograms are given in the Supporting Information, available online).

Even more interesting is yet a fourth view of the projected solid (Figure 2.7g). In this perspective, we rotate the polyhedron of Figure 2.7f so that four coplanar pentagons lie at the center of the picture. The appearance of these four pentagons should be directly compared with the four pentagons visible in the twofold view of an ordinary 3-D dodecahedron (Figure 2.5d). Comparison shows that these four pentagons are identical in appearance. As we shall see, this identical appearance is not accidental. Rather, dodecahedra from the 4-D 120-cell polyhedroid have become so compressed under projection into the 3-D world that they have become absolutely flat, and have been reduced to being just four coplanar pentagons in appearance.

It turns out there are thirty of these absolutely flat dodecahedra, each lying directly above one of the bonds of the central dodecahedron. At this point we have described seventy-five dodecahedra: the one central one, its twelve nearest neighbors, the twelve exposed dodecahedra, the twenty indented ones, and the thirty completely flat dodecahedra \( (75 = 1 + 12 + 12 + 20 + 30) \). As the name of the 120-cell implies, there are forty-five remaining dodecahedra \( (45 = 120 - 75) \).

These remaining dodecahedra turn out to all lie in the shadow of the seventy-five other dodecahedra. Recall that cells in the shadow of other cells are polyhedra which, were they to be projected, would lie in the volumes already occupied by other polyhedra. The twofold 2-D projection of the 3-D dodecahedron is relevant here. In this earlier case, four of the twelve 2-D pentagonal
faces are visible, four of the 2-D faces have been reduced to 1-D line segments, and four of the 2-D faces lie in the shadow of the other faces.

Something very similar occurs in the projected 120-cell. Of the 120 3-D dodecahedra, forty-five of the dodecahedra project nicely (though are at times somewhat compressed) into 3-D space, thirty of the dodecahedra project into 2-D coplanar pentagons, and forty-five of the dodecahedra lie in the shadow of the other dodecahedra.

Let us call a 4-D sphere a spheroid. This spheroid can be divided into two equally-sized hemispheroids. The hemispheroids, like the initial spheroid, are 4-D in nature in just the same way that hemispheres, like spheres, are 3-D. Forty-five dodecahedra lie in one hemispheroid and are projected into 3-D space, forty-five dodecahedra lie in the other hemispheroid (in the shadow of the first) and are not projected, and thirty dodecahedra lie between the two hemispheroids.

Recalling that the abutting points between the two 3-D hemispheres of a sphere form a 2-D circle, the equator, the points abutting these two 4-D hemispheroids will also have a well-defined shape. Instead of an equatorial circle, this shape is an equatorial sphere. The centers of the thirty flat dodecahedra lie on this equatorial sphere.

This terminology helps us further understand the pictures in Figure 2.7d-g. In these pictures, the outermost vertices appear to lie on a sphere. This sphere is near the equatorial sphere to which the previous paragraph refers. This is important. In any 3-D projection of a 4-D polyhedroid, we need not consider any further cells once we reach the equatorial sphere; all further cells will lie in
the shadow of the other cells. And cells which lie on the equatorial sphere are readily identified because they are always flat.

2.3.6 The 600-Cell

We now turn to the 600-cell, the 4-D Platonic solid with the greatest number of cells, and the polyhedroid which is most relevant to the current paper. Six-hundred is a daunting number. Fortunately, there is a simple relation between the 600-cell and the 120-cell: the two are duals of each other. The 600-cell and the 120-cell therefore have the same relation to one another as do the icosahedron and dodecahedron. In 3-D, two polyhedra are duals of each other if the points at the centers of the faces of one polyhedron lie at the vertices of the other polyhedron.

Something analogous will happen for dual polyhedroids: the points at the centers of the cells of one polyhedroid lie at the vertices of the other polyhedroid. Thus, the dual of the 120-cell has a vertex at the center of each of the 120 cells of the 120-cell. The dual of the 120-cell has exactly 120 vertices.

As each cell of the 120-cell has twelve neighboring cells (see previous section), each vertex in the dual of the 120-cell will have twelve neighboring vertices. These vertices respect the original $I_h$ symmetry of the dodecahedron, and form a perfect icosahedron around the central vertex. Consider any one of the twenty triangular faces of this icosahedron. Each of these faces, together with the center of the icosahedron, forms a tetrahedron (in 3-D this tetrahedron is not perfectly regular, but in 4-D it can be perfectly regular). Thus, if each vertex of the dual of the 120-cell has an icosahedron of vertices around it, each vertex is
shared by twenty tetrahedra.

The number of vertices \times the number of tetrahedra which share a common vertex \div the number of vertices per tetrahedron = the number of cells. For the dual of the 120-cell, there are 120 vertices, twenty tetrahedra which share a common vertex, and four vertices per tetrahedron. Therefore, the dual of the 120-cell has exactly 600 cells (600 = 120 \times 20 \div 4). These cells are all tetrahedra.

2.3.7 The Projected 600-Cell

We now construct a 3-D projection of the 600-cell. We choose the canonical direction for projection (i.e., the one orthogonal to the 3-D space defined by one of the cells of the 600-cell). As projected images preserve the symmetry of the projected cell and as the cells of the 600-cell are tetrahedra, this 3-D projection will be of \( T_d \) symmetry. Its central tetrahedron is shown in Figure 2.8a. Following standard intermetallic nomenclature, this central tetrahedron is called the inner tetrahedron (IT).

In all polyhedroids, every face is shared by exactly two polyhedra. In the 600-cell, every triangular face is therefore shared by two tetrahedra. Each face of the central tetrahedron in Figure 2.8a is therefore the face of a second tetrahedron. By placing capping vertices on each face, we generate the four required

\footnotetext{1}{There is another relevant direction for projecting the 600-cell. In this alternate projection, the center of projection is the volume directly surrounding one of the 120 vertices of the 600-cell. Under such a projection, the 600-cell projects into an \( I_h \) 3-D object. This 3-D object consists of a central vertex surrounded by the twelve vertices of an icosahedron, followed by the twenty vertices of a dodecahedron, followed by twelve vertices of a larger icosahedron. Finally come the thirty vertices of an icosidodecahedron. This icosidodecahedron lies on the equatorial sphere. This collection of polyhedra is related to the Bergman cluster of quasicrystalline fame. This alternate projection is deeply relevant to intermetallic crystal structures, but structures of a type different from the ones discussed in the current article. See the Supporting Information (available online).}
Figure 2.8: A $T_d$ 3-D projection of half of the 600-cell, a 4-D polyhedroid. 
a) A central tetrahedral cell consisting of four IT vertices (yellow), b) four OT vertices capping its faces and c) the new triangular faces formed by the capping with OT (orange), d) six OH vertices capping these faces and e) the new triangular faces formed by the capping with OH (red), f) twelve CO vertices capping these faces (purple) and g) the three distinct triangular faces formed by the capping with CO (magenta, blue, and cyan), h) twenty-eight OC, MC, and IC vertices capping these faces (green framework), and i) twelve EQ vertices on the equator of the 600-cell (blue framework).
additional tetrahedra. As Figure 2.8b shows, these four capping vertices themselves lie at the corners of a larger outer tetrahedron (OT). The polyhedron formed by both the IT and OT sites is referred to as a stella quadrangula, and is shown in Figure 2.8c.

The exposed triangular faces of the stella quadrangula are all symmetry-equivalent, and form pairs of edge-sharing faces. These faces lie in an indented orientation with respect to each other. Three such pairs of indented faces are shown in Figure 2.8c. By \( \frac{4}{4} \) symmetry, there are three further pairs of indented faces which lie on the underside of the figure. We place six capping vertices, one above each pair of indented faces. The six new vertices are shown in Figure 2.8d. As this figure shows, the new vertices lie in an octahedron and are therefore called the octahedral sites (OH).

The exposed triangular faces of the IT-OT-OH cluster (Figure 2.8e) are all symmetry-equivalent, and again can be viewed as being composed of indented edge-sharing faces. Trios of these edge-sharing faces come together in the form of corrugated rosettes; one such rosette is at the center of Figure 2.8e. Above each pair of indented edge-sharing faces, we place a new capping vertex. As there are three such indented edge-sharing faces per rosette, and four rosettes in total, there are twelve new capping vertices. These capping vertices form a distorted cubo-octahedron (Figure 2.8f), the CO sites. The capped cluster composed of the IT-OT-OH-CO sites is an edge-capped stella quadrangula. A view of the edge-capped stella quadrangula is given in Figure 2.8g.

But the construction is not yet finished. There are three different kinds of exposed triangular faces in the edge-capped stella quadrangula. These faces are illustrated in Figure 2.8g. The most exposed of the three types of faces is shown
in magenta. Slightly less exposed are faces, edge-sharing to the most exposed faces, shown in blue. Finally, there are pairs of indented edge-sharing faces, shown in cyan.

We cap the most exposed faces, the less exposed faces, and the pairs of indented faces with new vertices. As there are four most exposed faces, twelve less exposed faces, and twelve pairs of indented faces, we place twenty-eight \((28 = 4 + 12 + 12)\) new vertices onto our cluster. These twenty-eight vertices are drawn as a shell in Figure 2.8h. In this figure, we show the 28-vertex shell and the edge-capped stella quadrangula from three different perspectives: down the most exposed face (left), less exposed face (middle), and indented faces (right). Atoms capping respectively the most exposed, less exposed, and indented faces are termed OC (for outer capping), MC (for middle capping), and IC (for inner or indented capping). The capping atoms together with the faces beneath the capping vertices form new tetrahedra. These new tetrahedra are quite compressed. This compression is particularly clear in the stereogram given in the Supporting Information (available online).

We now come to the last site of the projected 600-cell. This site proves to lie exactly on the equatorial sphere of the 600-cell (for this reason, this site will be called EQ). The EQ site is most easily seen by recalling that every vertex in the 600-cell lies in the center of an icosahedron, and that every vertex of an icosahedron has five neighboring vertices which lie in a pentagon around it.

Examination of Figure 2.8h shows that the outer shell of twenty-eight atoms has twelve pentagonal faces. Near the center of these faces, but just below the plane of these faces, lies a CO atom. We can now envision that this CO atom, together with the pentagon of atoms above it, forms the underside of an extraor-
ordinarily compressed icosahedron. We place the EQ atoms at the center of this compressed icosahedron. These EQ positions are shown in Figure 2.8i.

Beyond this point, projected vertices lie in the shadow of the other points and need not be further considered. In summary, the interior of the projected 600-cell consists of fifty-four vertices (4 IT + 4 OT + 6 OH + 12 CO + 12 IC + 12 MC + 4 OC = 54). On the equatorial sphere lie an additional twelve vertices (EQ). Fifty-four further sites lie in the shadow of the above sites, and are not included in the 3-D projection (by symmetry, the number of shadowed sites exactly equals the number of sites in the interior of the 3-D projection). As 120 = 54 + 12 + 54, we have accounted for all 120 vertices of the 600-cell.

Of the sites discussed, the first fifty-four of these 120 vertices will prove most important for the remainder of this paper. For the sake of convenience, we term the cluster formed by these fifty-four vertices the 54-cluster.

2.4 The $F_{43m}$ Structures

In the previous section of this paper, we have seen that the 4-D Platonic solid composed of stuffed icosahedra, the 600-cell, can be projected into a 3-D space as a cluster with fifty-four interior and twelve equatorial vertices. These interior sites bear the names IT, OT, OH, CO, IC, MC, and OC. Earlier in the paper, we saw that the atoms of $F_{43m}$ structures can be specified by three-letter designations, the first letter specifying the cluster origin and the final two letters the cluster site (CC, IT, OT, OH, TT, or CO). Most importantly, we see that four of the letter designations of the projected 600-cell are the same as those for $F_{43m}$ cluster types: IT, OT, OH, and CO. This is not a duplication of symbols: there is
To explore the tie between the 4-D 600-cell polyhedroid and our cubic structures, we need a way to exactly specify the 3-D location of a given vertex of the projected 600-cell. To do so, we need to carefully examine what we mean by projection. The projections we are interested in will always be projections from 4-D space to 3-D space. But, as we know from cartography, there are numerous ways of projecting a sphere onto a plane: no one of these projections is inherently better than all others. The same will prove true in projecting the 4-D spheroids into 3-D space.

Scientists are most familiar with two different types of projection. First, they are familiar with linear projection (see Appendix). But many of us are also familiar with a second type of projection, stereographic projection. In Figure 2.9a,b, we give schematic views of both linear and stereographic projection. As we are most familiar with 2-D maps based on the 3-D globe, these schematics illustrate projection of 3-D space to 2-D space. As we shall see, these same ideas can be applied to projecting 4-D space to 3-D space.

As Figure 2.9a shows, we can imagine the hemisphere of a Platonic solid (in this figure, a dodecahedron) to lie on the surface of a transparent sphere. We place a light source sufficiently far away from this sphere that rays emanating from this light source are essentially parallel to one another. In linear projection, we place a plane normal to these rays of light on the opposite side of the sphere.

---

8Other types of projection, of course, exist. In the problem of mapping the 600-cell from 4-D to 3-D, various techniques have been used, often requiring the introduction of disclinations.77,78
Figure 2.9: Schematic views of the three types of projection relevant to this paper: a) linear projection, b) stereographic projection, and c) intermediate projection. While bonds become unphysically short toward the outside of a linear projection and unphysically long toward the outside of a stereographic projection, bonds can retain reasonably constant lengths for a hemisphere with intermediate projection.

and locate the shadow of the Platonic solid.

In stereographic projection, we again consider a single light source, but this time place it directly on the surface of the sphere (at the point opposite the projected plane), as in Figure 2.9b. In stereographic projection, unlike linear projection, no vertices, bonds, or faces lie in the shadow of other vertices, bonds, or faces. But on a simple level, we tend to view stereographic projection as more distorted than linear projection.
On the plus side, both linear and stereographic projection preserve the five-fold axis directly opposite the light source. In the examples of Figure 2.9a,b, the point directly opposite the light source has fivefold symmetry and both the linear and stereographic projected images retain fivefold symmetry.

Bond lengths, however, prove an issue. These problems can be understood with just one look at Figure 2.9a,b. In stereographic projection, bond lengths can become unreasonably large toward the outside of the projected image. But linear projection also has issues, as bonds can become unreasonably short toward the outside of the projection. Bonds exactly parallel to the direction of projection have their lengths collapse to zero.

As neither stereographic nor linear projection is suitable for preserving bond lengths, and as uniform bond lengths are something chemists would like to see in any representation, we will need to consider new forms of projection. We wish to choose a method of projection which retains the ability to preserve the symmetry of the central point of the projection, and which does a superior job in preserving bond distances.

This new method of projection must be equally suited to 3-D projection onto a 2-D plane, as well as 4-D projection into 3-D space. In both cases, we wish to preserve the symmetry at the center of the projection (for the former at the center of a 2-D polygon, and for the latter at the center of a 3-D polyhedron) while at the same time keeping variation in bond distances (for the former for bonds in the 2-D plane, and for the latter for bonds in 3-D space) to a minimum.

The chemical entities studied in this paper are based on the 54-cluster of the projected 600-cell. We will therefore choose a projection which preserves the $T_d$
symmetry of the 54-cluster, and which does a reasonable job in keeping bond distances constant.

Our proposed projection is a simple one. We place the light source at a point intermediate between the location for stereographic projection (where it lies on the sphere or spheroid) and linear projection (where it lies infinitely far away), as in Figure 2.9c. As bond distances become too long in stereographic projection and too short in linear projection, we thus achieve a happy medium. (The distances can never all be equal, but one can aim for maximum similarity.)

Least squares optimization of bond distances shows that for the 54-cluster (a 4-D to 3-D projection), a light source 1.9 spheroid diameters away from the center of the projection preserves distances best (see Appendix). In Table 2.2, we compare a variety of bond lengths for linear, stereographic, and this alternate projection. (The choice of the ten distances given in Table 2.2 is not a random one: as we shall later discuss, these ten bond lengths may be used to derive the ten site parameters on which the 54-cluster is based.) As this table shows, bond lengths are much more constant with the new method. We call this projection method intermediate projection. The formulas and sites corresponding to the 54-cluster are given in the Appendix.

2.4.2 The $\bar{F}43m$ Structures and 54-Clusters

With this choice of projection in hand, we are ready to establish the connection between the common atoms of the $\bar{F}43m$ crystal structures and the 54-cluster derived from the 600-cell. First, let us get our bearings in the $\bar{F}43m$ structures. As we have mentioned previously, this paper considers only those $\bar{F}43m$ struc-
Table 2.2: Comparison of bond lengths in projected 54-clusters.

<table>
<thead>
<tr>
<th>Bond</th>
<th>Linear (Å)</th>
<th>Stereographic (Å)</th>
<th>Intermediate (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>IT-IT</td>
<td>2.828</td>
<td>2.828</td>
<td>2.828</td>
</tr>
<tr>
<td>OT-IT</td>
<td>2.763</td>
<td>2.933</td>
<td>2.847</td>
</tr>
<tr>
<td>OH-IT</td>
<td>2.649</td>
<td>3.004</td>
<td>2.820</td>
</tr>
<tr>
<td>CO-IT</td>
<td>2.322</td>
<td>3.135</td>
<td>2.692</td>
</tr>
<tr>
<td>CO-OT</td>
<td>2.649</td>
<td>3.251</td>
<td>2.915</td>
</tr>
<tr>
<td>IC-OT</td>
<td>2.000</td>
<td>3.501</td>
<td>2.610</td>
</tr>
<tr>
<td>IC-CO</td>
<td>2.649</td>
<td>3.736</td>
<td>3.094</td>
</tr>
<tr>
<td>MC-OH</td>
<td>1.732</td>
<td>3.773</td>
<td>2.496</td>
</tr>
<tr>
<td>MC-CO</td>
<td>2.322</td>
<td>3.929</td>
<td>2.921</td>
</tr>
<tr>
<td>OC-CO</td>
<td>2.000</td>
<td>4.070</td>
<td>2.709</td>
</tr>
</tbody>
</table>

Mean 2.391 3.416 2.793  
Std. dev. 0.377 0.445 0.172

...tured which contain a γ-brass cluster. For ease of comparison, we convert the coordinates of the reported crystal structures so that these γ-brass clusters are centered at the origin. These converted coordinates are given in the Supporting Information (available online).

The γ-brass cluster consists of IT, OT, OH, and CO atoms, and by placing this cluster at the origin, these sites are labeled ZIT, ZOT, ZOH, and ZCO. (Recall that Z, Q, H, and T refer to clusters centered at zero, a quarter, a half, and three-quarters along the cell body diagonal: the Z in these labels therefore specifies a cluster centered at the origin.) We now examine the atoms which lie just outside this cluster. We turn first to the Li$_2$Si$_3$ structure. As Figure 2.10 shows, ...
surrounding the $\gamma$-brass core are three additional Li sites: QCO, TCO, and TOT sites.

Figure 2.10: A 54-cluster in $\text{Li}_{21}\text{Si}_{5}$ where nearest neighbors are bonded to one another, shown a) by atom type (Li: red; Si: blue), and b) comparison of (a) with an intermediate projection of the 54-cluster (experimental sites: yellow; projected sites: cyan). Larger 54-clusters in c) $\text{Mg}_{44}\text{Rh}_{7}$ and d) $\text{Li}_{21}\text{Si}_{5}$, also compared to intermediate projections.

In Figure 2.10a (right), we draw the shell formed by the three additional sites. This shell has twenty-eight atoms in it. We recall that the 54-cluster also contains twenty-eight atoms placed in a shell around a 26-atom core. In Figure 2.10b, we directly compare the fifty-four atoms based on atoms at ZIT, ZOT, ZOH, ZCO, QCO, TCO, and TOT (shown in yellow) with the intermediate projected
54-cluster (shown in cyan). As this figure shows, the projected 54-cluster has vertices near the actual atomic sites of Li$_{21}$Si$_5$. The seven aforementioned sites therefore correspond to respectively the seven sites of the 54-cluster: IT, OT, OH, CO, IC, MC, and OC.

In Table 2.3, we list the atomic positions for the eight $F\bar{4}3m$ structure types.$^1$ Sites common to all structure types are given in italics. As the table shows, the eight structure types contain common sites at the seven aforementioned positions. All $F\bar{4}3m$ structures therefore contain a 54-cluster centered at the origin. But Table 2.3 also reveals additional sites common to all members of the $F\bar{4}3m$ family of structures. Can these additional common sites also be traced to 54-clusters?

Let us turn to clusters which might be centered at Q. An examination of Table 2.3 shows that only one of the eight structure types has a QIT atom. As an IT atom is an essential ingredient of any 54-cluster, at first glance we might conclude that there could be no common 54-cluster centered at Q. But we would be wrong.

The absence of QIT atoms does not imply the absence of a 54-cluster; rather it means that if there is a 54-cluster centered at Q, its length scale must be different from the length scale of the common 54-cluster centered at Z. If we are to examine Q-centered clusters, we must consider longer distances. We have not far to look. All eight structure types contain a QOT site. These QOT atoms also lie in a tetrahedron. The QOT atoms are separated from each other by distances

\footnote{For this article, we use Table 2.3 to define structure types. We assume two compounds which have the same atomic sites in Table 2.3 belong to the same structure type. Therefore, the Li$_{21}$Si$_5$ structure type includes Zn$_{21}$Pt$_5$ and Cu$_{44}$Sn$_{11}$, the Mg$_{44}$Rh$_7$ structure type includes Zn$_{39}$Fe$_{11}$ and Mg$_{44}$Ir$_7$, and the Mg$_{6}$Pd structure type includes Mg$_{52}$Ir$_4$. Elemental ordering over the sites is not taken into account in determining structure type. Actual elemental ordering is given, however, in the tables in the Supporting Information (available online).}
Table 2.3: Atomic sites in the $F\bar{4}3m$ structures.

<table>
<thead>
<tr>
<th>Li$_{21}$Si$_5$</th>
<th>Mg$_{44}$Rh$_7$</th>
<th>Zn$_{13}$</th>
<th>(Fe,Ni)$_2$</th>
<th>Mg$_6$Pd</th>
<th>Na$_6$Tl</th>
<th>Zn$<em>{91}$Ir$</em>{11}$</th>
<th>Ba$_{19}$</th>
<th>Al$<em>{69}$Ta$</em>{39}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>ZIT</td>
<td>ZIT</td>
<td>ZIT</td>
<td>ZIT</td>
<td>ZIT</td>
<td>ZIT</td>
<td>ZIT</td>
<td>ZIT</td>
<td>ZIT</td>
</tr>
<tr>
<td>ZOT</td>
<td>ZOT</td>
<td>ZOT</td>
<td>ZOT</td>
<td>ZOT</td>
<td>ZOT</td>
<td>ZOT</td>
<td>ZOT</td>
<td>ZOT</td>
</tr>
<tr>
<td>ZOH</td>
<td>ZOH</td>
<td>ZOH</td>
<td>ZOH</td>
<td>ZOH</td>
<td>ZOH</td>
<td>ZOH</td>
<td>ZOH</td>
<td>ZOH</td>
</tr>
<tr>
<td>ZCO</td>
<td>ZCO</td>
<td>ZCO</td>
<td>ZCO</td>
<td>ZCO</td>
<td>ZCO</td>
<td>ZCO</td>
<td>ZCO</td>
<td>ZCO</td>
</tr>
<tr>
<td></td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
</tr>
<tr>
<td>QIT</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
</tr>
<tr>
<td>QOT</td>
<td>QOT</td>
<td>QOT</td>
<td>QOT</td>
<td>QOT</td>
<td>QOT</td>
<td>QOT</td>
<td>QOT</td>
<td>QOT</td>
</tr>
<tr>
<td>QOH</td>
<td>QOH</td>
<td>QOH</td>
<td>QOH</td>
<td>QOH</td>
<td>QOH</td>
<td>QOH</td>
<td>−</td>
<td>−</td>
</tr>
<tr>
<td>QCO</td>
<td>QCO</td>
<td>QCO</td>
<td>QCO</td>
<td>QCO</td>
<td>QCO</td>
<td>QCO</td>
<td>QCO</td>
<td>QCO</td>
</tr>
<tr>
<td></td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
</tr>
<tr>
<td>HIT</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
</tr>
<tr>
<td>HOT</td>
<td>HOT</td>
<td>HOT</td>
<td>HOT</td>
<td>HOT</td>
<td>HOT</td>
<td>HOT</td>
<td>HOT</td>
<td>HOT</td>
</tr>
<tr>
<td>HOH</td>
<td>HTT</td>
<td>HTT</td>
<td>HTT</td>
<td>HTT</td>
<td>HTT</td>
<td>HTT</td>
<td>HTT</td>
<td>HTT</td>
</tr>
<tr>
<td>HCO</td>
<td>HCO</td>
<td>HCO</td>
<td>HCO</td>
<td>HCO</td>
<td>HCO</td>
<td>HCO</td>
<td>HCO</td>
<td>HCO</td>
</tr>
<tr>
<td></td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
</tr>
<tr>
<td>TIT</td>
<td>TIT</td>
<td>TIT</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
</tr>
<tr>
<td>TOT</td>
<td>TOT</td>
<td>TOT</td>
<td>TOT</td>
<td>TOT</td>
<td>TOT</td>
<td>TOT</td>
<td>TOT</td>
<td>TOT</td>
</tr>
<tr>
<td>TOH</td>
<td>TOH</td>
<td>TOH</td>
<td>TOH</td>
<td>TOH</td>
<td>TOH</td>
<td>TOH</td>
<td>TOH</td>
<td>TOH</td>
</tr>
<tr>
<td>TCO</td>
<td>TCO</td>
<td>TCO</td>
<td>TCO</td>
<td>TCO</td>
<td>TCO</td>
<td>TCO</td>
<td>TCO</td>
<td>TCO</td>
</tr>
</tbody>
</table>

of approximately the golden mean ($\tau = \frac{1 + \sqrt{5}}{2}$) times a typical metal bond length.

We now proceed to search for the remaining six sites of a 54-cluster. We recall that each of these six sites successively caps triangular faces formed by more central atoms. In Figure 2.10c, we show the cluster formed from the QOT, TOT, TOH, HTT, TOT, TCO, and HOT sites of the Mg$_{44}$Rh$_7$ system. We compare the cluster formed from these sites with the sites of the intermediate projected...
54-cluster. As this figure shows, there is fair agreement between the crystal coordinates and the mathematically constructed 54-cluster.\(^1\) The aforementioned sites therefore can be thought to correspond to the IT, OT, OH, CO, IC, MC, and OC sites of a 54-cluster whose nearest-neighboring distances are approximately \(\tau\) times a standard metal bond length.

Table 2.3 shows that seven of the eight structure types have the above mentioned suite of atoms. However, the Li\(_{21}\)Si\(_5\) structure, instead of containing the HTT site, has an HOH site. In Figure 2.10d, we show the cluster generated from the same set of atoms, but where the HTT site has been replaced by the HOH site. As this figure shows, this replacement in no way alters the presence of a 54-cluster.

The 54-clusters centered at Q are quite large with respect to the primitive unit cell. They are sufficiently large that the HOH atom in the Li\(_{21}\)Si\(_5\) structure can provide the IC site for two neighboring 54-clusters. By contrast, in the Zn\(_{91}\)Ir\(_{11}\) system, the HTT atoms are not shared by neighboring clusters. The former systems therefore require half the number of IC atoms that the latter systems require. There are six HOH atoms in an octahedron vs. twelve HTT atoms in a truncated tetrahedron. This change from an HTT site to an HOH site is therefore exactly what is required if two clusters are to share the same IC site.

As the HOH and HTT sites serve the same function, we consider for the sake of this paper that they are a common atomic site. We have used this view-

\(^{1}\)Agreement is fair with the exception of the IC site. This is a general trend. The IC site is typically the site with the greatest disparity between mathematically constructed and experimentally observed positions. Recall that the IC site has highly compressed tetrahedra around it, and that as it caps two different triangular faces of the edge-capped stella quadrangula beneath it, the atomic site cannot readily move to decompress these tetrahedra. For these reasons, the tetrahedra around the IC atoms are the least regular in appearance and therefore, we suspect, the least ideal.
point in both Tables 2.3 and 2.4. We see that there is a common Q-centered 54-cluster throughout the $F43m$ family. In exactly the same manner, we can search for other 54-clusters. There are many to be found, an average of 4.5 clusters per structure type, the full list of which are given in Table 2.4. (In Table 2.4, we present the eight structure types in just six groupings, because two pairs of structure types, Mg$_6$Pd and Zn$_{13}$(Fe,Ni)$_2$, as well as Na$_6$Tl and Zn$_{91}$Ir$_{11}$, have the exact same list of 54-clusters.)

Table 2.4, in addition to showing the atomic sites of a given 54-cluster, also attempts to give some measure of the average distances found in each cluster. As each cluster has many nearest-neighbor distances, and as the atomic sites at which the atoms lie are high-symmetry points, some thought is called for in the calculation of average distances.

In this paper, we consider the following: IT, OT, and OC atoms lie at $(x,x,x)$ special positions; OH atoms lie at $(x,0,0)$; and finally, CO, IC, and MC atoms lie (with the above-mentioned exception of the HOH site) at $(x,x,z)$ positions. Therefore, one geometric parameter defines the IT, OT, OH, and OC positions, while two parameters define the CO, IC, and MC positions. There are a total of ten parameters needed to define the size and shape of a 54-cluster.

We can therefore define any 54-cluster with the appropriate choice of ten nearest-neighbor distances. We choose these canonical distances by considering links between a given atom and atoms more centrally located in the cluster. The ten distances chosen are IT-IT, OT-IT, OH-IT, CO-IT, CO-OT, IC-OT, IC-CO, MC-OH, MC-CO and OC-CO. In this list, the IT-IT distance defines the single parameter of the IT position, the OT-IT bond defines the single parameter of the OT position, and so forth.
Table 2.4: All 54-clusters in the $F\bar{4}3m$ structures.

<table>
<thead>
<tr>
<th>Center</th>
<th>$a\div$ avg. dist.</th>
<th>Std. dev. (Å)</th>
<th>IT</th>
<th>OT</th>
<th>OH</th>
<th>CO</th>
<th>IC</th>
<th>MC</th>
<th>OC</th>
</tr>
</thead>
</table>

Li$_{21}$Si$_5$, Zn$_{21}$Pt$_5$, and Cu$_{41}$Sn$_{11}$

| Z     | 6.62 | 0.12 | ZIT ZOT ZOH ZCO QCO TCO TOT |
| Q     | 6.62 | 0.20 | QIT QOT QOH QCO HCO ZCO ZOT |
| H     | 6.42 | 0.37 | HOT HIT HOH HCO QCO TCO TIT |
| T     | 6.64 | 0.15 | TIT TOT TOH TCO ZCO HCO HOT |
| Z     | 3.70 | 0.38 | ZOT TOT HOH QOH HOT HCO QOT |
| Q     | 3.81 | 0.29 | QOT ZOT TOH HOH TOT TCO HOT |
| H     | 3.62 | 0.55 | HIT TIT ZOH QOH ZCO ZCO QIT |
| T     | 3.70 | 0.38 | TOT HOT QOH ZOH QOT QCO ZOT |

Mg$_{44}$Rh$_7$, Zn$_{39}$Fe$_{11}$, and Mg$_{44}$Ir$_7$

| Z     | 6.68 | 0.18 | ZIT ZOT ZOH ZCO QCO TCO TOT |
| T     | 6.78 | 0.20 | TIT TOT TOH TCO ZCO HCO HOT |
| Q     | 3.78 | 0.57 | QOT ZOT TOH HTT TOT TCO HOT |
| T     | 3.77 | 0.65 | TOT HOT QOH ZOH QOT QCO ZOT |

Zn$_{13}$(Fe,Ni)$_2$, Mg$_6$Pd, and Mg$_{29}$Ir$_4$

| Z     | 6.75 | 0.15 | ZIT ZOT ZOH ZCO QCO TCO TOT |
| Q     | 3.49 | 0.96 | QOT ZOT TOH HTT TOT TCO HOT |
| T     | 3.67 | 0.69 | TOT HOT QOH ZOH QOT QCO ZOT |

Na$_6$Tl and Zn$_{91}$Ir$_{11}$

| Z     | 6.71 | 0.16 | ZIT ZOT ZOH ZCO QCO TCO TOT |
| T     | 6.82 | 0.14 | TIT TOT TOH TCO ZCO HCO HOT |
| Q     | 3.63 | 0.65 | QOT ZOT TOH HTT TOT TCO HOT |
| H     | 3.79 | 0.42 | HOT QOT ZOH TOH ZOT ZCO TOT |
| T     | 3.77 | 0.72 | TOT HOT QOH ZOH HTT QCO ZOT |

Li$_{13}$Na$_{29}$Ba$_{19}$

| Z     | 6.77 | 0.34 | ZIT ZOT ZOH ZCO QCO TCO TOT |
| T     | 7.77 | 0.45 | TIT TOT TOH TCO ZCO HCO HOT |
| Q     | 3.51 | 0.92 | QOT ZOT TOH HTT TOT TCO HOT |
| H     | 3.83 | 0.76 | HOT QOT ZOH TOH ZOT ZCO TOT |

Al$_{69}$Ta$_{39}$

| Z     | 6.75 | 0.14 | ZIT ZOT ZOH ZCO QCO TCO TOT |
| Q     | 3.42 | 0.95 | QOT ZOT TOH HTT TOT TCO HOT |
| H     | 3.62 | 0.66 | HOT QOT ZOH HCO QTT ZCO TOT |
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We may directly calculate these ten canonical distances from knowledge of
the ten atomic site parameters. And conversely, the ten atomic site parameters
can be specified from the ten canonical distances. While atomic site parameters
are the most typical way to represent atomic positions, the canonical distances
are nonetheless of interest. In intermediate projection, bond distances are fairly
constant across all bonds in the 54-cluster. When the canonical bond distances
are close to each other in value, the atoms will therefore prove to lie particularly
near the positions of an intermediate projected 54-cluster.

In the Supporting Information (available online), we present canonical
nearest-neighbor distances for all 54-clusters found in the \(F\bar{4}3m\) structures. In
Table 2.4, we present a summary of this data. In particular, we show the ratio
of the \(a\)-axis cell length divided by the average of the ten canonical distances.
With this value, we also show the standard deviation among the ten canonical
bond distances. As Table 2.4 shows, for all but one of the myriad 54-clusters,
calculated ratios are in the range of either 6.4-6.8 or 3.4-3.9. The former range
corresponds to nearest-neighbor distances at ordinary bond lengths, the latter
to the golden mean times that number.

Table 2.4 also shows that for the former range, the standard deviation of
bond lengths centers around the value of 0.2 Å. This value can be directly com-
pared to the ideal mathematical variation of 0.17 Å (associated with the inter-
mediate projection method) shown in Table 2.2. The actual variation in bond
lengths is not much greater than that which is mathematically obtainable. For
54-clusters in the 3.4-3.9 range, the variation in cluster distances is greater, with
the smallest standard deviations near 0.6 Å in value. This more than doubling
in standard deviations is partially accounted for by the increase of the actual
cluster distances. But note that as there are an average of 4.5 54-clusters per structure type, but only twenty or so atomic parameters per structure type, uniformly small standard deviations across all cluster sizes are difficult to achieve.

We present this same data graphically in Figure 2.11. In this figure, we plot the ratio of cell axis length ÷ average nearest-neighbor distance, together with its corresponding standard deviation for all clusters of all thirteen structures belonging to the eight structure types. This figure shows clearly the two apparent size ratios: $a$ ÷ average distance values of either approximately 4 or 6. One of the primary goals for the remainder of this paper will be to account for these most common size ratios.

![Figure 2.11](image)

Figure 2.11: The standard deviation vs. mean nearest-neighbor distance in each experimental occurrence of the 54-cluster in the $F\bar{4}3m$ structures. The same data is given in tabular form in the Supporting Information (available online).

### 2.5 Diffraction of a Single 54-Cluster

We have seen there is a relation between the atomic sites in the $F\bar{4}3m$ structures and the 3-D projected image of the 4-D 600-cell. We now examine how the five-
fold symmetry operations of the 4-D 600-cell are retained as pseudosymmetries in its 3-D projection.

There are an enormous number of fivefold symmetries in the full 4-D 600-cell. If we recall that every pair of adjacent vertices (i.e., every bond) of the 600-cell is bisected by a pentagonal face of the dual 120-cell, and that each of these pentagonal faces has fivefold symmetry, we recognize that every bond in the 600-cell defines a set of fivefold symmetry operations. Before projection, all bonds have exact fivefold symmetry.

After 3-D projection, different bonds differ in the extent to which they retain their fivefold symmetry. The bonds nearest the center of projection retain the most of the original fivefold symmetry. (Recall that the symmetry of the exact center of the projection is perfectly preserved, and that the further one travels from this center, the more imperfect the resultant images usually become.) In the 3-D projection discussed in this paper, we have chosen the center of the projection to be the center of one of the tetrahedral cells of the 600-cell. There are six fivefold axes which lie nearest this center: the six edges of the central tetrahedron. The fivefold symmetry is best preserved for these six axes.

In Figure 2.12a, we redraw the 54-cluster so that one of the six edges of its central tetrahedron is placed at the center of the image. In Figure 2.12b, we consider this exact same orientation, but keep only the bonds which appear as pentagons or decagons in the projected image. It may be seen that fifty of the fifty-four atoms lie either at the center of this view or on a pentagon or decagon.

In Figure 2.12c,d, we show the perpendicular view of the core atoms, and the individual pentagons. It may be seen that there are four core atoms (Fig-
Figure 2.12: Features of pseudo-fivefold symmetry in the linear projection of a 54-cluster. a) A view of the 54-cluster along one of the bonds of its central tetrahedron, b) the pentagons and the decagon within this unit, and a perpendicular view of c) the four core atoms and d) five pentagons. From the center outward, sites are shown in yellow, orange, red, purple, and green. See Figure 2.8 for site names.

Figure 2.12c) and five different pentagons (Figure 2.12d). The structure of the so-called decagon is more complex and is not shown in this figure. It consists of twenty-one atoms with an approximate fivefold symmetry to them.

2.5.1 Plane Waves and the 54-Cluster

We now turn to the diffraction image of the 54-cluster. As yet, we have not placed the cluster into a crystalline unit cell. Even so, we can generate relevant images. Consider the Fourier transform of the 54-cluster,

\[ k \]

...
\[ F_{\vec{k}} = \sum_{j=1}^{54} e^{2\pi i \vec{k} \cdot \vec{r}_j}. \]

Note that the constant scattering factor for each atom is taken to be unity.\(^m\) To apply this Fourier transform, we need to explicitly determine the fifty-four \(\vec{r}_j\) coordinates. We consider both a linear and an intermediate projected 54-cluster. Looking ahead to the actual crystal structure, we define an IT-IT bond to run in the [1\(\bar{1}0\)] direction. We further consider only those \(\vec{k}\) which are orthogonal to this direction. With these givens, we can calculate the magnitude of \(F_{\vec{k}}\) as a function of \(\vec{k}\). This is plotted in Figure 2.13. (Figure 2.13a,b are respectively the diffraction images of the linear and intermediate projected 54-clusters.)

As this figure shows, there are a few particularly large peaks in the Fourier transform. Especially towards the center of this diffraction image, these peaks appear in rings of ten. Three such possible rings are shown in Figure 2.13. In the innermost ring, labeled 4, all ten reflections are clearly visible. For the ring labeled 6, six of the ten peaks are clear for both the linear and the intermediate projected 54-clusters. The remains of four additional peaks can also be discerned in the intermediate projected 54-cluster diffraction pattern. For the ring labeled 10 of the linear projected 54-cluster, only the reflections along the horizontal axis (the \([k_1k_10]\) direction) are present. By contrast, for the intermediate Fourier transforms used to study clusters in the gas phase, and can be seen as the analog of diffraction patterns without the constraints of a unit cell. As in a diffraction pattern, the \(\vec{k}\)-vector corresponds to the direction and frequency of plane waves running through the cluster, and the contours to the degree to which atoms constructively interfere with the waves.

\(^m\)By taking the scattering factor of each atom to be unity, we do not treat the coloring problem in this paper. We cannot expect the type of 4-D to 3-D projection in this paper to hold the key to the coloring problem, as evidenced by the different atomic site preferences in the small and large 54-clusters throughout this family of structure types. While the large clusters tend to consist mainly of larger and/or more electronegative atoms, the small clusters have no obvious occupancy pattern. Still, we expect that the answer to the coloring problem is closely related to this projection method, and we plan to explore this point in our subsequent work.
Figure 2.13: Two-dimensional cross-section of the Fourier transforms of a) a linear projection and b) an intermediate projection of the 54-cluster, viewed along the [110] direction. These cross-sections contain points of the form $k_1k_1k_3$. IT-IT distances of 2.40 and 2.03 Å were assumed in order that the $(k_1k_10)$ planes divide the 54-cluster into $k_1$ segments, as in Figure 2.14. Both plots are divided into twelve equally spaced contours, where redder lines represent greater constructive interference, and bluer lines less.
diate projected 54-cluster, the ring labeled 10 reveals an additional set of four peaks. All of the above peaks lie at similar orientations along the concentric rings, orientations which correspond to a pseudo-tenfold diffraction symmetry.

Let us consider real-space pictures, based at first just on a linear projected 54-cluster, which correspond to these major peaks. In Figure 2.14a, we show a picture of the 54-cluster with bonds represented as line segments. In Figure 2.14b-d, we show this same cluster, but with all the bonds removed for visual clarity. In addition, we show plane waves whose reciprocal lattice vectors are \((k_1, k_0)\) partitioning the 54-cluster into respectively 4, 6, and 10 segments. (More exactly, the projected 54-cluster OC-OC distance is chosen to be respectively 4, 6, or 10 times the plane wave wavelength.)

It can be seen that there is a correspondence between these three \((k_1, k_0)\) plane waves and the projected 54-cluster. In all three cases, the vertices of the 54-cluster lie near the crests of the plane waves. These three wavelengths lead to excellent intracluster constructive interference, and hence strong diffraction peaks. In the case where the projected 54-cluster OC-OC distance is 10 times the wavelength (Figure 2.14d), constructive interference is nearly ideal.

Numbers such as 4, 6, and 10 are of interest. In particular, if we divide these numbers by two, they correspond to integers in the Fibonacci sequence \((1, 1, 2, 3, 5, 8, 13, \ldots)\). The 54-cluster has the remarkable property that interatomic spacings are related to the Fibonacci sequence. This remarkable property can be directly traced to the 600-cell itself.

The Fibonacci sequence is furthermore naturally connected to the golden mean \((\tau = \frac{1 + \sqrt{5}}{2})\): ratios of adjacent members of the Fibonacci sequence quickly
Figure 2.14: a) A linear projection of the 54-cluster, shown with an OC-OC distance equal to b) 4, c) 6, d) 10, e) $10/\tau$, and f) $10/\tau^2$ (where $\tau$ is the golden mean) spacings of plane waves whose reciprocal lattice vectors are $(k_1\bar{k}_1,0)$. Diagonal lines represent the crests of the respective plane waves. The cluster achieves significant constructive interference with the waves at each of the illustrated sizes.

We quantitatively evaluate the relation of the $10/\tau$ and $10/\tau^2$ waves in the original Figure 2.13. Recalling that for plane waves, the wavelength $\lambda$ deter-
mines the length of $\vec{k}$ ($\lambda|\vec{k}| = 1$), we directly place onto Figure 2.13 circles whose radii correspond to the plane waves labeled 10, $10/\tau$, and $10/\tau^2$ in Figure 2.14. The three rings labeled 10, 6, and 4 in Figure 2.13 actually correspond to the 10, $10/\tau$ (6.18), and $10/\tau^2$ (3.82) plane waves of Figure 2.14. Re-examination of Figure 2.13a shows that the calculated peak maxima lie almost exactly on the calculated ring positions. (By contrast, had we placed plane waves corresponding to wavelengths of either 4.00 or 6.00 cluster spacings, we would have seen a significant misalignment between ring sizes and diffraction peak maxima.)

In Figure 2.13b, the illustrated rings were created in an identical manner, but for an intermediate projected 54-cluster. Comparison of Figures 2.13a,b shows that ideal constructive interference depends much more on the values 10, $10/\tau$, and $10/\tau^2$ than on the projection method used. It is these wavelengths and the subtle regularities of the 600-cell, rather than the projection method, which are responsible for optimal intracluster constructive interference.

These facts are of central relevance to the paper. In particular, these results suggest that if one were to have a pair of 54-clusters of different sizes, but with a size ratio between clusters of either $\tau$ or $\tau^2$, one might have not just optimal intracluster interference, but intercluster interference as well. In Figure 2.15, we show two 54-clusters with an intercluster size ratio of $\tau$.

As this figure shows, plane waves can constructively interfere equally well for two differently-sized 54-clusters whose size ratio is near the golden mean. Such pairs of differently-sized clusters are more fully considered in the next section of this paper. For now, note that differently-sized clusters are not just a hypothetical musing. Rather as we have previously discussed, differently-sized

---

\[n^\text{In the intermediate projected 54-cluster, two IC atoms which lie along the [1\overline{1}0] direction with respect to each other were used to define the 10, 10/\tau, and 10/\tau^2 plane wave wavelengths.}\]
54-clusters whose size ratios are near the golden mean are extremely common in the $F\overline{4}3m$ family of structures.

### 2.5.2 Three-Dimensional Bravais Space Groups Compatible with the 54-Cluster

In the previous sections of this paper, we found that a single 54-cluster has both $T_d$ and pseudo-fivefold symmetry. There are six pseudo-fivefold axes, each running along one of the edges of the inner tetrahedron (IT) of the 54-cluster. We now determine the crystalline symmetry consequences of the above statements.

First, we assume the symmetry of the actual crystal emanates from the 54-cluster itself: it should be of no higher or no lower symmetry than the 54-cluster’s $T_d$ symmetry. We therefore require that the highest symmetry site of the crystal is of $T_d$ symmetry. There are five space groups which meet this requirement: $P\overline{4}3m$, $F\overline{4}3m$, $I\overline{4}3m$, $Pn\overline{3}m$, and $Fd\overline{3}m$. Happily, all the cubic struc-
tures which we know to exhibit pseudo-fivefold symmetry along their \(\langle 110\rangle\) directions belong to one of these five space groups. These include not just the structures which are the primary concern of this paper, but also the three most complex of all cubic structures: \(\text{Cd}_3\text{Cu}_4\) \((F\bar{4}3m)\),\(^5\) \(\text{NaCd}_2\) \((Fd\bar{3}m)\),\(^3\) and \(\text{Mg}_2\text{Al}_3\) \((Fd\bar{3}m)\).\(^4,81\)

The requirement that the highest site symmetry be \(T_d\) not only specifies the possible space groups, but also determines the orientation of the 54-cluster within the cubic unit cell. For a \(T_d\) cubic unit cell, the \(4\) axes always run along the \(\langle 100\rangle\) directions, while the threefold axes run in the \(\langle 111\rangle\) directions. The edges of the inner tetrahedron define the \(m\) setting (the third setting, the \(\langle 110\rangle\) directions). The edges of the inner tetrahedron therefore must lie in the \(\langle 110\rangle\) directions.

As the edges of the inner tetrahedron are the best preserved pseudo-fivefold symmetry axes of the 54-cluster, the most clear pseudo-fivefold symmetry axes lie along the six \(\langle 110\rangle\) directions. This is the exact result which we set out to rationalize at the beginning of this paper. Every indication is therefore that the construction of the 4-D 600-cell and its projection, the 54-cluster, plays a critical role in the observed pseudo-tenfold diffraction patterns.

### 2.5.3 Crystalline 54-Cluster Interference

But we can go further. Let us consider a single crystallographically inequivalent 54-cluster, and let us place it into a cubic unit cell. As the crystal structures which interest us are all \(F\)-centered, we make the unit cell \(F\)-centered. We now specify the size of the cluster relative to the size of the unit cell. As a measure
of the former, we consider the IT-IT distance. (As the 600-cell is a Platonic solid, all nearest-neighbor distances are originally the same, and therefore all nearest-neighbor distances initially equal the IT-IT distance.) For the latter, we use the $a$-axis length.

We consider a ratio of $a$-axis $\div$ IT-IT distance ranging in value from 3 to 35, and calculate across this range the diffraction pattern. A few of these results are illustrated in Figure 2.16. (Figure 2.16 top and bottom are respectively the calculated diffraction patterns for a linear and an intermediate projected 54-cluster. The results presented in this figure use the same delta-function-like atomic form factors as were used for the isolated 54-clusters.) All ratios calculated exhibit a pseudo-tenfold diffraction. Thus, the size ratio is not a factor in the overall pseudo-fivefold symmetry. (This is as we would expect: the pseudo-fivefold symmetry is a consequence of the finite 4-D cluster, and is therefore independent of 3-D cell axis length.)

But even within the constraint of pseudo-fivefold symmetry, there is an enormous variation in diffraction patterns. We observe two trends. First, at the largest ratios, the pseudo-tenfold diffraction peaks are distributed over a number of neighboring $hkl$ reflections, but at smaller ratios, the pseudo-tenfold diffraction coalesces into single peaks. A second distinction is also present. As Figure 2.16 shows, the most intense peaks shift in their positions.

To aid our understanding of these shifts, we place directly onto the diffraction images in Figure 2.16 a constant ring which corresponds to the ring labeled 4 in Figure 2.13, previously calculated for the isolated 54-cluster. As Figure 2.16 shows, the actual diffraction pattern fluctuates with respect to the isolated cluster ring.
Figure 2.16: The 2-D (blue and red) and circular 1-D (red) diffraction patterns for linear (top row) and intermediate (bottom row) projections of the 54-cluster placed in an $F$-centered cubic cell, illustrating the dependence of peak sharpness on the relative sizes of the unit cell and the cluster. Unit cell axes are a) 25 (linear) and 20 (intermediate), b) 5.9 (linear) and 6.7 (intermediate), c) 4.2 (linear) and 4.8 (intermediate), d) 3.6 (linear) and 4.2 (intermediate) times the IT-IT distance. A ring corresponding to peak maxima of an isolated 54-cluster (the ring labeled 4 in Figure 2.13) is shown as a black circle. For both types of projection, optimal peak sharpness and location (vis-à-vis the black circle) occur where the cell axis is approximately 6 (panel b) or 4 (panel d) times the IT-IT distance.
If the diffraction peaks of Figure 2.16 are not fully in accord with the Fourier transform of the isolated cluster, then there must be a less-than-ideal constructive interference present in the diffraction pattern. Intracluster and intercluster planes must not be fully aligned. Constructive interference can only be optimal when the diffraction peaks of Figure 2.16 lie on the isolated 54-cluster ring positions.

An examination of data across the full range of calculated sizes suggests that for some specific size ratios, there is optimal agreement between isolated and crystalline 54-cluster diffraction patterns. The two best ones are illustrated in Figure 2.16b,d. The first is found near a size ratio of 6, the second near a size ratio of 4 (the specific optimal value itself shifts somewhat depending on the method of projection). In both of these cases, intense reflections lie directly on the illustrated ring.

A simple metric which could quantitatively evaluate what the naked eye sees would be useful. Such a metric would need two components. On the one hand, it would measure the degree to which peaks coalesce. On the other hand, it would measure the proximity of the coalesced peak to those which were calculated for the isolated 54-cluster. Interestingly, as pseudo-tenfold symmetry appears to play an equal role in all the diffraction images, the desired metric need not measure tenfold symmetry.

A pithy metric proves cumbersome to find. We develop it in two steps. First, we consider the ring of the isolated 54-cluster corresponding to a size ratio of 4. Intracluster diffraction is optimal for points along this ring. We now determine which $hkl$ peaks lie nearest these optimal values. To do so, we consider the reciprocal lattice itself. The reciprocal lattice has vertices which correspond to
specific \( hkl \), and edges (connections between neighboring vertices) which might intersect the ring. We consider only those \( hkl \) whose attached edges intersect the ring. The selected \( hkl \) are shown in red in Figure 2.16.

At the base of each panel of Figure 2.16, we show the selected diffraction peaks in a separate graph. These graphs plot the intensities of the selected diffraction peaks as a function of the angles to which they correspond along the ring. As these figures show, for all size ratios, the diffraction patterns take on a pseudo-tenfold symmetry. There are ten major peaks distributed symmetrically around the ring (six of which are given in the basal pictures); each peak has a number of satellite peaks.

We now establish the first half of the desired metric. We divide the 180° graphs into five cohorts of peaks, each corresponding to a 36° range of peaks. We then select the strongest peak in each cohort (its intensity is called \( I_1 \)), and take its ratio with respect to the second strongest peak (whose intensity is \( I_2 \)). We calculate the geometric mean of these ratios. As by symmetry, these five cohorts always consist of just three sorts, we take the geometric mean of just the three symmetry-inequivalent cohorts. This geometric mean provides a measure of how peaked any given diffraction pattern is.

We now consider the actual position of these strongest five peaks relative to the ring itself. We calculate the distance between the three distinct most intense peaks and a set of three points lying on the illustrated ring with ideal tenfold symmetry, and take the geometric mean of these distances. We now multiply these two geometric means together. This product can be thought of as a measure of the accord between intracluster and intercluster constructive interference.
In Figure 2.17a,b, we plot this product for both a linear and an intermediate projected 54-cluster. In the case of linear projection, there are two strong and sharp peaks at size ratios of 3.9 and 5.8. For intermediate projection, the corresponding values are 4.0 and 6.9. For ease of comparison, we also replot, in Figure 2.17c, the data based on the actual crystal structures. As we have previously shown, experimentally there are two observed size ratios, the first mainly ranging from 3.5 to 3.8, the second more sharply peaked at values around 6.6 to 6.8.

Figure 2.17: The combined metric (see text) which assesses both the diffraction peak sharpness and peak positions for the a) linear and b) intermediate projections of the 54-cluster in an F-centered cubic cell, plotted vs. the cell-to-cluster size ratio. c) The frequency of each size of 54-cluster in experimental crystal structures. The two distinct ranges of theoretically optimal cluster sizes are matched by experiment.

Both projected clusters and the experimental data agree that there are two optimal size ratios, one near 4 and the other near 6. The observed experimental range lies somewhere between the values obtained from the linear and the intermediate projection methods. Perhaps not too surprising, in the case of the smaller cluster (the clusters with size ratios of 6), the intermediate projection fares better at quantitative rationalization. For the smaller cluster, the inter-
atomic distances are metal bonds themselves. Intermediate projection, with its more constant bond distances, is therefore more reasonable than linear projection (see Table 2.2).

In some ways, however, the results of Figure 2.17 appear surreal. The calculated results are derived solely from geometrical considerations, the mathematical construction of clusters with optimal constructive fivefold diffraction, while the experimental results are presumably due to the optimization of the Schrödinger equation. The agreement between theory and experiment is therefore curious.

2.6 Fivefold Symmetry of Multiple 54-Clusters

In previous sections of this paper, we found that only at specific length scales does the 54-cluster have its most constructive intracluster interference (Figure 2.14). We have further suggested that two clusters with different length scales can constructively interfere with one another if their length scales are related by the golden mean (Figure 2.15).

Crystallographic data for the \( F\bar{4}3m \) family of structures (Figure 2.17c) bears out these theoretical constructions with numerous 54-clusters at two predominant length scales. The length scale of the smaller 54-clusters are dictated by metal bond distances; the length scale of the larger clusters are larger by a factor of roughly the golden mean. Experimental results are therefore in good agreement with theoretical conjecture.

But this agreement by itself does not rigorously prove the conjecture. In
this section of the paper, we explicitly calculate the diffraction pattern of two distinct clusters within one unit cell. We consider especially the case where the two different clusters are centered at different points, as this seemingly could most easily violate real space pseudo-fivefold symmetry.

As we consider here for the first time the diffraction of two 54-clusters, we must for the first time consider interference effects between two clusters not related by translational symmetry. We need to take into account the orientation of 54-clusters with respect to each other. The 54-cluster orientation is an issue because this cluster has $T_d$ symmetry. There are two ways to align a tetrahedron with respect to the symmetry of a cubic unit cell, and therefore two ways to orient the 54-cluster. Considering the central IT tetrahedron of the 54-cluster, we can have one of its triangular faces pointing along either the $[111]$ or $[\overline{111}]$ direction. We shall call the former orientation regular (r or R), and the latter orientation inverted (i or I).

We may then develop the following nomenclature: small and large Roman letters will signify respectively small- and large-scaled 54-clusters. R would refer to a large-scaled 54-cluster with the regular orientation. Combining these names with the Z, Q, H, and T notation, we can generate an efficient naming scheme. Qi for example will specify a small-scaled 54-cluster with the inverted orientation, centered at $(\frac{1}{4}, \frac{1}{4}, \frac{1}{4})$.

In Figure 2.18a, we consider one regular and one inverted cluster located at respectively Z and Q. (We choose Z and Q because, as Table 2.4 shows, these are the most common cluster centers.) We calculate the diffraction pattern for cell-to-cluster size ratios ranging from 3 to 35, using the product established in the preceding section to assess the diffraction pattern. As Figure 2.18a shows, there
are a number of optimal size ratios of the two clusters. The globally optimal ratio is for one cluster to have a size ratio of 6 (i.e., r or i) while the other has a size ratio of 4 (i.e., R or I). The second most optimal ratio is for both clusters to have size ratios of 4.

The figure shows two identical globally optimal peaks. We can apply our nomenclature to verify that they should be identical. The first of the two optimal peaks corresponds to the pair of 54-clusters Zr·QI, while the second is for two clusters ZR·Qi. Now consider the effect on the first two clusters if they are inverted about the point \((\frac{1}{8}, \frac{1}{8}, \frac{1}{8})\). In this operation, the Z and Q sites switch labels. Furthermore, r and I convert to respectively i and R. Thus, Zr·QI becomes Qi·ZR, and the aforementioned peaks are symmetry-equivalent. (Note Qi·ZR = ZR·Qi.)

We place, directly on the figure, crosses which correspond to the experimentally determined pairs of clusters. (In addition to pairs of clusters centered at Z and Q, we also include pairs of clusters located at Q and H, H and T, or T and Z sites. We do so because the calculated contour maps are equally valid for all pairs of neighboring centers.) Agreement between theory and experiment is good. The largest number of peaks are found at Zr·QI and ZR·Qi. In addition, there are a few experimentally observed points which lie near the second most optimal geometry, ZR·QI, and three points at Zr·Qi. (The presence of these last points is the subject of the last paragraph in this section.)

We now turn to the cases of Zr·Qr, Zr·QR, ZR·Qr, and ZR·QR. We examine these cases in light of our earlier observations for the Zr·QI peaks. We first note two geometrical issues. First, we observe that one cannot have Zr and ZR clusters simultaneously in the same crystal structure. This is so because the
Figure 2.18: Contour plots of the combined metric (see text) which assesses both diffraction peak sharpness and peak positions for \( F \)-centered cubic unit cells containing the intermediate projections of two 54-clusters centered respectively at \( Z \) and \( Q \), a) with clusters with inverted orientation with respect to each other and b) with the same orientation. Both plots are divided into seven equally spaced contours, where redder lines represent larger values, and bluer lines smaller values. Crosses indicate experimentally observed arrangements of pairs of clusters. See text for discussion.
ZIT atom provides the IT site of the Zr cluster, but ZOT provides not just the OT site of the Zr cluster but the IT site of the ZR cluster. In a 54-cluster, the IT tetrahedron has one orientation while the OT tetrahedron has the opposite orientation. Thus, the ZOT site cannot simultaneously be the OT site of a Zr cluster and the IT site of a ZR cluster.

Second, we note Zr and Zi are not compatible. In Zr, we would have a regularly oriented IT and therefore an inverted OT, while in Zi we would have an inverted IT and regularly oriented OT. Zr and Zi are not compatible, as an inverted (or regular) OT and an inverted (or regular) IT would lie too close to one another to be simultaneously present. (For a similar reason, QI and QR are not found together.)

These two geometrical observations place considerable constraints on the Zr·Zr, Zr·ZR, ZR·Zr, and ZR·ZR peaks. As we have seen in Figure 2.18a, the Zr·QI configuration is quite common. If the crystal in question has the Zr·QI configuration, then the presence of Zr and QI rules out the presences of respectively Zi or ZR and Qi or QR. (Qi and QI can not be simultaneously present for the same reason Zr and ZR can not be simultaneously present.) However, Zi and Qr are compatible with Zr and QI. Since we are at this point interested in a pair of clusters with the same orientation, the only admissible possibilities would be Zr·Qr and Zi·QI. We further note that following inversion, Zi·QI becomes ZR·QR.

We therefore expect that as Zr·QI is quite common, the two most common orientations among Zr·Qr, Zr·QR, ZR·Qr, and ZR·QR would be Zr·Qr and ZR·QR. The experimental data of Figure 2.18b confirm this hypothesis. The majority of experimental data is for these two cluster pairs, with a few Zr·QR
cluster pairs also present.

The experimental data is therefore compatible with the theoretical calculations. We end this section, however, with one caveat. The theoretical calculations do not unambiguously anticipate the experimental results. There is one additional possibility compatible with theory which is not most commonly observed. It could have been that Zr·QR (rather than Zr·QI) was most commonly observed. ZI and Qi are compatible with Zr·QR. As a consequence, ZI·QR and Zr·Qi would also have been seen. This second possibility is what allows for the experimental pairs which lie off the global maxima of Figures 2.18a,b.

2.7 Conclusion

In this paper, we have shown that the pseudo-fivefold symmetries of a number of complex solid-state compounds can be understood by considering the higher-dimensional Platonic solid, the 600-cell. In the preface to his classic work on higher-dimensional Platonic solids, Regular Polytopes, H.S.M. Coxeter talks of the dazzling beauty of 4-D solids. He quotes Lobatschewsky, who wrote, “there is no branch of mathematics, however abstract, which may not some day be applied to phenomena of the real world.” Solid-state chemists are blessed that it is in our field where such dazzling and beautiful mathematical constructs as the 600-cell can take hold.

In some ways it is not an accident. One of the central concerns of solid-state chemists is the filling of space with polyhedra. Furthermore, most binary compounds are metals, and their structures are often built up of tetrahedra. The complexity of many crystal structures is a consequence of these statements. For,
as we know, it is not possible to fill space solely with regular tetrahedra.

We may think of the intrusion of the 4-D 600-cell into solid-state chemistry as a consequence of the above. Just as the exterior of a 3-D polyhedron is a curved 2-D surface, the exterior of a 4-D polyhedroid is a curved 3-D volume. But what a volume! Every vertex is in the center of an icosahedron, every icosahedron is composed of twenty perfectly regular tetrahedra, and all faces of all tetrahedra lie on the face of an adjacent tetrahedron. Were such an object to exist in ordinary 3-D space, we would reasonably expect that there would be numerous phases which would adopt its structure. Even in curved space, we can imagine (and we hope in this paper have shown) such a geometrical object is of use.

But at the same time, we view the 600-cell as just a point of departure. We suspect its point group and representations of its point group will also play a significant role in the understanding of complex intermetallic structures. The point group of the 600-cell has 14,400 elements, its irreducible representations are of a complexity far beyond those encountered in 3-D point groups. The utility of the point group and its representations in simplifying and classifying solutions to the Schrödinger equation is well known.

The 600-cell is just one of many geometrical objects which belongs to this point group. In a previous paper, we have spoken of an edge-capped stella quadrangula whose edges are decorated with new atoms. In an analogous manner, we can envision decorated 600-cells. But the 600-cell point group may have more far-reaching consequences. Just as regular quasicrystals have \( I_h \) point group symmetry, we may envision new quasicrystals which belong to the 600-

\[ ^6 \text{Both the 2-D exterior surface of the 3-D polyhedra and the 3-D exterior volume of a 4-D polyhedroid are curved, as the individual exterior elements (respectively 2-D polygons and 3-D polyhedra) are canted with respect to each other so that they can wrap around the respectively 3-D and 4-D spaces.} \]
cell point group. Such further constructs seem worthy of investigation.

2.8 Appendix

2.8.1 Linear Projection of the 16-Cell

The eight vertices of the 16-cell can be described in Cartesian coordinates by $(\pm1, 0, 0, 0), (0, \pm1, 0, 0), (0, 0, \pm1, 0)$, and $(0, 0, 0, \pm1)$. In 4-D, each vertex is distance 1 from the origin, and has six nearest neighbors at a distance of $\sqrt{2}$. In order to find the matrix that creates a linear 3-D projection of the 16-cell, we must define the direction of projection. As discussed earlier in this article, we choose the direction of projection to be orthogonal to the central tetrahedron (thus preserving the symmetry of this tetrahedron). We arbitrarily choose the central tetrahedron to have vertices at $(1, 0, 0, 0), (0, 1, 0, 0), (0, 0, 1, 0)$, and $(0, 0, 0, 1)$. We would like these four points to be projected onto the vertices of a 3-D tetrahedron, whose vertices we (again somewhat arbitrarily) place at $(-1, -1, -1), (-1, 1, 1), (1, -1, 1)$, and $(1, 1, -1)$. The desired projection matrix $M_{16}$ can now be found by solving the system of linear equations represented by,

$$
M_{16} \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix} = \begin{bmatrix} -1 & -1 & 1 & 1 \\ -1 & 1 & -1 & 1 \\ -1 & 1 & 1 & -1 \end{bmatrix}.
$$

The solution to this system of equations is,
When the matrix $M_{16}$ is applied to the 4-D coordinates of the eight vertices of the 16-cell, the result is a 3-D projection with $T_d$ symmetry,

$$
M_{16} = \begin{pmatrix}
-1 & -1 & 1 & 1 \\
-1 & 1 & -1 & 1 \\
-1 & 1 & 1 & -1
\end{pmatrix}
\begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{pmatrix}^{-1}
= \begin{pmatrix}
-1 & -1 & 1 & 1 \\
-1 & 1 & -1 & 1 \\
-1 & 1 & 1 & -1
\end{pmatrix}.
$$

The attentive reader may notice that this 3-D projection of the 16-cell is actually a cube. Therefore, while our method did not require it, this projection has $O_h$ symmetry, of which $T_d$ is a subgroup. While one of course does not need four dimensions to generate a cube, this method can be applied to more complicated 4-D polyhedroids for which projection proves more useful.

### 2.8.2 Linear Projection of the 600-Cell

We now use this same method to generate a 3-D projection of the 600-cell with $T_d$ symmetry. The 120 vertices of the 600-cell can be described in Cartesian coordinates by $(\pm \frac{1}{2}, \pm \frac{1}{2}, \pm \frac{1}{2}, \pm \frac{1}{2})$ (16 vertices), $(0, 0, 0, \pm 1)$ (8 vertices), and all even permutations of $\frac{1}{2}(\pm 1, \pm \tau, \pm \tau, 0)$ (96 vertices, $\tau$ is the golden mean). In 4-D, each vertex is distance 1 from the origin, and has twelve nearest neighbors at a distance
of $\frac{1}{t}$. We arbitrarily choose the central tetrahedron to consist of the four mutually nearest-neighbor vertices at $(1, 0, 0, 0), \frac{1}{2}(\tau, 0, \frac{1}{t}, 1), \frac{1}{2}(\tau, 1, 0, \frac{1}{t})$, and $\frac{1}{2}(\tau, \frac{1}{t}, 1, 0)$. We would again like these four points to be projected onto $(-1, -1, -1), (-1, 1, 1), (1, -1, 1)$, and $(1, 1, -1)$ in 3-D space. The desired projection matrix $M_{600}$ can now be found by solving the system of linear equations represented by,

$$M_{600} = \begin{pmatrix} 1 & \frac{\tau}{2} & \frac{\tau}{2} & \frac{\tau}{2} \\ 0 & 0 & \frac{1}{2} & \frac{1}{27} \\ 0 & \frac{1}{27} & 0 & \frac{1}{2} \\ 0 & \frac{1}{2} & \frac{1}{27} & 0 \end{pmatrix} \begin{pmatrix} -1 & -1 & 1 & 1 \\ -1 & 1 & -1 & 1 \\ -1 & 1 & 1 & -1 \end{pmatrix}.$$

The solution to this system of equations is,

$$M_{600}^{-1} = \begin{pmatrix} -1 & 1 + 2\tau & 1 & -1 \\ -1 & -1 & 1 + 2\tau & 1 \\ -1 & 1 & -1 & 1 + 2\tau \end{pmatrix}. $$

Applying this matrix $M_{600}$ to the 4-D coordinates of the 600-cell produces a 3-D projection of the polyhedroid with $T_d$ symmetry. The full list of 4-D and 3-D coordinates of the 600-cell under this linear projection are given in the Supporting Information (available online). In the second column of Table 2.5 are the 3-D coordinates of the seven distinct sites in the 54-cluster discussed in this paper, as projected linearly from the 600-cell.
Table 2.5: The 3-D coordinates of various projections of the 600-cell.

<table>
<thead>
<tr>
<th>Site</th>
<th>Linear (γ=∞)</th>
<th>Stereographic (γ=1)</th>
<th>Intermediate (γ=1.9)</th>
</tr>
</thead>
<tbody>
<tr>
<td>IT</td>
<td>(-1.000, -1.000, -1.000)</td>
<td>(-1.000, -1.000, -1.000)</td>
<td>(-1.000, -1.000, -1.000)</td>
</tr>
<tr>
<td>OT</td>
<td>(1.618, 1.618, 1.618)</td>
<td>(1.740, 1.740, 1.740)</td>
<td>(1.679, 1.679, 1.679)</td>
</tr>
<tr>
<td>OH</td>
<td>(0.00, 0.00, 3.236)</td>
<td>(0.00, 0.00, 3.650)</td>
<td>(0.00, 0.00, 3.439)</td>
</tr>
<tr>
<td>CO</td>
<td>(-0.618, -2.618, -2.618)</td>
<td>(-0.757, -3.207, -3.207)</td>
<td>(-0.683, -2.894, -2.894)</td>
</tr>
<tr>
<td>IC</td>
<td>(1.618, 1.618, 3.618)</td>
<td>(2.302, 2.302, 5.147)</td>
<td>(1.914, 1.914, 4.279)</td>
</tr>
<tr>
<td>MC</td>
<td>(-4.236, -1.000, -1.000)</td>
<td>(-6.694, -1.580, -1.580)</td>
<td>(-5.236, -1.236, -1.236)</td>
</tr>
</tbody>
</table>

2.8.3 Stereographic and Intermediate Projections of the 600-Cell

Having already found the $T_d$ linear projection of the 600-cell, we must stretch or shrink regions of that projection in order to generate the stereographic and intermediate projections. As with the linear projection, we would like the vertices $(1, 0, 0, 0)$, $\frac{1}{2}(\tau, 0, \frac{1}{1}, 1)$, $\frac{1}{2}(\tau, 1, 0, \frac{1}{1})$, and $\frac{1}{2}(\tau, \frac{1}{1}, 1, 0)$ to form a tetrahedron at the center of these projections. This means positioning the “light” opposite the center of this tetrahedron, in the direction $\frac{-(r+1, r-1, r-1, r-1)}{2\sqrt{2}}$. We define $\gamma$ as the distance from the point on the 600-cell at the center of the projection to the “light”, in 600-cell diameters. Thus, a stereographic projection corresponds to $\gamma=1$, the intermediate projection we use in this paper corresponds to $\gamma=1.9$, and a linear projection corresponds to $\gamma=\infty$. We can now calculate the projected 3-D coordinates $(b_1, b_2, b_3)$ of any 4-D vertex $(a_1, a_2, a_3, a_4)$ for any value of $\gamma$. 
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As a final step, not shown in the above expression, we multiply all the 3-D coordinates by a constant such that the IT coordinates are \((-1, -1, -1), (-1, 1, 1), (1, -1, 1), \) and \((1, 1, -1),\) so they can be more easily compared. In the third and fourth columns of Table 2.5 are the seven distinct sites in the 54-cluster, as projected from the 600-cell with \(\gamma = 1\) (stereographic) and \(\gamma = 1.9\) (intermediate). As expected, the outer layers of the cluster are more stretched out as the projection moves closer to stereographic.
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CHAPTER 3
SLICING UP HYPERSPACE: WHY SOME CRYSTALS ARE SIMPLER IN EIGHT DIMENSIONS (REALLY)

Take that, you lousy dimension!
—Chief Wiggum, The Simpsons

Like the first one, our second paper provokes new questions as it resolves the old ones. While it explains the origins of tetrahedral packing and pseudo-tenfold diffraction symmetry in complex intermetallic structures, the paper does not truly define a method for generating projected crystal structures. There is a reason for this. The starting point for the projection method we desire—a crystal lattice (as opposed to a finite object) that has 600-cell point group symmetry—does not exist in 4-D space. Thus, the process described in the second paper, which generates crystal structures by placing finite objects on different length scales throughout the unit cell, is akin to the process of cutting and pasting. For this reason, we move into 8-D space in our third paper, “Laves Phases, \( \gamma \)-Brass, and \( 2 \times 2 \times 2 \) Superstructures: A New Class of Quasicrystal Approximants and the Suggestion of a New Quasicrystal” (Robert F. Berger, Stephen Lee, Jeffreys Johnson, Ben Nebgen, and Adrian Chi-Yau So). The paper, presented with permission in this chapter, was featured on the cover of Chemistry: A European Journal (Figure 3.1).

This work once again focuses on a variety of cubic intermetallic structure types. These include some of the most common such structure types (MgCu$_2$, Cu$_5$Zn$_8$, Ti$_2$Ni, and \( \alpha \)-Mn), as well as their superstructures (Be$_5$Au, Li$_{21}$Si$_5$, Sm$_{11}$Cd$_{45}$, and Mg$_{44}$Ir$_7$) which possess the perpendicular pseudo-fivefold axes
described earlier. The paper shows that an 8-D to 3-D projection method cleanly describes most (and in one case, all) of the atomic positions in these superstructures. This type of projection, which maps the $E_8$ lattice (a mathematically simple 8-D crystal) into 3-D space, combines the desired higher-dimensional point group’s perpendicular fivefold rotations with 3-D translational symmetry—exactly what we see in the experimental crystal structures. The projection method successfully accounts for all heavy atom positions in the four superstructures, and at least 60-70% of the light atom positions. The results suggest that all of these structures, previously known to be connected only by qualitative similarities in their atomic “clusters”, are approximants of a single, as-yet unknown, class of quasicrystal.
3.1 Introduction

To most physical scientists, the world of intermetallic phases is dominated by simple variants of a few familiar structures: face-centered cubic (fcc), hexagonal closest-packed (hcp), and body-centered cubic (bcc). Indeed, these structures can take our understanding a long way, as they account for most metallic elemental structures, as well as many atomically ordered intermetallic compounds and atomically disordered alloys. However, there are also extensive classes of much more complex intermetallic compounds. A deeper understanding of these more complicated phases is necessary if physical scientists are to become fully conversant with metallic structures, and, as metals make up more than \( \frac{2}{3} \) of the periodic table, if we are to appreciate the intricacies of some half of all thermodynamically stable binary compounds.

In this paper, we concentrate on one important branch of these more complicated structures: cubic crystal compounds of purely metallic elements. *Pearson’s Handbook of Crystallographic Data for Intermetallic Phases*\(^6\) shows us that (limiting ourselves to structure types whose compounds often consist entirely of elements in the first twelve columns of the periodic table) the most common complex cubic structure types are quite varied. The MgCu\(_2\)\(^{85}\) structure type is found in 807 compounds. In descending order of frequency are then the Cr\(_3\)Si\(^{86}\) (260 compounds), Th\(_6\)Mn\(_{23}\)\(^{87}\) (204 compounds), NaZn\(_{13}\)\(^{88}\) (91 compounds), Be\(_5\)Au\(^{89}\) (75 compounds), α-Mn\(^{72}\) (73 compounds), Ti\(_2\)Ni\(^{32}\) (62 compounds), β-Mn\(^{90}\) (41 compounds), Cu\(_5\)Zn\(_8\)\(^{10}\) (39 compounds), Sm\(_{11}\)Cd\(_{45}\)\(^{15}\) (19 compounds), and YCd\(_6\)\(^{91}\) (19 compounds) structures.

This paper focuses on six of the above eleven structure types: the MgCu\(_2\) (the
cubic Laves phase), Be$_2$Au, $\alpha$-Mn (the $\chi$-phase), Ti$_2$Ni, Cu$_5$Zn$_8$ (γ-brass), and Sm$_{11}$Cd$_{45}$ structures.\textsuperscript{a} We consider these six because either the structures themselves or more complex variants of them exhibit a common pseudo-fivefold symmetry. The common pseudo-fivefold axes lie along the ⟨110⟩ directions of the cubic unit cell, as opposed to the ⟨1τ0⟩ directions of other known cubic quasicrystal approximants ($\tau = \frac{1 + \sqrt{5}}{2}$).\textsuperscript{65} Interestingly, while there are 3-D point groups with fivefold axes along the ⟨1τ0⟩ directions (e.g., the $I_h$ point group), there are no 3-D point groups with fivefold axes along the ⟨110⟩ directions.

Earlier work by Sadoc and Mosseri\textsuperscript{69,70} has shown that the MgCu$_2$, γ-brass, and $\alpha$-Mn structures can be understood in terms of a 4-D Platonic solid, the 600-cell. This finding helps rationalize the observed pseudo-fivefold symmetry in these structures. The 600-cell, along with its dual, the 120-cell, are the 4-D Platonic solids with the greatest number of symmetry elements (14,400 in total).\textsuperscript{76} Among these symmetries are numerous fivefold rotations. One type of projection, the 4-D to 3-D cell-projection (we explain cell-projection later in this paper), places six of these fivefold operations closest to the center of the projection. By virtue of being closest to the center, these six fivefold operations best preserve their fivefold pseudosymmetry when projected into 3-D.\textsuperscript{b} The six projected pseudo-fivefold axes lie exactly along the ⟨110⟩ directions of a cube. Thus, the symmetry of the 600-cell can be used to account for the pseudo-fivefold symmetry in the above structure types.\textsuperscript{56}

One limitation of the above approach is that the 600-cell, for all its complexity, is still a finite polyhedroid,\textsuperscript{c} while the structures of interest in this paper are

\textsuperscript{a}Several of the remaining structure types (e.g., Cr$_3$Si and YCd$_6$) are known to be quasicrystal approximants of 3-D point group quasicrystals.\textsuperscript{92,93}

\textsuperscript{b}In 4-D, fivefold rotations occur around invariant planes. When projected into 3-D, they become pseudo-fivefold rotations, and occur around invariant axes.

\textsuperscript{c}A polyhedroid\textsuperscript{73,74} is the 4-D analog of a 3-D polyhedron. Just as a polygon is composed of
extended crystals and are hence infinite in size. One way around this difficulty has been the introduction of disclination lines. In this paper, we adopt an alternate approach. Rather than consider the 600-cell itself, we consider a 4-D structure which has the same 4-D point group as the 600-cell but which, like the crystal structures of interest, is infinite in size. This 4-D object is the 4-D quasicrystal first proposed by Elser and Sloane and later studied by Moody, Patera, Sadoc, and Mosseri.

The Elser-Sloane 4-D quasicrystal, since its introduction in 1987, has lost favor to the now well-known 6-D crystal to 3-D quasicrystal model. In the more widely used 6-D to 3-D model, as well as in all other quasicrystals and quasicrystal approximants of which we know, quasicrystals are rationalized by combining a 3-D point group with higher-dimensional translations. In this paper, by contrast, we find that rational approximants of the Elser-Sloane 4-D quasicrystal, with its fundamentally higher-dimensional point group, coupled with a 4-D to 3-D cell-projection can account for all the atomic positions of Be$_5$Au and all the heavier atom sites of Li$_{21}$Si$_5$, Sm$_{11}$Cd$_{45}$, and Mg$_{44}$Ir$_7$. For the latter three structures, quasicrystal approximants of the Elser-Sloane quasicrystal account for respectively $\frac{10}{12}$, $\frac{9}{13}$, and $\frac{9}{11}$ of the lighter atom sites.

These results are of particular interest as Be$_5$Au and Li$_{21}$Si$_5$ are themselves exact superstructures of two of the title compounds of this article: MgCu$_2$ (the cubic Laves phase) and Cu$_5$Zn$_8$ ($\gamma$-brass), respectively. Furthermore, Sm$_{11}$Cd$_{45}$ is a superstructure built up from the $\alpha$-Mn structure coupled with bcc. It has been recently shown that Mg$_{44}$Ir$_7$ is nicely rationalized as being composed of twinned Ti$_2$Ni-type domains. Both Sm$_{11}$Cd$_{45}$ and Mg$_{44}$Ir$_7$ belong to a family of vertices and edges and a polyhedron consists of vertices, edges, and faces, a 4-D polyhedroid has vertices, edges, faces, and polyhedra. These polyhedra are referred to as cells. The name 600-cell means that this polyhedroid contains 600 polyhedra.
superstructures (here termed $2 \times 2 \times 2$ superstructures for their usual description as arrays of “clusters” in large unit cells) first studied by Westman, Westin, and Samson.\textsuperscript{7,8,12–26,28,71}

While it is superstructures ($\text{Be}_5\text{Au}$, $\text{Li}_{21}\text{Si}_5$, $\text{Sm}_{11}\text{Cd}_{45}$, and $\text{Mg}_{44}\text{Ir}_7$) which have the most enhanced pseudo-fivefold symmetry along the ⟨110⟩ directions, and which therefore connect best to the Elser-Sloane model, it seems fair to assume that their substructures ($\text{MgCu}_2$, $\text{Cu}_5\text{Zn}_8$, $\text{Ti}_2\text{Ni}$, and $\alpha$-Mn) are also implicated in the Elser-Sloane model. With this ansatz, the results of this paper suggest that four of the most common complex cubic metallic structures ($\text{MgCu}_2$, $\text{Be}_5\text{Au}$, $\text{Cu}_5\text{Zn}_8$, and $\text{Sm}_{11}\text{Cd}_{45}$) are all related to rational cell-projections of the 4-D quasicrystal model. The results further tentatively suggest that an additional two common structure types ($\text{Ti}_2\text{Ni}$ and $\alpha$-Mn) are also so connected. We begin with the Laves phase $\text{MgCu}_2$ and its superstructure $\text{Be}_5\text{Au}$.

### 3.2 The Cubic Laves Structure: $\text{MgCu}_2$ and $\text{Be}_5\text{Au}$

The three most common binary intermetallic stoichiometries are $1 : 1$, $1 : 2$, and $1 : 3$. While the $1 : 1$ and $1 : 3$ stoichiometries are dominated by ordered variants of fcc, hcp, and bcc, the $1 : 2$ stoichiometry’s most common structures are Laves phases.\textsuperscript{6} In this paper, we consider the cubic Laves structure $\text{MgCu}_2$. In $\text{MgCu}_2$, the Mg atoms lie in a diamond network (Figure 3.2a), while the Cu atoms form a network of vertex-sharing tetrahedra (Figure 3.2b). The full $\text{MgCu}_2$ structure is illustrated in Figure 3.2c.

The most common $\text{MgCu}_2$ superstructure is the $\text{Be}_5\text{Au}$ type. In this superstructure, the network of vertex-sharing tetrahedra remains all one atom type.
Figure 3.2: The cubic Laves structure MgCu$_2$ and its superstructure Be$_5$Au. a) A diamond network of Mg (red) atoms and b) a vertex-sharing tetrahedral network of Cu (blue) atoms combine to make c) the MgCu$_2$ structure. d) A diamond network of alternating Be (purple) and Au (orange) atoms and e) a vertex-sharing tetrahedral network of Be atoms combine to make f) Be$_5$Au.

(Be), but the original diamond network is replaced by an alternating network of the two atom types (Au and Be). The alternating network (Figure 3.2d) may be recognized as a sphalerite-like ordering of a diamond network. The vertex-sharing tetrahedra and the full Be$_5$Au structure are illustrated in Figure 3.2e,f.

While the MgCu$_2$ and Be$_5$Au structures differ only in the type of atom lying at individual sites, and may be thought of as having very similar structures, their diffraction patterns are noticeably different. Be$_5$Au has marked pseudo-tenfold diffraction symmetry (pseudo-fivefold structural symmetry coupled with Friedel’s Law$^{57}$) along the ⟨110⟩ directions; MgCu$_2$ does not. In Figure 3.3, we illustrate the calculated diffraction patterns$^{35}$ of both of these structures along [110]. The MgCu$_2$ diffraction pattern (Figure 3.3a) is a standard pattern with an immediately discernible rhomboid reciprocal lattice. By contrast, the
dominant diffraction peaks of the Be$_5$Au structure (Figure 3.3b) lie in two concentric rings, each composed of ten peaks. Given the constraint of the large reciprocal lattice (due to the relatively small direct lattice vectors), it is noteworthy how well these two tenfold rings parse themselves to give an overall pseudo-tenfold diffraction symmetry.

Figure 3.3: The strongest peaks in the [110] X-ray diffraction patterns of the a) MgCu$_2$ and b) Be$_5$Au structures. The site preferences in the Be$_5$Au structure give it a pseudo-tenfold diffraction symmetry that is absent in MgCu$_2$. The latter pattern was calculated using the isostructural compound UCu$_5$, a compound for which the pseudosymmetry is particularly vivid.

To understand the Be$_5$Au structure, we must rationalize its pseudo-tenfold diffraction symmetry. In our hands, such a rationalization is based on a higher-dimensional lattice, the $E_8$ lattice, which lies at the foundation of the Elser-Sloane quasicrystal model. Remarkably, this higher-dimensional crystal lattice lies in 8-D space; our interest will be in 3-D projections of it.
3.2.1 The $E_8$ Lattice and its Three-Dimensional Cell-Centered Projection

When it comes to using the 4-D 600-cell to generate 3-D projected crystal structures, there is a major complication: the 600-cell 4-D point group is not found in any 4-D space groups. In this, it is entirely akin to the 3-D $I_h$ point group, which is not found in any 3-D space groups. Just as in the $I_h$ case, where one needs to extend to a higher dimension (6-D is generally chosen\textsuperscript{96–99}) to find a space group which contains $I_h$ symmetry, we will extend into 8-D in the case of the 600-cell point group.\textsuperscript{82,94,95,100} In the former case, projection from a 6-D crystalline lattice results in 3-D $I_h$ quasicrystals. In the latter case, Elser and Sloane have found that projection from an 8-D crystalline lattice results in a 4-D quasicrystal with 600-cell point group symmetry.\textsuperscript{82}

The 8-D lattice in question is the closest-packed $E_8$ lattice, with points of the types $(n_1,n_2,n_3,n_4,n_5,n_6,n_7,n_8)$ and $(n_1 + \frac{1}{2}, n_2 + \frac{1}{2}, n_3 + \frac{1}{2}, n_4 + \frac{1}{2}, n_5 + \frac{1}{2}, n_6 + \frac{1}{2}, n_7 + \frac{1}{2}, n_8 + \frac{1}{2})$. In both cases, the $n_i$ are all integers and their sum is even (i.e., $\sum_{i=1}^{8} n_i = 2N$).\textsuperscript{101} As the crystal structures discussed in this paper are of $T_d$ point group symmetry, our interest will be in 3-D projections of the $E_8$ lattice which preserve an overall 3-D $T_d$ symmetry. We adapt a procedure from our previous paper.

In this earlier work, we required a projection of the 4-D 600-cell which placed a single tetrahedral cell at the center of the projection. In so doing, it preserved an overall $T_d$ symmetry in the 3-D projected atomic cluster. This specification—that the four 4-D sites of a given 4-D tetrahedral cell project to the four sites of a 3-D tetrahedron—exactly determines all twelve matrix elements of the $3 \times 4$
projection matrix; it exactly determines what we term a cell-projection. Applying this same $3 \times 4$ matrix to the remaining sites of the 600-cell generates the full 3-D cell-projected 600-cell.\textsuperscript{56}

Important to the current paper is that, just outside the central tetrahedron of the 3-D cell-projected 600-cell, there is a second tetrahedron roughly 1.6 times larger in size. This larger tetrahedron is termed the outer tetrahedron (OT), and the smaller one the inner tetrahedron (IT). The eight vertices that comprise IT and OT are collectively known as a stella quadrangula (Figure 3.4a).\textsuperscript{33,34} One feature of the stella quadrangula that will be key to our later discussion is that each OT site, together with the triangular IT face nearest to it, forms a capping tetrahedron (Figure 3.4b). These capping tetrahedra are perfectly regular in shape if OT is exactly the golden mean times larger than IT ($\tau = \frac{1+\sqrt{5}}{2}$).

![Figure 3.4: The eight-vertex formation known as a stella quadrangula. The vertices are shown as a) a single polyhedron, and b) an inner tetrahedron (IT, red) and an outer tetrahedron (OT, blue). Highlighted in gray in the latter view is a tetrahedron composed of three IT atoms and one OT atom, which caps the inner tetrahedron.](image)

The stella quadrangula is vital to the desired 8-D to 3-D projection, for which a $3 \times 8$ matrix rather than the previous $3 \times 4$ matrix is required. For 8-D, we need to specify how eight, not four, sites project into 3-D. The natural choice for these eight sites are those comprising the stella quadrangula—the four IT sites and the four OT sites. In order to choose which 8-D points project
onto this 3-D stella quadrangula, we consider a stella quadrangula from the Elser-Sloane quasicrystal and determine the eight 8-D points which project onto it. We find the points \((1,0,0,0,1,0,0,0)\), \((1,0,0,0,0,1,0,0)\), \((1,0,0,0,0,0,1,0)\), and \((1,0,0,0,0,0,0,1)\) project onto the IT of the stella quadrangula, while the points \((\frac{1}{2},\frac{1}{2},\frac{1}{2},\frac{1}{2},\frac{1}{2},\frac{1}{2},\frac{1}{2},\frac{1}{2})\), \((\frac{1}{2},-\frac{1}{2},\frac{1}{2},\frac{1}{2},\frac{1}{2},\frac{1}{2},\frac{1}{2},\frac{1}{2})\), \((\frac{1}{2},-\frac{1}{2},\frac{1}{2},\frac{1}{2},\frac{1}{2},\frac{1}{2},\frac{1}{2},\frac{1}{2})\), and \((\frac{1}{2},\frac{1}{2},-\frac{1}{2},\frac{1}{2},\frac{1}{2},\frac{1}{2},\frac{1}{2},\frac{1}{2})\) project onto the OT.

We therefore require that,

\[
(1,0,0,0,1,0,0,0) \rightarrow (1,1,1) \\
(1,0,0,0,0,1,0,0) \rightarrow (1,-1,-1) \\
(1,0,0,0,0,0,1,0) \rightarrow (-1,1,-1) \\
(1,0,0,0,0,0,0,1) \rightarrow (-1,-1,1) \\
\left(\frac{1}{2},\frac{1}{2},\frac{1}{2},\frac{1}{2},\frac{1}{2},\frac{1}{2},\frac{1}{2},\frac{1}{2}\right) \rightarrow (-t,-t,-t) \\
\left(\frac{1}{2},-\frac{1}{2},-\frac{1}{2},\frac{1}{2},\frac{1}{2},\frac{1}{2},\frac{1}{2},\frac{1}{2}\right) \rightarrow (t,-t,t) \\
\left(\frac{1}{2},-\frac{1}{2},-\frac{1}{2},-\frac{1}{2},\frac{1}{2},\frac{1}{2},\frac{1}{2},\frac{1}{2}\right) \rightarrow (-t,t,t) \\
\left(\frac{1}{2},\frac{1}{2},-\frac{1}{2},-\frac{1}{2},\frac{1}{2},\frac{1}{2},\frac{1}{2},\frac{1}{2}\right) \rightarrow (t,t,-t).
\]

Taking the above 8-D and 3-D points to be column vectors, the \(3 \times 8\) matrix that performs these transformations is,

\[
\begin{pmatrix}
0 & 0 & -2t & 0 & 1 & 1 & -1 & -1 \\
0 & 0 & 0 & -2t & 1 & -1 & 1 & -1 \\
0 & -2t & 0 & 0 & 1 & -1 & -1 & 1
\end{pmatrix}.
\]
3.2.2 The $\frac{1}{t}$ Quasicrystal Approximant

Projection Matrix

Given a value of $t$, the above $3\times8$ matrix exactly defines the 8-D to 3-D projection. As we have noted above, if $t = \tau$, the resultant 3-D stella quadrangula will have perfectly regular capping tetrahedra. But, as we will find later, for this value and indeed for any irrational value of $t$, the resultant 3-D structure will be a quasicrystal. Rather than show this directly, we consider first several rational values of $t$.

We consider a sequence of rational numbers which converges to $\tau$. The sequence chosen is composed of the ratios of consecutive members of the Fibonacci sequence $(1, 1, 2, 3, 5, 8, 13, \ldots)$. As can be seen by inspection, this sequence $(\frac{1}{1}, \frac{2}{1}, \frac{3}{2}, \frac{5}{3}, \frac{8}{5}, \frac{13}{8}, \ldots)$ converges rapidly to the desired value. We consider first $t = \frac{1}{1} = 1$. For this value, the $3 \times 8$ projection matrix reduces to,

\[
\begin{pmatrix}
0 & 0 & -2 & 0 & 1 & 1 & -1 & -1 \\
0 & 0 & 0 & -2 & 1 & -1 & 1 & -1 \\
0 & -2 & 0 & 0 & 1 & -1 & -1 & 1
\end{pmatrix}
\]

We consider now the three column vectors,
a linear combination of integer multiples of the 8-D vectors can be seen as three ordinary 3-D unit cell axes. As their names suggest, these three orthogonal vectors can be taken to be standard 3-D unit cell vectors.

\[
\begin{align*}
    \mathbf{a} &= \begin{pmatrix}
        0 \\
        0 \\
        -2 \\
        0 \\
        1 \\
        1 \\
        -1 \\
        -1 \\
    \end{pmatrix}, &
    \mathbf{b} &= \begin{pmatrix}
        0 \\
        0 \\
        -2 \\
        -2 \\
        1 \\
        -1 \\
        1 \\
        -1 \\
    \end{pmatrix}, &
    \mathbf{c} &= \begin{pmatrix}
        0 \\
        -2 \\
        0 \\
        0 \\
        0 \\
        0 \\
        0 \\
        1 \\
    \end{pmatrix}.
\end{align*}
\]

These three vectors are the transposed rows of the projection matrix. As can be directly verified, these three column vectors project onto respectively, three orthogonal 3-D vectors. As their names suggest, these three orthogonal vectors can be seen as three ordinary 3-D unit cell axes.\(^d\)

To cement this view, consider a given \(E_8\) lattice point. Add to this 8-D vector a linear combination of integer multiples of the 8-D \(\mathbf{a}, \mathbf{b},\) and \(\mathbf{c}\) vectors. This addition will generate a new 8-D vector corresponding to a new \(E_8\) lattice point. Under the 8-D to 3-D projection, this new \(E_8\) lattice point will project onto a 3-D position related to the original projected 3-D position by the same combination of \(\vec{\mathbf{a}}, \vec{\mathbf{b}},\) and \(\vec{\mathbf{c}}\) as the initially chosen combination of \(\mathbf{a}, \mathbf{b},\) and \(\mathbf{c}\). Therefore, \(\vec{\mathbf{a}}, \vec{\mathbf{b}},\) and \(\vec{\mathbf{c}}\) can be taken to be standard 3-D unit cell vectors.

\(^d\)In this paper, we adopt the nomenclature that bold-font \(\mathbf{a}\) is an 8-D vector, \(\vec{\mathbf{a}}\) is a 3-D vector, and \(a\) is a scalar, the length of \(\vec{\mathbf{a}}\).
Projected Distance

The $3 \times 8$ matrix with $\tau = \frac{1}{\tau} = 1$ projects $E_8$ onto a 3-D crystalline structure. However, this 3-D structure by itself is not of great interest; it is merely bcc. More useful projections will be ones in which only a portion of the $E_8$ lattice is projected into 3-D. To construct these, we require two additional concepts.

First is the concept of *projected distance*: the distance between the original and projected coordinates. To explain what we mean by this, let us first illustrate projected distance in a simpler projection. In Figure 3.5a, we project a 2-D square lattice onto a 1-D line. This amounts to collapsing each lattice point perpendicularly onto the line (from the black circles to the cyan circles in the figure). The lengths of the red line segments are the projected distances of the points.

![Figure 3.5](image)

**Figure 3.5:** An illustration of projected distance and the effect of lattice translation, using the simpler projection of a 2-D square lattice onto to 1-D line. a) The points of a 2-D square lattice project onto a 1-D line (cyan) if they lie within a specified distance of that line (i.e., within the thinner gray lines). The lengths of the red line segments connecting the lattice points (black) to their projections (cyan) are what we define as projected distances. b) When the 2-D lattice is translated downward and the same rule is applied, the result is a qualitatively different projection that includes points with varying projected distances.
The concept of projected distance is the same for our 8-D to 3-D projection; it is the distance from an 8-D point to the 3-D “slice” onto which it is projected. This can be defined formally as the perpendicular distance from an 8-D point to the 3-D span of the rows of the projection matrix. We will assume, as is standard, that sites which project over a shorter distance count more heavily in the final structure than those which project over a longer distance. At the bottom of Figure 3.5, we represent points with shorter projected distances using larger circles. Points which lie beyond a specified projected distance, denoted by the gray lines, are not projected at all.

This standard concept enriches the possibilities of 3-D projected structures, in a way which we again illustrate using the simple 2-D to 1-D projection. In Figure 3.5b, the entire 2-D square lattice is translated downward with respect to the 1-D line of projection. This translation changes the projected distances of each point, moving some points closer to the line and others farther from it. The points that lie exactly on the line count more heavily in the projection than do the points farther from the line (and are consequently shown as larger circles at the bottom of Figure 3.5b). Thus, the translation of the lattice fundamentally alters the 1-D projected structure by changing which points count most heavily in the projection.

This type of translation can be extended to the $E_8$ lattice in our projections. The $E_8$ lattice can be translated by an 8-D vector $\mathbf{x}$, which will determine which lattice points have the shortest projected distances, and thus count most heavily. All of the structure types on which we focus in this paper—MgCu$_2$, Be$_3$Au, Cu$_5$Zn$_6$, Li$_2$Si$_5$, Ti$_2$Ni, $\alpha$-Mn, Sm$_{11}$Cd$_{45}$, and Mg$_{44}$Ir$_7$—have centers of $T_d$ point group symmetry. Our interest is therefore in vectors $\mathbf{x}$ which leave the $T_d$ sym-
metry of the stella quadrangula unchanged. We must explore all x which maintain the equal projected distances of the four IT sites as well as the four OT sites. Some thought shows that vectors of the type \((x_1, 0, 0, x_2, x_2, x_2, x_2)\) preserve the above equalities. There are therefore two free independent variables within the framework of \(t = \frac{1}{1} = 1\) projection: \(x_1\) and \(x_2\).

### 3.2.3 Generating the Be\(_5\)Au Structure

We now apply the \(t = \frac{1}{1} = 1\) model to the Be\(_5\)Au structure. Be\(_5\)Au is a fully ordered structure, with four Au atoms and twenty Be atoms in its cubic unit cell. This brings us to the second concept required to fully specify a projection. If we wish to replicate the Be\(_5\)Au structure through projection, we must make a rule deciding which \(E_8\) lattice points project as Au and which as Be. Our rule is as follows: for a given projection (corresponding to a pair of values \(x_1\) and \(x_2\)), we take the four lattice points with the shortest projected distances to be Au atoms (the heavier element), and the next twenty points to be Be atoms (the lighter element). All sites with projected distances longer than these twenty-four will remain unoccupied. In this way, we ensure that our projections have the desired population and stoichiometry.

Given this rule, we can now generate a 3-D crystal structure corresponding to any pair of values \(x_1\) and \(x_2\). Naturally, some of these structures will be more similar to the experimental Be\(_5\)Au structure than others. In Figure 3.6, we quantitatively assess how well each projection matches the Be\(_5\)Au structure. For given pairs of \(x_1\) and \(x_2\) parameters, we plot the total number of projected atoms that exactly correspond (including atom type) to the twenty-four exper-
imental atoms. That is, we plot the number of projected Au atoms that exactly correspond to the four experimental Au atoms plus the number of projected Be atoms that exactly correspond to the twenty experimental Be atoms.

Figure 3.6: Correspondence between $\frac{1}{3}$ projected structures and the experimental Be$_5$Au structure as a function of $x_1$ and $x_2$, for a region containing all unique projected structures. The plot shows the number of atoms in the projected unit cell whose positions and elements exactly match those of experimental Be$_5$Au. There are substantial regions (shown in red) in which the match is perfect. In other regions, the projection perfectly matches the experimental CaF$_2$ structure.

The red regions in Figure 3.6 represent projections in which all four Au atoms and all twenty Be atoms exactly correspond to those in the experimental Be$_5$Au structure. As we can see, there are substantial regions in which the match between projected and experimental crystal structure is perfect. These results suggest that the Be$_5$Au structure can be profitably taken to be a rational projection of the $E_8$ lattice. And as Be$_5$Au is an exact superstructure of the cubic Laves phase MgCu$_2$ structure, the parent structure itself can also be so understood.

Before leaving our analysis of Figure 3.6, it is worth examining some of the values of $x_1$ and $x_2$ which lead to structures other than the Be$_5$Au structure.
As the blue regions of the figure suggest, a very different structure emerges near the values of $x_1 = 0$ and $x_2 = \frac{1}{2}$. This projected structure proves to be the CaF$_2$ structure type. As Figure 3.6 illustrates, it consists of an fcc lattice of the heavier element (the Ca site) which has all its tetrahedral holes filled by the lighter element (the F sites). An examination of known intermetallic CaF$_2$-type compounds confirms that the Ca and F sites are generally occupied by respectively the heavier and the lighter metallic elements.\textsuperscript{6}

### 3.3 γ-Brass and the Li$_{21}$Si$_5$ Structure

The cubic unit cell of Cu$_5$Zn$_8$ (γ-brass), with fifty-two atoms, is roughly twice the size of those of the MgCu$_2$ and Be$_5$Au structures. It is composed of a body-centered arrangement of two identical 26-atom clusters, which are based on the stella quadrangula. As we show in Figure 3.7, the stella quadrangula has two types of edges—those which link IT atoms to each other, and those which link IT to OT atoms. Capping each of the IT-IT edges with an atom generates an octahedron, referred to as OH (Figure 3.7a). Similarly, capping the twelve IT-OT edges generates a distorted cubo-octahedron, referred to as CO (Figure 3.7b). The resulting edge-capped stella quadrangula (Figure 3.7c, left) has twenty-six vertices (4 IT + 4 OT + 6 OH + 12 CO = 26), and is completely equivalent to the γ-brass cluster. On the right side of Figure 3.7c, we show a second view of the γ-brass cluster, which is more suggestive of the experimental site preferences in Cu$_5$Zn$_8$. The OT and OH sites, which are occupied by Cu atoms in Cu$_5$Zn$_8$, are connected as a black adamantane-like cage. The IT and CO sites, which are occupied by Zn, are connected as a light gray network of vertex-sharing tetrahedra. There are two of these 26-atom clusters in the 52-atom cubic unit
cell of Cu$_5$Zn$_8$, as shown in Figure 3.7d.

![Figure 3.7: The construction of an edge-capped stella quadrangula, alternatively known as a γ-brass cluster. a) One type of edge of the stella quadrangula is capped with atoms (orange) that form an octahedron (OH), while b) the other type of edge is capped with atoms (purple) that form a distorted cubo-octahedron (CO). c) The full 26-atom edge-capped stella quadrangula can be seen as four nested polyhedra (left), or alternatively as an adamantane-like cage (right, black) and a network of vertex-sharing tetrahedra (right, light gray). d) The cubic unit cell of Cu$_5$Zn$_8$ contains two such identical clusters in a body-centered arrangement.](image)

Our concern here will be with the γ-brass superstructure Li$_{21}$Si$_5$. This superstructure is significantly larger than the parent structure and has sixteen γ-brass clusters in its cubic unit cell. The unit cell has an $a$-axis length of 18.710 Å,
contains 416 atoms, and has a face-centered cubic Bravais lattice. The sixteen γ-brass clusters in this structure reduce to four crystallographically inequivalent clusters. It is convenient to consider the four clusters along the body diagonal of the cubic unit cell as representative examples of each crystallographically inequivalent cluster.

These four clusters are illustrated in Figure 3.8. For the sake of clarity, each is connected as an adamantane-like cage and a network of vertex-sharing tetrahedra (as illustrated on the right side of Figure 3.7c). Each cluster is given a specific name. The cluster centered at (0, 0, 0) is labeled Z for zero. Similarly, clusters centered at \((\frac{1}{4}, \frac{1}{4}, \frac{1}{4})\), \((\frac{1}{2}, \frac{1}{2}, \frac{1}{2})\), \((\frac{3}{4}, \frac{3}{4}, \frac{3}{4})\) are respectively called Q, H, and T (for quarter, half, and three-quarters).

![Figure 3.8: The four crystallographically inequivalent γ-brass clusters in the cubic unit cell of Li\(_{21}\)Si\(_{5}\). The four Si (blue) sites are ZOT, QOT, HOH, and TOH, while the remaining twelve sites are Li (red). The H cluster is shown in a) the same orientation as the others, and in b) an inverted orientation. The latter picture is more indicative of experimental atomic positions.](image)
Li$_{21}$Si$_5$ is a fully atomically ordered variant of the $\gamma$-brass structure. The OT sites of both the Z and Q clusters are occupied by Si atoms, as are the OH sites of the H and T clusters. We refer to the four Si sites as respectively ZOT, QOT, HOH, and TOH. The atomic ordering is illustrated in Figure 3.8. It is of interest that different sites are occupied by Si atoms: some are OT while others are OH.

Figure 3.8a shows a standard illustration of Li$_{21}$Si$_5$ with all four crystallographically inequivalent clusters oriented the same way. This standard view obfuscates one remarkable feature of the structure. While three of the four clusters in the Li$_{21}$Si$_5$ structure are typical $\gamma$-brass clusters, the inner tetrahedron of the H cluster is larger than the outer tetrahedron of the same cluster.

If we assume that inner tetrahedra should perforce be smaller than outer tetrahedra, we need to switch the atomic labels of these two sites. As shown in Figure 3.8b, it is possible to switch these labels and retain the overall edge-capped stella quadrangular geometry if we invert the entire H cluster. Thus, while one can describe Li$_{21}$Si$_5$ as a $2\times2\times2$ superstructure of $\gamma$-brass with all four $\gamma$-brass clusters oriented the same way, it is perhaps more atomically accurate to view this structure as a superstructure where three of the clusters have one orientation and the fourth cluster is inverted.

Just as in the case of Be$_3$Au and MgCu$_2$, the Li$_{21}$Si$_5$ superstructure has enhanced pseudo-tenfold diffraction symmetry along $\langle110\rangle$ compared to the Cu$_5$Zn$_8$ parent structure. The two diffraction patterns$^{35}$ are contrasted in Figure 3.9. As can be seen, the pseudo-tenfold diffraction of the Li$_{21}$Si$_5$ structure is quite marked. With its larger direct lattice cell and consequent smaller reciprocal lattice cell, the parsing of the ten concentric diffraction peaks is distinctly superior to what was found for Be$_3$Au.
3.3.1 The $\frac{2}{1}$ Quasicrystal Approximant

In an approach similar to that taken for the Be$_5$Au structure, we wish to show the connection between the Li$_{21}$Si$_5$ structure and the $E_8$ lattice. Its more complicated structure will require a few refinements to the overall procedure. In Be$_5$Au, all the atoms reside at positions of high symmetry, none of which contain any free atomic parameters. By contrast, in Li$_{21}$Si$_5$, there are four crystallographically inequivalent heavy atom sites and twelve inequivalent light atom sites with a combined twenty atomic parameters.

Our goal will be to project the $E_8$ lattice points near the experimentally observed atomic sites in Li$_{21}$Si$_5$. As we shall see, we will find a projection which locates all four inequivalent heavy atom sites and ten of the twelve inequivalent light atom sites. Moreover, this optimal structure will have three clusters with one orientation, and the H cluster correctly inverted.

For Li$_{21}$Si$_5$, we apply a $3 \times 8$ projection matrix where $t = \frac{2}{1} = 2$. 

---

Figure 3.9: The strongest peaks in the [110] X-ray diffraction patterns of the a) Cu$_5$Zn$_8$ and b) Li$_{21}$Si$_5$ structures. The site preferences in Li$_{21}$Si$_5$ give it a pseudo-tenfold diffraction symmetry that is absent in Cu$_5$Zn$_8$. 

---
\[
\begin{pmatrix}
0 & 0 & -4 & 0 & 1 & 1 & -1 & -1 \\
0 & 0 & 0 & -4 & 1 & -1 & 1 & -1 \\
0 & -4 & 0 & 0 & 1 & -1 & -1 & 1
\end{pmatrix}.
\]

Similarly to the previous case, the three transposed rows of this matrix form the three 8-D vectors,

\[
\begin{align*}
a &= \begin{pmatrix}
0 \\
0 \\
-4 \\
0 \\
1 \\
1 \\
-1 \\
-1
\end{pmatrix}, &
\quad b &= \begin{pmatrix}
0 \\
0 \\
-4 \\
0 \\
1 \\
1 \\
-1 \\
-1
\end{pmatrix}, &
\quad c &= \begin{pmatrix}
0 \\
-4 \\
0 \\
0 \\
1 \\
1 \\
-1 \\
1
\end{pmatrix},
\end{align*}
\]

which project onto the three orthogonal 3-D cell axis vectors,

\[
\begin{align*}
\vec{a} &= \begin{pmatrix}
20 \\
0 \\
0
\end{pmatrix}, &
\quad \vec{b} &= \begin{pmatrix}
0 \\
20 \\
0
\end{pmatrix}, &
\quad \vec{c} &= \begin{pmatrix}
0 \\
0 \\
20
\end{pmatrix}.
\end{align*}
\]

Just as in the previous case, the \(E_8\) lattice is subject to an 8-D translation by the vector \(x\). In order to retain the \(T_d\) symmetry of the projection, \(x\) must again be of the form \((x_1, 0, 0, 0, x_2, x_2, x_2, x_2)\), with the two free parameters \(x_1\) and \(x_2\). In Figure 3.10, we plot the agreement between the projected structure and the experimental \(Li_{21}Si_5\) structure as a function of these two parameters. Noting the
18.710 Å $a$-axis length of the experimental structure, we assume that projected atoms which lie within 1 Å of the actual atomic position are reasonably near the atomic position. As we shall see, most of the projected sites will lie significantly closer than the assumed 1 Å cut-off (with an average of 0.55 Å over the sixteen distinct sites in experimental Li$_{21}$Si$_5$).

As Figure 3.10 shows, when $x_1 = 0.81$ and $x_2 = 0.07$, all 80 Si atoms and 240 of the 336 Li atoms can be located. This corresponds to the correct determination of all four Si and ten of the twelve Li crystallographically inequivalent sites. In Table 3.1, all experimentally observed atomic sites are compared to their projected counterparts. Also given in this table are the projected distances of each of these sites for the optimal values of $x_1$ and $x_2$. A full account of this theoretical model is given in the Supporting Information (available online), which shows not only the sites that are found experimentally, but all sites in our theoretical projection.

Two features of the projected $E_8$ model are noteworthy. First, the projected model correctly finds that half the OT and half the OH sites are occupied by Si atoms. The ordering of the four clusters is the experimental one, with ZOT, QOT, HOH, and TOH being the four Si sites. Equally noteworthy is the success in generating the H cluster. All four crystallographically inequivalent H sites are contained in the optimal projected $E_8$ model (though one lies slightly beyond the 1 Å cut-off). These four sites belong to a cluster which is inverted with respect to the other three clusters. As we discussed above, this inversion is found experimentally.

While all the Si atoms are correctly determined, only 71% of the experimental Li atoms are correctly found. As Table 3.1 shows, one of the missing sites (HCO)
Figure 3.10: Correspondence between \( \frac{7}{10} \) projected structures and the experimental Li\(_{21}\)Si\(_{5}\) structure as a function of \( x_1 \) and \( x_2 \), for a region containing all unique projected structures. The plots show a) the number of projected Si atoms within 1 Å of experimental Si atoms, and b) the number of projected Li atoms within 1 Å of experimental Li atoms. The black dots indicate the optimal projection \( (x_1 = 0.81, x_2 = 0.07) \), for which 100% of the Si atoms and 71% of the Li atoms are correctly placed.

lies just beyond the established 1 Å cut-off (at 1.18 Å), while the other (QCO) lies just beyond the projected distance past which atoms do not project (1.03 vs. 1.02). A more complete understanding of the projected model of Li\(_{21}\)Si\(_{5}\) can be obtained from the Supporting Information (available online). As this complete list of projected sites shows, there is a clear trend of shorter projected distances where atoms are found experimentally, and longer projected distances where atoms are not found. Of the twenty-two sites that are predicted theoretically by our optimal model of Li\(_{21}\)Si\(_{5}\), fifteen are analogs of sites that are found experimentally. Of the thirty-four sites that lie beyond this optimal projection and are thus not predicted theoretically, thirty-three are not the analogs of experimental sites.
When looking at the discrepancies between the theoretical and experimental structures, it seems reasonable to assume that ordinary chemical constraints—atomic size, electronic structure, electronegativity, valence electron count, and quantum mechanics in general—should play a role in the structural energetics, and would thus modify the established “rules” for projection. We attribute the differences between the theoretical and experimental structures to such factors.
3.4 $\text{Sm}_{11}\text{Cd}_{45}$, $\text{Mg}_{44}\text{Ir}_7$, $\text{Ti}_2\text{Ni}$, and $\alpha$-Mn

We turn now to the $\text{Sm}_{11}\text{Cd}_{45}$ and $\text{Mg}_{44}\text{Ir}_7$ structures. Both structures have excellent pseudo-tenfold diffraction symmetry\(^{35}\) along $\langle 110 \rangle$, as shown in Figure 3.11. Both structures are ordered $F$-centered cubic structures with more than 400 atoms in their unit cells. Similarly to $\text{Li}_{21}\text{Si}_{5}$, their structures consist of four crystallographically inequivalent clusters centered at the $Z$, $Q$, $H$, and $T$ positions. In $\text{Sm}_{11}\text{Cd}_{45}$, two clusters are based on the $\alpha$-Mn structure, and two on bcc. In $\text{Mg}_{44}\text{Ir}_7$, clusters are derived from $\text{Ti}_2\text{Ni}$, $\gamma$-brass, and $\alpha$-Mn.\(^{27}\) We first turn to the new cluster types found in this pair of structures.

![Figure 3.11](image)

**Figure 3.11:** The strongest peaks in the [110] X-ray diffraction patterns of the a) $\text{Sm}_{11}\text{Cd}_{45}$ and b) $\text{Mg}_{44}\text{Ir}_7$ structures. Similarly to the structures we have already generated by projection, these two exhibit a pseudo-tenfold diffraction symmetry.

Three new cluster types need to be delineated: the $\alpha$-Mn, $\text{Ti}_2\text{Ni}$, and bcc clusters. In Figure 3.12, we illustrate these three new cluster types. Site names used in describing $\gamma$-brass can also be used for the $\text{Ti}_2\text{Ni}$ cluster (Figure 3.12a). For $\alpha$-Mn and bcc (Figure 3.12b,c), however, in addition to the previously discussed site types, two new sites are also found: the cluster center (CC) and the truncated tetrahedron (TT). In Figure 3.13, we illustrate the crystallographically inequivalent clusters of $\text{Sm}_{11}\text{Cd}_{45}$ and $\text{Mg}_{44}\text{Ir}_7$ using the nomenclature derived
in Figure 3.8.

Figure 3.12: The a) Ti$_2$Ni, b) α-Mn, and c) body-centered cubic atomic clusters, connected as polyhedra according to their crystallographically inequivalent sites. In all, the clusters include six types of sites, which we abbreviate using two-letter names: CC (yellow), IT (red), OT (blue), OH (orange), TT (green), and CO (purple).

The heavy atoms of these two structures occupy a variety of site types. The Sm sites in Sm$_{11}$Cd$_{45}$ are ZCC, ZCO, QCC, HOT, and TOT, while the Ir sites in Mg$_{44}$Ir$_7$ are ZOT, QOT, and TOH. In all, four different site types—CC, OT, OH and CO—are occupied by heavier atoms.

We turn now to $t = \frac{2}{1} = 2$ models of the two structures. With the same approach as was previously used for Li$_{21}$Si$_5$, we plot the agreement between calculated and experimentally observed atomic sites for both the heavy and light atoms in Sm$_{11}$Cd$_{45}$ and Mg$_{44}$Ir$_7$ (Figure 3.14). For the former system and the values $x_1 = 0.36$ and $x_2 = 0.11$, all 88 Sm atoms (all five crystallographically inequivalent Sm sites) and 224 of the 360 Cd atoms (nine of thirteen Cd sites) are correctly located. For Mg$_{44}$Ir$_7$, optimal agreement occurs when $x_1 = 0.61$.
Figure 3.13: The four crystallographically inequivalent atomic clusters in the cubic unit cells of a) Sm$_{11}$Cd$_{45}$ and b) Mg$_{44}$Ir$_7$. In both cases, the heavier element is shown in blue, and the lighter element in red. The five Sm sites in Sm$_{11}$Cd$_{45}$ are ZCC, ZCO, QCC, HOT, and TOT, and the three Ir sites in Mg$_{44}$Ir$_7$ are ZOT, QOT, and TOH.

and $x_2 = 0.06$, when all 56 Ir atoms (all three crystallographically inequivalent Ir sites) and 232 of 352 Mg atoms (nine of eleven Mg sites) are successfully found. Tables 3.2 and 3.3 compare the projected and experimental atomic sites in Sm$_{11}$Cd$_{45}$ and Mg$_{44}$Ir$_7$, respectively.

The accuracy of these models is comparable to what was found for Li$_{21}$Si$_5$. All heavy atoms and 60-70% of light atoms are correctly located in the best projections for each structure. It is noteworthy that the projected $E_8$ models correctly account for the unusual mixture of CC, OT, OH, and CO sites occupied by the heavier elements.

Complete lists of the all the sites generated by our optimal Sm$_{11}$Cd$_{45}$ and
Figure 3.14: Correspondence between projected structures and the experimental a) Sm$_{11}$Cd$_{45}$ and b) Mg$_{44}$Ir$_7$ structures as functions of $x_1$ and $x_2$. In both panels, the plots show the number of projected heavy atoms within 1 Å of experimental heavy atoms (left), and the number of projected light atoms within 1 Å of experimental light atoms (right). The black dots indicate the optimal projection for each structure. For Sm$_{11}$Cd$_{45}$, the optimal point ($x_1 = 0.36$, $x_2 = 0.11$) correctly places 100% of the Sm atoms and 62% of the Cd atoms. For Mg$_{44}$Ir$_7$, the optimal point ($x_1 = 0.61$, $x_2 = 0.06$) correctly places 100% of the Ir atoms and 66% of the Mg atoms.

Mg$_{44}$Ir$_7$ projections are given in the Supporting Information (available online). As in the case of Li$_{21}$Si$_5$, these lists show a clear trend of shorter projected distances where atoms are found experimentally, and longer projected distances where atoms are not found. In the optimal theoretical models of both Sm$_{11}$Cd$_{45}$ and Mg$_{44}$Ir$_7$, thirty-seven sites lie beyond the projections and are thus not predicted theoretically. Comparing these two theoretical models to experiment, respectively thirty-three and thirty-five of those theoretically empty sites are correctly not the analogs of experimental atomic sites.
3.5 The Possibility of a New Quasicrystal

We have invoked many non-closest-packed cubic structures in this paper: MgCu$_2$ (the cubic Laves phase), Be$_5$Au, Cu$_5$Zn$_8$ (γ-brass), Li$_{21}$Si$_5$, Ti$_2$Ni, α-Mn, Sm$_{11}$Cd$_{45}$, and Mg$_{44}$Ir$_7$. All of these structures are connected to 3-D cell-projections of the $E_8$ lattice. If such quasicrystal approximants are so readily found, one might suppose that an actual cell-projected quasicrystal could also

Table 3.2: Calculated atomic sites (in fractional coordinates of the cubic unit cell) in the $\frac{1}{4}$ projection centered at (0.36, 0.0, 0.0, 0.11, 0.11, 0.11) which match the experimental sites in Sm$_{11}$Cd$_{45}$.

<table>
<thead>
<tr>
<th>Theoretical coordinates</th>
<th>Theor. element</th>
<th>Proj. distance</th>
<th>Experimental coordinates</th>
<th>Exp. element</th>
<th>Exp. site name</th>
<th>Separation</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0.00, 0.00, 0.00)</td>
<td>Sm</td>
<td>0.42</td>
<td>(0.000, 0.000, 0.000)</td>
<td>Sm</td>
<td>ZCC</td>
<td>0.00 Å</td>
</tr>
<tr>
<td>(0.25, 0.25, 0.25)</td>
<td>Sm</td>
<td>0.46</td>
<td>(0.250, 0.250, 0.250)</td>
<td>Sm</td>
<td>QCC</td>
<td>0.00 Å</td>
</tr>
<tr>
<td>(0.40, 0.40, 0.40)</td>
<td>Sm</td>
<td>0.47</td>
<td>(0.406, 0.406, 0.406)</td>
<td>Sm</td>
<td>HOT</td>
<td>0.22 Å</td>
</tr>
<tr>
<td>(0.65, 0.65, 0.65)</td>
<td>Sm</td>
<td>0.50</td>
<td>(0.662, 0.662, 0.662)</td>
<td>Sm</td>
<td>TOT</td>
<td>0.44 Å</td>
</tr>
<tr>
<td>(0.20, 0.20, 0.00)</td>
<td>Sm</td>
<td>0.76</td>
<td>(0.174, 0.174, 0.014)</td>
<td>Sm</td>
<td>ZCO</td>
<td>0.87 Å</td>
</tr>
<tr>
<td>(0.45, 0.45, 0.25)</td>
<td>Cd</td>
<td>0.78</td>
<td>(0.438, 0.438, 0.263)</td>
<td>Cd</td>
<td>QCO</td>
<td>0.47 Å</td>
</tr>
<tr>
<td>(0.90, 0.90, 0.80)</td>
<td>Cd</td>
<td>0.79</td>
<td>(0.916, 0.916, 0.764)</td>
<td>Cd</td>
<td>TCO</td>
<td>0.93 Å</td>
</tr>
<tr>
<td>(0.75, 0.75, 0.75)</td>
<td>Cd</td>
<td>0.80</td>
<td>(0.750, 0.750, 0.750)</td>
<td>Cd</td>
<td>TCC</td>
<td>0.00 Å</td>
</tr>
<tr>
<td>(0.20, 0.00, 0.00)</td>
<td>Cd</td>
<td>0.81</td>
<td>(0.157, 0.000, 0.000)</td>
<td>Cd</td>
<td>ZOH</td>
<td>0.93 Å</td>
</tr>
<tr>
<td>(0.15, 0.15, 0.15)</td>
<td>Cd</td>
<td>0.83</td>
<td>(0.164, 0.164, 0.164)</td>
<td>Cd</td>
<td>QOT</td>
<td>0.51 Å</td>
</tr>
<tr>
<td>(0.50, 0.50, 0.50)</td>
<td>Cd</td>
<td>0.86</td>
<td>(0.500, 0.500, 0.500)</td>
<td>Cd</td>
<td>HCC</td>
<td>0.00 Å</td>
</tr>
<tr>
<td>(0.90, 0.90, 0.90)</td>
<td>Cd</td>
<td>0.88</td>
<td>(0.913, 0.913, 0.913)</td>
<td>Cd</td>
<td>ZOT</td>
<td>0.47 Å</td>
</tr>
<tr>
<td>(0.85, 0.85, 0.85)</td>
<td>Cd</td>
<td>0.98</td>
<td>(0.830, 0.830, 0.830)</td>
<td>Cd</td>
<td>TIT</td>
<td>0.76 Å</td>
</tr>
<tr>
<td>(0.30, 0.30, 0.40)</td>
<td>Cd</td>
<td>1.01</td>
<td>(0.296, 0.296, 0.390)</td>
<td>Cd</td>
<td>QTT</td>
<td>0.24 Å</td>
</tr>
<tr>
<td>(0.55, 0.55, 0.65)</td>
<td>—</td>
<td>1.02</td>
<td>(0.546, 0.546, 0.640)</td>
<td>Cd</td>
<td>HTT</td>
<td>0.25 Å</td>
</tr>
<tr>
<td>(0.05, 0.05, 0.05)</td>
<td>—</td>
<td>1.04</td>
<td>(0.083, 0.083, 0.083)</td>
<td>Cd</td>
<td>ZIT</td>
<td>1.26 Å</td>
</tr>
<tr>
<td>(0.95, 0.75, 0.75)</td>
<td>—</td>
<td>1.06</td>
<td>(0.910, 0.750, 0.750)</td>
<td>Cd</td>
<td>TOH</td>
<td>0.86 Å</td>
</tr>
<tr>
<td>(0.70, 0.70, 0.50)</td>
<td>—</td>
<td>1.07</td>
<td>(0.673, 0.673, 0.513)</td>
<td>Cd</td>
<td>HCO</td>
<td>0.88 Å</td>
</tr>
</tbody>
</table>
be eventually discovered. To aid in its potential search, let us detail what we may infer about such a quasicrystal.

By extension of the mathematics we considered above, such a quasicrystal will be based on the $3 \times 8$ matrix,

$$
\begin{pmatrix}
0 & 0 & -2t & 0 & 1 & 1 & -1 & -1 \\
0 & 0 & 0 & -2t & 1 & -1 & 1 & -1 \\
0 & -2t & 0 & 0 & 1 & -1 & -1 & 1
\end{pmatrix}.
$$

For all rational values of $t$, including those already considered, one finds quasicrystal approximants. Only if $t$ is an irrational number does projection lead
to a non-crystal. The most interesting irrational value of $t$ is $\tau$. Here, each capping tetrahedron consisting of an OT atom and its three neighboring IT atoms is perfectly regular in shape. As the structures discussed above are all variants of tetrahedral packing, domains of such perfectly regular tetrahedra may be quite desirable.

The quasicrystal approximants discussed in this paper have elements vastly different in size. Let us assume that any potential quasicrystal will also contain at least two such dissimilar elements. In this paper, we have fared better in correctly locating the heavier of the elements. For the three $t = \frac{\tau}{1} = 2$ models discussed above, the heavier atoms were all correctly located, and had projected distances no longer than 0.61, 0.76, and 0.61 units of the $E_8$ lattice. Let us suppose that in an eventual quasicrystal, heavy atoms will be the $E_8$ vertices with projected distances shorter than 0.7.

What does such a structure look like? First, for a true quasicrystal, we no longer need consider the translation vector $x$. The quasicrystal remains unchanged for different values of this vector. We therefore need only consider a single structure. Different approaches have been chosen in the literature for the graphical representation of quasicrystals. In this paper, we choose a highly local view. In Figure 3.15, we provide local views of the quasicrystal around three particularly pseudosymmetric positions. These views are directly compared with the heavy atom positions found in the various $t = \frac{\tau}{1} = 2$ quasicrystal approximants. Figure 3.15a shows one region of heavy atoms in this quasicrystalline projection. As shown, these sites match closely with those of the twenty-six Si atoms closest to $(\frac{1}{4}, \frac{1}{4}, \frac{1}{4})$ in Li$_{21}$Si$_5$, which represent all four symmetry-inequivalent Si sites in the structure. Not shown but equally true,
a subset of these projected heavy atoms in Figure 3.15a also match the fourteen Ir atoms closest to \((\frac{1}{4}, \frac{1}{4}, \frac{1}{4})\) in Mg\(_{44}\)Ir\(_7\), which represent all three symmetry-inequivalent Ir sites. The configuration of heavy atoms in Sm\(_{11}\)Cd\(_{45}\), which is quite different from that of Li\(_{21}\)Si\(_5\) and Mg\(_{44}\)Ir\(_7\), appears in another region of the proposed quasicrystal. This region of projected heavy atoms (Figure 3.15b) matches closely with the thirty-three Sm atoms closest to \((\frac{1}{4}, \frac{1}{4}, \frac{1}{4})\) in Sm\(_{11}\)Cd\(_{45}\), which represent all five symmetry-inequivalent Sm sites. In still other regions of the proposed quasicrystal (of which Figure 3.15c is a representative example), the heavy atoms bear no obvious resemblance to the heavy atoms in Li\(_{21}\)Si\(_5\), Mg\(_{44}\)Ir\(_7\), or Sm\(_{11}\)Cd\(_{45}\).

![Figure 3.15: Correspondence between heavy atom positions in the proposed quasicrystal and its experimental approximants.](image)

Figure 3.15: Correspondence between heavy atom positions in the proposed quasicrystal and its experimental approximants. a) Some regions in the quasicrystal resemble the pattern of heavy atoms in Li\(_{21}\)Si\(_5\) (and Mg\(_{44}\)Ir\(_7\)), while b) others resemble the pattern of heavy atoms in Sm\(_{11}\)Cd\(_{45}\). c) Still other regions in the proposed quasicrystal bear no such resemblance.

As Figure 3.15 shows, the quasicrystal can be thought of as containing domains which resemble all the quasicrystal approximants. At some locations, the
heavy atom structure resembles most that of Sm$_{11}$Cd$_{45}$, while in other places it is most like Li$_{21}$Si$_5$ and Mg$_{44}$Ir$_7$. Perhaps experimental quasicrystals will be found as intergrowths of two or more known quasicrystal approximant phases.

One more feature of this potential quasicrystal should be noted. In known quasicrystals, the quasicrystal belongs to a 3-D point group that is inaccessible in 3-D space groups (e.g., $I_h$). By contrast, for $t = \tau$, the resulting quasicrystal remains in 3-D $T_d$ symmetry. It is only in the improvement of its pseudosymmetries that there is any additional symmetry in the cell-projected $E_8$ quasicrystal.

### 3.6 Conclusion

In the introduction to this paper, we catalogued all the metallic cubic structures which are not directly related to fcc, hcp, or bcc. In this paper, we have related roughly half of these structures to projections of the $E_8$ lattice. Of the remaining structures, some of them (e.g., Cr$_3$Si and YCd$_6$) are already known approximants related to 3-D quasicrystals of $I_h$ symmetry.$^{92,93}$ Taken together, it appears the majority of the common non-closest-packed cubic structures are connected to quasicrystal approximants.

The limitation to cubic structures may be an arbitrary one. It seems plausible that the $E_8$ lattice is related to tetrahedral packing in general, and not just to tetrahedral packing in cubic unit cells. Perhaps structures belonging to non-cubic Bravais classes will also prove to be so connected. We save such explorations for future work.
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CHAPTER 4

MIND THE PSEUDOGAP: THE DETERMINANTS OF STRUCTURE IN COMPLEX INTERMETALLICS

And all this science I don’t understand
It’s just my job five days a week.
—Sir Elton John, “Rocket Man”102

We come now to what may be considered the second section of this thesis. The first three chapters focused on a class of complex cubic intermetallic crystal structures, eventually simplifying and unifying them as projected slices of the $E_8$ lattice. This final chapter turns to electronic structure, focusing on the theoretical rationale for Hume-Rothery’s electron-counting rules. While the link is not obvious, these two stories are closely connected through the common thread of X-ray diffraction. The diffraction pattern of an intermetallic compound is not only a manifestation of its crystal structure, but as this chapter discusses, also an indicator of its valence electron count. Our work therefore implies that the electronic factors driving the formation of complex intermetallics can productively be seen in higher dimensions. This will likely be a focal point of future research.

This chapter examines the electronic factors that lead compounds with certain numbers of valence electrons per atom to adopt certain intermetallic structures. The work is motivated by Hume-Rothery’s empirically generated electron-counting rules, and Mott and Jones’s subsequent theoretical explanation for them. Mott and Jones’s rationale is based on the nearly free-electron model, crediting the stability of an electron count to the mixing and energy splitting of free-electron waves near Brillouin zone planes. This explanation at first
appears at odds with the way most chemists prefer to view electron-counting rules. But it need not be seen that way. In this work, we cast the traditional theoretical model of Hume-Rothery “electron phases” into the real-space language of linear combinations of atomic orbitals. In doing so, we develop an alternate understanding of the electron-counting rules in intermetallic crystals, more in keeping with the way chemists tend to rationalize molecular electron-counting rules.

4.1 Introduction

For a variety of intermetallic compounds, the per-atom valence electron count is seen as the primary determinant of ground-state crystal structure. The relationship between structure and electron count in these so-called “electron phases” has been elucidated through of a variety of empirical and theoretical insights. The key empirical observations were made by Hume-Rothery (whose name is often attached to electron phases) over several decades in the mid-1900s. Hume-Rothery noted that in many cases, a crystal structure exists at the same electron count for various combinations of elements. Two prototypical examples of this, both discussed in detail later in this work, are the $\beta$-brass (bcc) and $\gamma$-brass ($\text{Cu}_5\text{Zn}_8$) structures. In phase diagrams such as Cu–Zn, Cu–Ga, and Cu–Sn, despite the changing number of valence electrons in the element paired with Cu, the $\beta$ and $\gamma$ structures exist in relatively narrow composition ranges surrounding $\frac{3}{2}$ and $\frac{21}{13}$ valence electrons per atom, respectively.

A theoretical rationale for the relationships between structural stability and valence electron count was first developed by Jones, and later Mott and
Jones\textsuperscript{107} (referred to from now on collectively as MJ). Their model argues that it is favorable for a compound to adopt a structure for which the Fermi surface cuts the boundaries of the first Brillouin zone or higher zones. This situation allows free-electron plane-wave states near the Fermi energy to mix, stabilizing filled states and destabilizing unfilled states. Concentrating mainly on $\gamma$-brass and employing a variety of approaches, subsequent work has repeatedly affirmed the basic principles of the MJ model. Much of that work focuses on band structures, and credits the $\gamma$-brass stability range to a pseudogap in the density of states at the Fermi energy\textsuperscript{108–115} —a sign that MJ-type mixing of states has pushed filled states down in energy, and unfilled states up. Other work invokes productively the behavior of the dielectric function.\textsuperscript{116–118} The same concepts used to rationalize $\gamma$-brass have also been applied to other families of metallic structures.\textsuperscript{119–124}

A feature shared by the MJ model and nearly all subsequent work on Hume-Rothery electron phases is that they focus on reciprocal-space features to explain the electron counts of crystals. In molecules, however, some of our most successful qualitative explanations for electron-counting rules use real-space, rather than momentum-space, arguments. The octet rule for main-group elements, the 18-electron rule for transition-metal complexes, Hückel’s rules for $\pi$-electrons in aromatics, and Wade’s rules for electron-deficient clusters\textsuperscript{125} all rest on real-space atomic orbital interactions. Even in crystals, there have been calculations showing that the Hückel method, which uses an atomic orbital basis set, can correctly reproduce the energy orderings that lead to various electron-counting rules.\textsuperscript{126,127}

Since the MJ arguments attempt to rationalize the stability of electron phases,
it should be possible to cast them terms of real-space electronic states. There
must be an analogous model that sees the relevant plane-wave electronic states
as linear combinations of atomic orbitals, and the driving force for the stability
range in electron phases as a gap between bands of these states. It is our goal
in this work to develop such a bridging model. In doing so, we will show that
Hume-Rothery’s observations and the MJ approach to them can be understood
in the same basic way that we understand all electron-counting rules. Just as
the octet and 18-electron rules stem from the energy gap between one $s/p$ or
$s/p/d$ electronic shell and the next, the rules in Hume-Rothery electron phases
arise from the mixing and splitting of an $s$-based band and a $p$-based band.

In this work, we must mix some concepts and arguments that are typi-
cally used by physicists with others that are part of the theoretical language
of chemists. Therefore, in the next section, we introduce the basic concepts be-
hind this paper using the simplest imaginable crystal, and prepare the reader
(whether nominally a physicist or a chemist) for what is to come. Later on, we
review the MJ model, cast it in the language of linear combinations of atomic
orbitals (LCAOs), and discuss its validity and implications with respect to in-
creasingly complex Hume-Rothery electron phases.

4.2 Reconciling the Nearly Free-Electron and LCAO Models

The hypothetical crystal on which this section focuses is the one-dimensional
(1-D) chain of atoms of a main-group element. We simplify the system even
further by looking only at its electronic states of $\sigma$-symmetry. If asked to sketch
the band structure of this crystal, physicists and chemists would likely approach
the problem from very different directions—physicists in terms of the mixing of free-electron plane-wave states in the presence of a periodic potential, and chemists in terms of symmetry-adapted linear combinations of atomic orbitals whose energies are shaped by bonding and antibonding interactions. Even for a case as simple as this one, it takes a fair bit of thought to recognize the deep similarities between the results of these two approaches. We find it instructive to look briefly at each, and then compare and contrast the two.

First, we should make a brief note about our use of mathematical notation in this paper. As often as possible, our notation is intuitive and of minimal complexity, and is consistent with itself and with past work. A few conventions are worth mentioning. When employing a nearly free-electron model, we refer to free-electron plane waves by lowercase $\psi$, nearly free-electron wavefunctions (sums of plane waves) by capital $\Psi$, and the energies of either by $\epsilon$. When using a LCAO model, we refer to atomic orbitals by lowercase $\phi$, crystal orbitals (sums of atomic orbitals) by capital $\Phi$, and the energies of either by $\epsilon$. For continuity, we refer to energy by capital $E$ in all figures. Other issues of notation are noted in the text as they arise.

### 4.2.1 Starting with Free Electrons: The Physical Viewpoint

The static energy levels of an electron are governed by the time-independent Schrödinger equation:

$$\left[-\frac{\hbar^2}{2m} \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} + \frac{\partial^2}{\partial z^2} \right) + V(\vec{r}) \right] \Psi(\vec{r}) = \epsilon \Psi(\vec{r}).$$

For a free electron, one whose environment has no external potential, the equa-
tion is simpler:

$$\frac{-\hbar^2}{2m} \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} + \frac{\partial^2}{\partial z^2} \right) \psi(\vec{r}) = \varepsilon \psi(\vec{r}).$$

When treating a free electron, one traditionally enforces a periodic boundary condition such as the following, which assumes the eigenfunctions (electronic wavefunctions) repeat themselves outside of a cube of edge length $L = V^{\frac{1}{3}}$, a macroscopic quantity:

$$\psi(x, y, z) = \psi(x + L, y, z) = \psi(x, y + L, z) = \psi(x, y, z + L).$$

The set of periodic eigenfunctions of this equation are plane waves, each of which is associated with a wavevector $\vec{k}$ whose magnitude is inversely proportional to its wavelength:

$$\psi_{\vec{k}}(\vec{r}) = \frac{1}{\sqrt{V}} e^{i\vec{k} \cdot \vec{r}}.$$

The corresponding eigenvalues (energies) are proportional to $|\vec{k}|^2$:

$$\varepsilon_{\vec{k}} = \frac{\hbar^2}{2m} |\vec{k}|^2.$$

The electrons of interest to this subsection are free to move not throughout a 3-D space, but along a 1-D string, which we define as the $x$-axis. The Schrödinger equation and its periodic boundary condition therefore become:

---

*aIn practice, one should use boundary conditions consistent with the symmetry of the problem at hand, to avoid introducing new degeneracies.*
\[-\frac{\hbar^2}{2m} \frac{\partial^2}{\partial x^2} \psi(x) = \varepsilon \psi(x),\]

\[\psi(x) = \psi(x + L).\]

The wavefunctions and energies in this case are:

\[\psi_{k_x}(x) = \frac{1}{\sqrt{L}} e^{i k_x x},\]

\[\varepsilon_{k_x} = \frac{\hbar^2}{2m} k_x^2.\]

The energies of these plane-wave wavefunctions are proportional to \(k_x^2\), resulting in a parabola when energy is plotted with respect to \(k_x\) (Fig. 4.1a).

In real crystal structures, electrons are of course not free. They are subject to a periodic potential \(V(\vec{r})\) created by the ions. Still, the free-electron model often proves a useful starting point for understanding crystalline electronic structure. Provided the periodic potential is relatively weak on some scale, one can think of the valence electrons in many real crystals as “nearly free”. That is, the actual electronic wavefunctions and energies resemble those of free electrons. For a 1-D crystal, we now begin with the empty-lattice limit (where the potential tends toward zero and the electrons tend toward free electrons), and “turn on” the potential.

Imagine that a periodic potential is imposed on an otherwise free electron, with repeat distance \(a\) along the \(x\)-axis. The result is a crystal of unit cell length \(a\), whose band structure can be concisely plotted within the first Brillouin zone \((-\frac{\pi}{a} \leq k_x \leq \frac{\pi}{a})\). Electronic states lying outside the first Brillouin zone can be carried into it by subtracting a reciprocal lattice vector from \(k_x\)—in this case, an
Figure 4.1: a) The energy of a free-electron plane wave with respect to $k_x$.
b) The band structure of the empty-lattice limit of a 1-D chain of atoms, carried into the first Brillouin zone. c) Another view of the empty-lattice limit, confined to an irreducible piece of the first Brillouin zone, with the wavefunction of each branch labeled.

integral multiple of $\frac{2\pi}{a}$. In the empty-lattice limit, the resulting picture (Fig. 4.1b) approaches that of a free-electron parabola appearing to fold over onto itself indefinitely. An even more concise view of this band structure (Fig. 4.1c) uses an even smaller piece of reciprocal space, the irreducible region of the first Brillouin zone ($0 \leq k_x \leq \frac{\pi}{a}$). In the last panel of this figure, each branch of the band structure is shown along with the corresponding free-electron wavefunction.

The question we must now examine is how turning on the potential of a 1-D chain of ions perturbs the free-electron band structure shown in Fig. 4.1c. As the answer is derived in detail in most introductory solid-state physics textbooks,$^{128,129}$ we only outline it here.
When an electron is subject to the periodic potential of an ion at every lattice point on the x-axis (i.e., every integral multiple of a), solutions to the Schrödinger equation are no longer pure plane waves. By Bloch’s theorem, they can be written as functions of the form $\Psi_k(x) = e^{i k_x x} u_k(x)$, where $u_k(x)$ has the same periodicity as the potential $V(x)$ and can therefore be expressed as a Fourier series of plane waves. Depending on the function used to model the ionic potential, the exact form of the wavefunctions and electronic energies can vary. However, the qualitative picture (Fig. 4.2) is always the same. In large part, this nearly free-electron band structure remains similar to the empty-lattice limit (Fig. 4.1c). Far from the points $k_x = 0$ and $k_x = \frac{\pi}{a}$ (within the range of about $0.2 \frac{\pi}{a} \leq k_x \leq 0.8 \frac{\pi}{a}$), the bands resemble a parabola folding over onto itself. Likewise, each wavefunction within this range is dominated by the corresponding free-electron plane wave. That is, states in the bottom band resemble $\Psi_{k_x}(x) = \frac{1}{\sqrt{L}} e^{ik_x x}$, states in the second band resemble $\Psi_{k_x}(x) = \frac{1}{\sqrt{L}} e^{i(k_x - \frac{2\pi}{a})x}$, and states in the third band resemble $\Psi_{k_x}(x) = \frac{1}{\sqrt{L}} e^{i(k_x + \frac{2\pi}{a})x}$.

Near the points $k_x = 0$ and $k_x = \frac{\pi}{a}$, however, the nearly free-electron band structure looks quite different from the empty-lattice limit. Where the empty-lattice limit has pairs of plane-wave eigenstates whose energies approach degeneracy, the nearly free-electron case has eigenstates that are mixtures of those plane waves whose energies are split. Take the two lowest-energy eigenstates at $k_x = \frac{\pi}{a}$, for example. When a periodic potential of ion-centered wells is turned on, the eigenstates resemble a sum and a difference of two plane waves, $\Psi_{\frac{\pi}{a}}(x) = \frac{1}{\sqrt{2L}} (e^{i\frac{\pi}{a}x} + e^{-i\frac{\pi}{a}x}) = \sqrt{\frac{2}{L}} \cos(\frac{\pi}{a}x)$ and $\Psi_{\frac{\pi}{a}}(x) = -\frac{i}{\sqrt{2L}} (e^{i\frac{\pi}{a}x} - e^{-i\frac{\pi}{a}x}) = \sqrt{\frac{2}{L}} \sin(\frac{\pi}{a}x)$. While the size of the energy splitting between these standing-wave states depends on the strength of the ionic potential, the fundamental reason for the splitting can be seen in the visual representations of the two states on the right.
Figure 4.2: The nearly free-electron band structure of a 1-D chain of atoms. While the wavefunctions and energies resemble their empty-lattice analogs far from $k_x = 0$ and $k_x = \frac{\pi}{a}$, the wavefunctions and energies near $k_x = 0$ and $k_x = \frac{\pi}{a}$ reflect a mixing of plane-wave states and a consequent energy splitting. Ions are shown as black circles.

An electron whose wavefunction is $\sqrt{\frac{2}{L}} \cos\left(\frac{2\pi}{a} x\right)$ resides mostly near the ions, while an electron whose wavefunction is $\sqrt{\frac{2}{L}} \sin\left(\frac{2\pi}{a} x\right)$ resides mostly between the ions. Provided the ions are taken to be positively charged, they have a stabilizing interaction with negatively charged valence electrons, and the former eigenstate is lower in energy than the latter.

A similar splitting occurs at $k_x = 0$. While the lowest-energy state remains relatively unaffected by a weak external potential, the two states above it mix. The free-electron plane waves $\psi_0(x) = \frac{1}{\sqrt{L}} e^{i\frac{2\pi}{a} x}$ and $\psi_0(x) = \frac{1}{\sqrt{L}} e^{-i\frac{2\pi}{a} x}$ mix to become a sum and a difference, the standing waves $\Psi_0(x) = \frac{1}{\sqrt{2L}} (e^{i\frac{2\pi}{a} x} + e^{-i\frac{2\pi}{a} x}) = \sqrt{\frac{2}{L}} \cos\left(\frac{2\pi}{a} x\right)$ and $\Psi_0(x) = -\frac{i}{\sqrt{2L}} (e^{i\frac{2\pi}{a} x} - e^{-i\frac{2\pi}{a} x}) = \sqrt{\frac{2}{L}} \sin\left(\frac{2\pi}{a} x\right)$. The former wavefunction is lower in energy than the latter, again because its magnitude is larger near the ions.

This familiar nearly free-electron band structure (Fig. 4.2) is a qualitative pic-
ture of the electronic $\sigma$-states in a 1-D chain of atoms, derived from the starting point of plane waves. We now derive the analogous picture from the starting point of localized atomic orbitals, and compare the two.

### 4.2.2 Starting with Atoms: The Chemical Viewpoint

In contrast to this physical viewpoint, which can approximate electronic states as perturbations of free-electron plane waves, the more chemical approach views them as linear combinations of atomic orbitals. One of the simplest and most transparent techniques utilizing this approach is the extended Hückel (eH) method.\(^{130}\) The eH method was the first widely applied semi-empirical orbital procedure for molecules, and was later applied to extended structures.

The basis set in eH consists only of atomic valence orbitals (e.g., $1s$ for H, $2s/2p$ for C, $4s/4p/3d$ for Fe), expressed in the form $\phi(\vec{r}) = NR(r)Y(\theta, \phi)$. Radial components of the basis $s$ and $p$ orbitals are chosen as nodeless Slater functions, $R(r) = r^{\mu-1}e^{-\zeta r}$, with exponents $\zeta$ chosen by Slater’s rules or to match optimized atomic functions. So-called double-$\zeta$ functions, $R(r) = r^{\mu-1}(c_1e^{-\zeta_1 r} + c_2e^{-\zeta_2 r})$, are used for $d$ orbitals. Angular components $Y(\theta, \phi)$ are chosen as the real form of spherical harmonics. Constants $N$ ensure that the functions satisfy the normalization condition, $\int_{\text{all space}} \phi(\vec{r})\phi^*(\vec{r}) dV = 1$.

In a molecular calculation, the full molecular wavefunctions are taken to be LCAOs constructed from the atomic basis orbitals:

$$\Phi_j(\vec{r}) = \sum_i C_{ij}\phi_i(\vec{r}).$$
The columns of coefficients $C_{ij}$ are eigenvectors of the following secular equation:

$$\mathbf{HC} = \epsilon \mathbf{SC}.$$  

In this equation, $\mathbf{H}$ is an effective one-electron Hamiltonian, and $\mathbf{S}$ is the overlap matrix. Matrix elements $S_{ij} = \int_{\text{all space}} \phi_i(\vec{r})\phi_j^*(\vec{r}) \, dV$ are the computed overlap integrals of the Slater-type basis functions. In contrast to the normal Hückel method, no overlap integrals are set to zero. The diagonal matrix elements $H_{ii}$ are typically taken as valence-state ionization potentials. The off-diagonal elements $H_{ij}$ are approximated by a Wolfsberg-Helmholtz formula:

$$H_{ij} = K \left( \frac{H_{ii} + H_{jj}}{2} \right) S_{ij},$$

with a single parameter $K = 1.75$ for all interactions. The molecular wavefunctions are normalized, and the corresponding eigenvalues are the one-electron eH energies. In typical eH calculations, there is no self-consistency.

Given its simplicity (only a few parameters differentiate the various basis orbitals of distinct chemical elements), the eH method does remarkably well in getting the correct ordering of energy levels in molecules, and even the approximate energetics of angular deformations. To put it another way, eH gets the nodes in the right places in molecular orbitals. Extensive applications have shown the utility of the method for extended systems as well. The methodology is transparent, and it is uniquely well adapted to generating one-electron perturbation theory-based explanations. It comes also with a suite of analytical tools—overlap populations, fragments orbital analysis, etc.—that is, to this day, unmatched in utility.
The application to extended systems is straightforward. Basis orbitals are taken not as isolated Slater-type orbitals, but as Bloch functions of Slater-type orbitals. For a 1-D chain along the $x$-axis, with atomic spacing $a$ and each atom labeled with an integral index $n$, these basis functions are (un-normalized) of the form $\sum_n e^{ik_n a} \phi_n(\vec{r})$. At a given $k_x$, there is a basis Bloch function for each valence atomic orbital in the unit cell. Therefore, when the secular equation is solved (with overlap calculations usually terminated at some long distance), the number of eigenfunctions is also equal to the number of valence atomic orbitals in the unit cell.

The qualitative features of the eH band structure of the 1-D chain are largely independent of which element comprises the chain. Here, the atoms are chosen to be carbon, with the following atomic parameters: $H_{ii}(\text{C} 2s) = -21.4 \text{ eV, } \zeta_s = 1.625; H_{ii}(\text{C} 2p) = -11.4 \text{ eV, } \zeta_p = 1.625$. As in the previous subsection, our focus is only on $\sigma$-states. Thus, only $2s$ and $2p_x$ orbitals are used as a basis.

The band structures of two different 1-D carbon chains are shown in Fig. 4.3. While C–C bond lengths in diamond are 1.54 Å, nearest neighbors in these chains are placed at distances of 2.2 Å (Fig. 4.3a) and 1.9 Å (Fig. 4.3b). The large spacings are chosen to simulate relatively weak atomic orbital interactions. Each band structure has two bands reflecting the two basis orbitals ($2s$ and $2p_x$) on each atom, with the bottom band sloping upward and the top band sloping downward. The bands in the 1.9 Å chain spread over a larger range of energies, because the shorter interatomic spacing leads to stronger bonding and antibonding interactions.

Also shown in Fig. 4.3 are cartoons of the crystal orbitals themselves, which
Figure 4.3: The extended Hückel band structure of a 1-D chain of carbon atoms separated by a) 2.2 Å and b) 1.9 Å. With the change in interatomic spacing, the energy ordering of the antibonding combination of 2s orbitals and the bonding combination of 2p orbitals at $k_x = \frac{\pi}{a}$ can lie in either the normal or inverted region (see text).

display $s$ orbitals as isolated circles and $p$ orbitals as pairs of ovals.\(^b\) At $k_x = 0$, in both chains, the lower-energy orbital is the bonding combination of 2s orbitals, and the higher-energy orbital is the antibonding combination of 2$p_x$ orbitals. At $k_x = \frac{\pi}{a}$, there is a significant difference between the electronic states of the two chains. In the 2.2 Å chain (Fig. 4.3a), the antibonding combination of 2s

\(^b\)For ease of representation, we show the crystal orbitals only at $k_x = 0$ and $k_x = \frac{\pi}{a}$. At other values of $k_x$, the atomic orbitals have complex coefficients, and are therefore more difficult to represent.
orbitals is lower in energy than the bonding combination of $2p_x$ orbitals. We refer to this ordering ($s$ antibonding below $p\sigma$-bonding) as the normal region, as it is what we are used to seeing in diatomic molecular orbital diagrams. In the 1.9 Å chain (Fig. 4.3b), we see the opposite ordering. We call this the inverted region. In other words, when the interatomic spacing is short enough, the strength of the bonding and antibonding interactions can overcome the inherent difference in energy of $2s$ and $2p$ orbitals. Both of these regions are seen in certain experimental crystal structures.\(^{132}\) We discuss the importance of the distinction, along with similarities and differences between the eH band structures and their nearly free-electron counterpart, in the next subsection.

4.2.3 Different Viewpoints, Synergistic Conclusions

We have now examined the band structure of a 1-D chain of atoms using two very different approaches. It is reassuring to note that the band structures depicted in Figs. 4.2 and 4.3 bear striking similarities. In both cases, the lowest-energy band slopes upward and the second band slopes downward. Even the wavefunctions themselves look similar. The eH orbitals at $k_x = 0$, the most bonding combination of $2s$ and the most antibonding combination of $2p_x$, closely approximate the corresponding functions $\Psi_0(x) = \frac{1}{\sqrt{L}}$ and $\Psi_0(x) = \sqrt{\frac{2}{L}} \sin(\frac{2\pi}{a} x)$ in the nearly free-electron picture. Similarly at $k_x = \frac{\pi}{a}$, the antibonding combination of $2s$ and the bonding combination of $2p_x$ resemble the nearly free-electron wavefunctions $\Psi_{\frac{\pi}{a}}(x) = \sqrt{\frac{2}{L}} \cos(\frac{\pi x}{a})$ and $\Psi_{\frac{\pi}{a}}(x) = \sqrt{\frac{2}{L}} \sin(\frac{\pi x}{a})$.

There are some differences between the band structures in Figs. 4.2 and 4.3 as well. While the nearly free-electron model predicts an infinite number of bands
of electronic states rising to infinitely high energies, the eH band structure is limited to the same number of bands as there are atomic valence orbitals in the unit cell. If the valence set were extended (say, to include 3s, 3p, and 3d), one would see more bands. The second difference, the one mentioned earlier, is in the ordering of states at \( k_x = \frac{\pi}{a} \). While the nearly free-electron model produces a band structure in the normal region (provided the ions are taken to be positively charged), eH theory can produce a band structure in either the normal or inverted region, depending on the element and the interatomic spacing (which dictate overlap and thus band dispersion).

Despite the differences, the feature of these band structures that is most significant to the remainder of this paper is identical in both cases. In both the nearly free-electron and eH pictures (and in both the normal and inverted regions), there is an energy gap between the lowest-energy band and the second band, with no states lying between the two. Furthermore, in both cases, this gap is caused by the splitting of two states at \( k_x = \frac{\pi}{a} \) that resemble standing waves whose wavelength is twice the interatomic spacing.

Based on this gap, one might predict that it would be energetically favorable for such a (hypothetical) 1-D chain to have two valence electrons per atom in states of \( \sigma \)-symmetry. If this were the case, all the lower-energy states below the gap would be filled, while all the higher-energy states above the gap would be empty. This assumption, that an energy gap is a favorable separator of filled states from empty states, is implicit in all electron-counting rules in molecules, from the octet and 18-electron rules to Hückel’s rules and Wade’s rules. The assumption is also implicit in Mott and Jones’s (MJ) electronic justification of the Hume-Rothery rules in solids, which is the focus of the next section.
4.3 The MJ Model

The MJ model,\textsuperscript{106,107} which was first developed in the 1930s, provides theoretical rationale for the valence electron counts in a number of Hume-Rothery electron phases. For those unfamiliar with the model, we introduce it by example, again using the $\sigma$-states of a 1-D chain of main-group atoms. As the model is generally presented from a nearly free-electron viewpoint, in terms of the mixing of plane-wave electronic states, we too begin by presenting it this way.

The arrangement of ions in a 1-D chain along the $x$-axis has two consequences that are important to MJ reasoning. One has already been discussed, and is reiterated in Fig. 4.4a, which employs the extended zone scheme so the bands resemble a free-electron parabola. The periodic potential causes free-electron plane-wave states of the form $\psi_{k_x}(x) = \frac{1}{\sqrt{L}} e^{ik_xx}$ to mix. This in turn creates energy gaps within the free-electron parabola by separating states whose electron density resides near the ions from states whose electron density resides between the ions. The lowest-energy splitting corresponds to the strong mixing of the $k_x \approx \frac{\pi}{a}$ states with the $k_x \approx -\frac{\pi}{a}$ states.\textsuperscript{c}

Working under the assumption that a compound will adopt a structure for which the Fermi level resides in such an energy gap, this nearly free-electron reasoning allows one to predict how many $\sigma$-electrons are likely to be in such a chain (if it exists as a real crystal). In this case, the states $-\frac{\pi}{a} \leq k_x \leq \frac{\pi}{a}$ are likely to be filled, and the others empty. As this is 1 unit cell of the reciprocal lattice, it translates to 1 filled valence $\sigma$-orbital, or 2 valence $\sigma$-electrons, per unit cell.

With just a single atom in the unit cell, the predicted valence $\sigma$-electron count

\textsuperscript{c}In a periodic potential, the states that are allowed to mix are those whose $k_x$ are separated by a reciprocal lattice vector (i.e., an integral multiple of $\frac{2\pi}{a}$). Therefore, the $k_x = 0.99\frac{\pi}{a}$ and $k_x = -1.01\frac{\pi}{a}$ states mix strongly, the $k_x = 1.01\frac{\pi}{a}$ and $k_x = -0.99\frac{\pi}{a}$ states mix strongly, etc.
Figure 4.4: a) The nearly free-electron band structure of a 1-D chain of atoms, shown in the extended zone scheme. b) The X-ray diffraction pattern of the same chain, emphasizing the correspondence between energy splittings and diffraction peaks.

for this 1-D chain is 2 electrons per atom.

The second important consequence of the periodic arrangement of atoms relates not to the energies of electrons, but to their ability to scatter X-rays and thus create diffraction peaks. For a 3-D crystal, the relative intensities of X-ray peaks obey the proportionality:

\[ I_{\Delta \mathbf{k}} \propto \left| \sum_j f_j(\Delta \mathbf{k}) e^{i\Delta \mathbf{k} \cdot \mathbf{r}_j} \right|^2. \]

In this summation over every atom in the crystal, \( f_j(\Delta \mathbf{k}) \) are the atomic form factors of each atom, and \( \mathbf{r}_j \) are the spatial coordinates of each atom. In order for constructive interference to occur, \( \Delta \mathbf{k} \) must be a reciprocal lattice vector, traditionally expressed in the form \( h \mathbf{a}^* + k \mathbf{b}^* + l \mathbf{c}^* \) (a sum of integer multiples of the reciprocal lattice basis vectors). In our 1-D crystal, because the scattering factor
of each atom is identical and all atoms lie on the $x$-axis, the proportionality can be simplified as follows:

$$I_{\Delta \vec{k}} \propto |f(\Delta \vec{k}) \sum_j e^{i h \frac{2\pi}{a} x_j}|^2.$$ 

Knowing that the atoms in this chain are found at every integral multiple of $a$, one can verify that there are strong diffraction peaks corresponding to every integral value of $h$. The X-ray diffraction pattern of the 1-D chain, with the undiffracted beam (the $h = 0$ peak) omitted, is shown in Fig. 4.4b.

The importance of X-ray diffraction peaks to the MJ model lies in the deep connection between Figs. 4.4a and 4.4b. It is not a coincidence that each diffraction peak in Fig. 4.4b is shown directly below an energy splitting in Fig. 4.4a. The two phenomena arise for closely related reasons. X-ray diffraction peaks come about when the atoms in a crystal sync up with the crests of a diffraction plane wave. Because the atoms in this 1-D chain lie $a$ units apart in $x$, they interfere constructively with diffraction plane waves of wavelength $a$ ($h = \pm 1, \pm \frac{a}{2}$), ($h = \pm 2, \pm \frac{a}{3}$) ($h = \pm 3$), etc. Likewise, energy splitting in the nearly free-electron model arises when the atoms in a crystal sync up with the periodicity of free-electron plane waves (recall Fig. 4.2). With the atoms in this chain $a$ units apart in $x$, there are energy splittings between free-electron states of wavelength $2a$ ($k_x = \pm \frac{\pi}{a}$), $a$ ($k_x = \pm \frac{2\pi}{a}$), $\frac{2a}{3}$ ($k_x = \pm \frac{3\pi}{a}$), etc.

What this means is that the X-ray diffraction pattern of a crystal, which is generally used to determine atomic positions, also contains information about the electronic band structure and the especially favorable valence electron counts. Let us review the MJ logic for the 1-D chain. Because the atoms are spaced $a$ units apart in $x$, the strongest diffraction peaks correspond to $h = \pm 1$. 
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The atomic spacing also results in the strong mixing of free-electron plane waves of wavelength $2a (k_x = \pm \frac{\pi}{a})$, and consequently an energy splitting and a gap in the density of states. If a compound adopts this structure, it likely does so in order to place its Fermi level in this gap, which would mean the nearly free-electron states $\Psi_{k_x}(x)$ are filled for $-\frac{\pi}{a} \leq k_x \leq \frac{\pi}{a}$ and empty for all other $k_x$ (see Fig. 4.4a). This region of filled states is $\frac{2\pi}{a}$ units of reciprocal space, or a single unit cell of the reciprocal lattice. It translates to 1 valence $\sigma$-orbital per unit cell, or 2 valence $\sigma$-electrons per unit cell, or 2 valence $\sigma$-electrons per atom.

The connection between X-ray diffraction patterns and conditions for stability has been consistently used in recent studies of structure under pressure by several groups, notably Degtyareva. The thematic underpinnings of the method are explored in a recent paper by Feng et al.

### 4.4 Moving Toward Complexity

As we will soon see, both the MJ model and our orbital interpretation of it hold even in much more complicated structures in 3-D space. For certain $\mathbf{k}$-vectors corresponding to strong X-ray diffraction peaks, there is an energy splitting between two electronic states caused by, depending on your viewpoint of choice, the mixing of two free-electron plane waves or the inherent difference between states of primarily $s$-antibonding and $p$-bonding character. For very complicated band structures, however, the trick is finding these two electronic states, which are hidden within a large number of bands. When there are on the order of 1,000 bands in a band structure, as there are for an eH calculation of the primitive unit cell of a $\gamma$-brass superstructure with the full complement of va-
lence orbitals, fishing out two hidden bands of interest sounds almost hopeless.

However, if we can devise a technique to cut through the tremendous amount of excess information in a complicated band structure, it becomes possible. Our goal is to do just that. From a huge number of bands, we will tease out the few features that actually drive these complex crystal structures to be stable at their experimentally observed electron counts. We first demonstrate our technique on a structure that, while still not very complicated, eases the transition into 3-D space.

### 4.4.1 CuZn and its Band Structure

The first 3-D phase we discuss is CuZn, an ordering of $\beta$-brass that forms at high temperatures.\(^{137}\) CuZn has the well-known CsCl-type structure—a cubic unit cell of edge length $a$, with an atom of one type at $(0, 0, 0)$ and an atom of the other type at $(\frac{a}{2}, \frac{a}{2}, \frac{a}{2})$. CuZn ($\beta$-brass) will serve as a stepping stone to the more complex Cu$_5$Zn$_8$ ($\gamma$-brass) and its relatives.

Taking the Cu and Zn $3d$ states to be filled core orbitals, CuZn has a valence electron count of $\frac{3}{2}$ electrons per atom. This electron count is common among CsCl-type intermetallic phases,\(^d\) shared by LiHg, BeCu, MgAg, MgAu, ZnAg, ZnAu, CdAg, CdAu, AlPd, AlPt, and GaNi.\(^6\) We wish to explore the evidence for a MJ-type driving force behind this electronic trend.

The validity of the MJ model rests on the validity of the nearly free-electron model. We therefore expect that a crystal structure amenable to the MJ model

\(^d\)Valence electron counts of 1 and 2 electrons per atom are also fairly common among intermetallic CsCl-type phases, such as ZnNi and AlAu, respectively.
must have electronic states and energies resembling those of free electrons. Indeed CuZn does. The shapes of the free-electron (Fig. 4.5a) and LDA-DFT\(^{43-47}\) (Fig. 4.5b) electronic bands bear a striking resemblance. With the exception of the localized Zn and Cu 3d bands centered at \(-8\) eV and \(-4\) eV in Fig. 4.5b, each band in the LDA-DFT band structure has a free-electron analog.

Figure 4.5: a) The free-electron band structure of CsCl-type CuZn, b) its LDA-DFT counterpart, and c) the LDA-DFT density of states. At \(k\)-point \(M\), states that are degenerate in the free-electron picture become non-degenerate in LDA-DFT, which leads to a shallow pseudogap in the density of states near the Fermi energy. The \(k\)-points correspond to \(\Gamma = (0, 0, 0)\), \(X = (\pi, 0, 0)\), \(M = (\pi, \pi, 0)\), and \(R = (\pi, \pi, \pi)\). On the energy axis of the LDA-DFT panels, the Fermi energy is defined as zero.
Of course, there are subtle differences between these two band structures. Most important to the discussion that follows is what occurs at \( k \)-point \( M = (\frac{\pi}{a}, \frac{\pi}{a}, 0) \). In the free-electron band structure, the four lowest-energy electronic states at \( k \)-point \( M \) are degenerate. They correspond to four waves of equal wavelength:

\[
\psi_M(\vec{r}) = \frac{1}{\sqrt{V}} e^{i(\frac{\pi}{a}, \frac{\pi}{a}, 0) \cdot \vec{r}}, \psi_M(\vec{r}) = \frac{1}{\sqrt{V}} e^{i(-\frac{\pi}{a}, -\frac{\pi}{a}, 0) \cdot \vec{r}}, \psi_M(\vec{r}) = \frac{1}{\sqrt{V}} e^{i(-\frac{\pi}{a}, \frac{\pi}{a}, 0) \cdot \vec{r}}, \text{ and } \psi_M(\vec{r}) = \frac{1}{\sqrt{V}} e^{i(\frac{\pi}{a}, -\frac{\pi}{a}, 0) \cdot \vec{r}},
\]

where \( \vec{r} \) is real-space position. In the LDA-DFT band structure, these states become two pairs, one degenerate and the other nearly degenerate. The pairs straddle the Fermi energy, and are separated by some 4 eV.

It is not a coincidence that the Fermi energy lies within this particular energy splitting. The splitting pushes states out of the energy region from about \(-2\) eV to 2 eV, which translates to a shallow pseudogap in the density of states that reaches a minimum close to 2 eV (Fig. 4.5c). In the absence of a true energy gap, a compound is likely to adopt a structure that places its Fermi level in a pseudogap, as this one does. As we discuss in the next subsection, these observations of the CuZn band structure are consistent with the MJ model as traditionally implemented.

### 4.4.2 CuZn and the MJ Model

From our earlier discussion of the 1-D chain, recall that there are two related consequences of constructive interference between crystalline ions and plane waves. One is X-ray diffraction intensity, which emerges when atoms reside on parallel Miller planes. The other is the mixing and energy splitting of free-electron states. In Fig. 4.6, both phenomena are illustrated for CuZn.

The most intense X-ray diffraction peaks in CuZn are \((110)\)—the set of peaks
corresponding to waves that are symmetry-equivalent to \( h = 1, k = 1, l = 0 \) (Fig. 4.6a). The reason for the strength of these peaks can be seen pictorially in Fig. 4.6b, as all Cu (black) and Zn (gray) atoms in the structure lie on successive crests of the \( \langle 110 \rangle \) diffraction plane waves (red). This arrangement of atoms on parallel planes has the additional consequence of causing free-electron states to mix (Fig. 4.6c). As shown, two free-electron states (with twice the wavelength of the \( \langle 110 \rangle \) diffraction plane waves) mix to form one state whose electron density is near the ions (left), and a second state whose electron density is between the ions (right). Taking into account the potential of the ions, these two states split in energy.

To fully appreciate what the MJ model says about CuZn, consider where the states in Fig. 4.6c reside in the band structures in Fig. 4.5. These two states
are a mixture of the free-electron plane waves \( \psi_M(\vec{r}) = \frac{1}{\sqrt{V}} e^{i\vec{k} \cdot \vec{r}_0} = \frac{1}{\sqrt{V}} e^{i\frac{2\pi}{a}(x+y)} \)
and \( \psi_M(\vec{r}) = \frac{1}{\sqrt{V}} e^{i\frac{\pi}{a}(x-y,0)} = \frac{1}{\sqrt{V}} e^{-i\frac{\pi}{a}(x+y)} \), which are found at \( k \)-point \( M = \left( \frac{x}{a}, \frac{y}{a}, 0 \right) \)
in the band structures. After mixing, these wavefunctions resemble \( \Psi_M(\vec{r}) = \frac{1}{\sqrt{V}}(e^{i\frac{2\pi}{a}(x+y)} + e^{-i\frac{2\pi}{a}(x+y)}) = \sqrt{\frac{2}{V}} \cos(\frac{x}{a}[x+y]) \) (Fig. 4.6c, left) and \( \Psi_M(\vec{r}) = -i\frac{1}{\sqrt{V}}(e^{i\frac{2\pi}{a}(x+y)} - e^{-i\frac{2\pi}{a}(x+y)}) = \sqrt{\frac{2}{V}} \sin(\frac{x}{a}[x+y]) \) (Fig. 4.6c, right). Not shown in Fig. 4.6 are another pair of states, also at \( k \)-point \( M \), corresponding to the \( \bar{1}10 \) diffraction plane wave.

After mixing, they resemble the functions \( \Psi_M(\vec{r}) = \sqrt{\frac{2}{V}} \cos(\frac{x}{a}[x+y]) \) and \( \Psi_M(\vec{r}) = \sqrt{\frac{2}{V}} \sin(\frac{x}{a}[x+y]) \).

We can now rationalize our earlier observations of the band structure of CuZn (Fig. 4.5). At \( k \)-point \( M \), four degenerate free-electron states \( \left( \frac{1}{\sqrt{V}} e^{i\frac{2\pi}{a}(x+y)} \right) \), \( \frac{1}{\sqrt{V}} e^{-i\frac{2\pi}{a}(x+y)} \), and \( \frac{1}{\sqrt{V}} e^{\frac{2\pi}{a}(x+y)} \) mix to form four nearly free-electron states \( \left( \sqrt{\frac{2}{V}} \cos(\frac{x}{a}[x+y]) \right) \), \( \sqrt{\frac{2}{V}} \sin(\frac{x}{a}[x+y]) \), \( \sqrt{\frac{2}{V}} \cos(\frac{x}{a}[-x+y]) \), and \( \sqrt{\frac{2}{V}} \sin(\frac{x}{a}[-x+y]) \).

The latter four states come in two pairs, one of which has its electron density near the ions, and the other of which has its electron density between the ions. This leads to an energy splitting, made possible by the same arrangement of atoms on parallel planes that also results in strong \( \langle 110 \rangle \) X-ray diffraction peaks. The energy splitting (Fig. 4.5b) in turn leads to the pseudogap (and stable valence electron count around \( \frac{3}{2} \) electrons per atom) in Fig. 4.5c.

Before moving on, one more point should be clarified. In order to be formally correct about the mixing of these free-electron states \( \left( \frac{1}{\sqrt{V}} e^{i\frac{2\pi}{a}(x+y)} \right) \), \( \frac{1}{\sqrt{V}} e^{i\frac{\pi}{a}(x-y,0)} \), \( \frac{1}{\sqrt{V}} e^{-i\frac{2\pi}{a}(x+y)} \), and \( \frac{1}{\sqrt{V}} e^{-i\frac{\pi}{a}(x-y,0)} \), one would have to consider all four to mix together, rather than pairwise. However, the pairwise mixing we have illustrated, in addition to being easier to visualize, is qualitatively accurate. Strong energy splitting of free-electron states can occur only when the states are separated by a reciprocal lattice vector corresponding to a significant Fourier component (i.e.,
a strong X-ray diffraction peak), as this creates states whose electron density is either near or between ions. Because CuZn has strong ⟨110⟩ peaks, the states corresponding to $(\frac{\pi}{a}, \frac{\pi}{a}, 0)$ and $(-\frac{\pi}{a}, -\frac{\pi}{a}, 0)$ mix strongly, as do those corresponding to $(-\frac{\pi}{a}, \frac{\pi}{a}, 0)$ and $(\frac{\pi}{a}, -\frac{\pi}{a}, 0)$. However, because the ⟨100⟩ peaks are nearly absent (they would be formally absent if Cu and Zn atoms were identical and/or randomly mixed in the structure), other pairs of these free-electron states do not mix strongly. Our pairwise picture is therefore qualitatively accurate for CuZn.

4.4.3 Ensuring the Applicability of the Extended Hückel Method to the CuZn Problem

The evidence in the previous subsection is all consistent with the MJ model for CuZn. However, all of the evidence is indirect. Without actually performing a calculation that allows us to look at the electronic states in CuZn, we cannot really prove that the splitting of free-electron waves is driving the stability of the valence electron count. The chemical reality of this system, as it turns out, is not quite as clean as the plane-wave story presented above.

In examining the electronic structure of CuZn more closely, we again employ eH theory. This method is both computationally cheap and chemically transparent, expressing crystalline electronic states as LCAOs whose energies are shaped by bonding and antibonding interactions. The drawback of eH is that, if one is not careful in choosing atomic parameters, the results of an eH calculation may bear little resemblance to more quantitatively reliable calculations. For this reason, we calibrate the eH parameters of Cu and Zn to match the LDA-DFT band structure of CuZn, using an automated optimization procedure.
to find the best fit. This method has proven reliable in the past.\textsuperscript{2,30,42,52–54}

The LDA-DFT and calibrated eH band structures of CuZn are superimposed in Fig. 4.7, with the Fermi energy defined as zero in both. For the bands that are filled, the calibrated eH bands (green) match their LDA-DFT counterparts (black) quite well. This suggests that these eH parameters represent the chemical reality of the system as accurately as possible. The calibrated atomic parameters for the Slater-type orbitals in this calculation are: $H_{ii}(\text{Cu 4s}) = -11.63$ eV, $\zeta_s = 1.80$; $H_{ii}(\text{Cu 4p}) = -5.72$ eV, $\zeta_p = 1.625$; $H_{ii}(\text{Cu 3d}) = -11.94$ eV, $\zeta_{1,d} = 6.93$, $\zeta_{2,d} = 2.02$, $c_{1,d} = 0.7234$, $c_{2,d} = 0.7962$; $H_{ii}(\text{Zn 4s}) = -12.71$ eV, $\zeta_s = 1.92$; $H_{ii}(\text{Zn 4p}) = -7.84$ eV, $\zeta_p = 1.55$; $H_{ii}(\text{Zn 3d}) = -15.95$ eV, $\zeta_{1,d} = 6.82$, $\zeta_{2,d} = 2.26$, $c_{1,d} = 0.7582$, $c_{2,d} = 0.5730$. These parameters will be used for the remainder of our discussion of CuZn.

![Figure 4.7](image_url)

Figure 4.7: The band structure of CuZn, calculated using LDA-DFT methods (black) and eH methods with atomic parameters calibrated to the LDA-DFT band structure (green). For bands that are filled, the energies calculated by the two methods are quite close. For both methods, the Fermi energy is defined as zero.
4.4.4 Finding Hidden Plane Waves in CuZn

Armed with a quantitatively accurate band structure calculation that allows us to view the electronic states of CuZn as linear combinations of atomic orbitals, we are ready to search for the wavelike electronic states on which the MJ model focuses. In the earlier case of the 1-D chain, comparison between the nearly free-electron (Fig. 4.2) and eH (Fig. 4.3) band structures was straightforward because each individual eH crystal orbital had an obvious wave analog. The case is not quite so simple for real 3-D structures. Each nearly free-electron wavelike state, rather than having a single eH crystal orbital analog, is mixed into many eH states. If we wish to use an eH calculation to confirm, rather than simply infer, the validity of the MJ model for real chemical structures, we must develop a strategy to break down an eH band structure into its relevant plane waves. We do so in this subsection.

The difference between nearly free-electron and eH electronic states is largely a matter a basis set—the former are sums of plane waves, while the latter are sums of atomic valence orbitals. In principle, the two basis sets can be interconverted. That is, plane waves can be expressed as sums of valence orbitals, and vice versa. Our strategy is outlined as follows: (1) express the states in a nearly free-electron MJ band as sums of eH crystal orbitals, (2) assign energies to those nearly free-electron states as weighted averages of the eH energies, and (3) plot the energy of the MJ band hidden within the structure. In this way, we can start with a complicated eH band structure, and tease out the information relevant to the MJ model.

Free-electron plane-wave states have the form $\psi_k(\vec{r}) = \frac{1}{\sqrt{V}} e^{i\vec{k} \cdot \vec{r}}$. Nearly free-electron states $\Psi_k(\vec{r})$ are mixtures of these plane waves. The translational sym-
metry of a crystal dictates that mixing can only occur between waves separated by a reciprocal lattice vector $\mathbf{G}$:

$$
\Psi_{\mathbf{k}}(\mathbf{r}) = \frac{1}{\sqrt{V}} \sum_{\mathbf{G}} c_{\mathbf{G},\mathbf{k}} e^{i(\mathbf{k}+\mathbf{G}) \cdot \mathbf{r}}.
$$

The $c_{\mathbf{G},\mathbf{k}}$ are complex coefficients of each component of the nearly free-electron state. As the nearly free-electron model requires that deviation from free-electron states is small, the dominant component of each state (i.e., the one with the largest magnitude $c_{\mathbf{G},\mathbf{k}}$) is the one corresponding to $\mathbf{G} = (0, 0, 0)$.

Each normalized nearly free-electron state $\Psi_{\mathbf{k}}(\mathbf{r})$ is then expressed, as accurately as possible, as a linear combination of the full set of normalized eH wavefunctions $\Phi_{i,\mathbf{k}}(\mathbf{r})$ at the same $k$-point:

$$
\Psi_{\mathbf{k}}(\mathbf{r}) = \sum_{i} p_{i,\mathbf{k}} \Phi_{i,\mathbf{k}}(\mathbf{r}).
$$

The coefficients $p_i$ in the above equation are projections of the nearly free-electron state onto each eH wavefunction:

$$
p_{i,\mathbf{k}} = \int_{\text{unit cell}} \Psi_{\mathbf{k}}(\mathbf{r}) \Phi_{i,\mathbf{k}}^*(\mathbf{r}) \, dV.
$$

In the second step of the process, an energy $\varepsilon(\mathbf{k})$ is assigned to each nearly free-electron state $\Psi_{\mathbf{k}}(\mathbf{r})$. The energy is taken to be the weighted average of the energies $\epsilon_{i,\mathbf{k}}$ of the constituent eH crystal orbitals:

$$
\varepsilon(\mathbf{k}) = \frac{\sum_{i} \epsilon_{i,\mathbf{k}} |p_{i,\mathbf{k}}|^2}{\sum_{i} |p_{i,\mathbf{k}}|^2}.
$$

---

*Strictly speaking, sums of plane waves cannot be *exactly* expressed as sums of valence orbitals because a finite basis of valence orbitals does not span the function space."
The final step is to plot the energy of the projected MJ band. Recalling that the significant feature of this plot (an energy splitting that corresponds to the strong ⟨110⟩ X-ray diffraction peaks) is expected at k-point M = (\( \frac{\pi}{a}, \frac{\pi}{a}, 0 \)), this plot is constructed along a straight path from \( \vec{k} = (0, 0, 0) \) through \( \vec{k} = (\frac{\pi}{a}, \frac{\pi}{a}, 0) \). However, we must first take a brief step back and explain how the coefficients \( c_{\vec{G}, \vec{k}} \) are determined.

In principle, each nearly free-electron state \( \Psi_{\vec{k}}(\vec{r}) \) is the sum of an infinite number of plane-wave terms. Fortunately, very few of these terms make a significant contribution. A plane wave whose reciprocal lattice vector \( \vec{G} \) corresponds to an intense X-ray diffraction peak mixes strongly into the sum only if its energy is similar to that of the dominant \( \vec{G} = (0, 0, 0) \) term—that is, if \( |\vec{k} + \vec{G}| \approx |\vec{k}| \). For most of our path through k-space—all but a small range close to \( \vec{k} = (\frac{\pi}{a}, \frac{\pi}{a}, 0) \)—there is no term close in energy to the \( \vec{G} = (0, 0, 0) \) term. Thus, far from \( \vec{k} = (\frac{\pi}{a}, \frac{\pi}{a}, 0) \), the nearly free-electron states approach \( \Psi_{\vec{k}}(\vec{r}) = \frac{1}{\sqrt{V}} e^{i\vec{k} \cdot \vec{r}} \).

The situation is different close to \( \vec{k} = (\frac{\pi}{a}, \frac{\pi}{a}, 0) \). The \( \vec{G} = (0, 0, 0) \) and \( \vec{G} = (\frac{2\pi}{a}, \frac{2\pi}{a}, 0) \) terms become close in energy, which means the nearly free-electron states must be expressed as \( \Psi_{\vec{k}}(\vec{r}) = \frac{1}{\sqrt{V}} (c_1 e^{i\vec{k} \cdot \vec{r}} + c_2 e^{i(\vec{k} + (\frac{2\pi}{a}, \frac{2\pi}{a}, 0)) \cdot \vec{r}}) \). On the “near” side of \( \vec{k} = (\frac{\pi}{a}, \frac{\pi}{a}, 0) \) (at \( \vec{k} = (0.99\frac{\pi}{a}, 0.99\frac{\pi}{a}, 0) \), say), the \( \vec{G} = (\frac{2\pi}{a}, \frac{2\pi}{a}, 0) \) term is higher in energy than the dominant term. We therefore expect this mixing to push the state to a lower energy, and we choose the \( c_1 \) and \( c_2 \) that result in the lowest energy. On the “far” side of \( \vec{k} = (\frac{\pi}{a}, \frac{\pi}{a}, 0) \) (at \( \vec{k} = (1.01\frac{\pi}{a}, 1.01\frac{\pi}{a}, 0) \), say), the reverse is true. The \( \vec{G} = (\frac{2\pi}{a}, \frac{2\pi}{a}, 0) \) term is lower in energy than the dominant term, and pushes the state up in energy. We choose the \( c_1 \) and \( c_2 \) that result in the highest energy.

In Fig. 4.8a, the projected MJ band (red) is plotted on top of the calibrated
eH band structure (black), with a satisfying result. The MJ band resembles a nearly free-electron parabola, with an energy splitting of 2.74 eV at \( \mathbf{M} = \left( \frac{\pi}{a}, \frac{\pi}{a}, 0 \right) \), the \( k \)-point corresponding to the strong \( \langle 110 \rangle \) X-ray diffraction peaks. The two projected states at \( \mathbf{M} \) (red circles at \(-1.80 \) eV and 0.94 eV) straddle the Fermi energy, further suggesting that the splitting does indeed help to stabilize CuZn at \( \frac{3}{2} \) valence electrons per atom.

These two projected states at \( \mathbf{M} \) are shown in Fig. 4.8b,c as contours of their component \( s \) and \( p \) atomic orbitals. Both states resemble their nearly free-electron wave analogs, shown lightly in the background. The higher-energy state (Fig. 4.8b) is primarily a nonbonding combination of \( s \) orbitals, and the lower-energy state (Fig. 4.8c) a bonding combination of \( p \) orbitals. This ordering is representative of the inverted region as defined earlier. Though the ordering could have been reversed for different atomic or unit cell parameters, the energy splitting in the projected band would have been present regardless.

### 4.4.5 Energy Splitting at Other \( k \)-Points in CuZn

While the projected band, its energy splitting, and its wavelike eH states in Fig. 4.8 further support the MJ view of CuZn, they should still be met with a healthy dose of skepticism. One shortcoming of the argument presented in the previous subsection is that it examines the energy splitting of the projected MJ band at only one \( k \)-point, \( \mathbf{M} = \left( \frac{\pi}{a}, \frac{\pi}{a}, 0 \right) \). If such splittings were found only at individual isolated \( k \)-points, then they would lead to a negligible pseudogap in the density of states. In order to argue that such splittings lead to a substantial

---

1Because the basis functions of an eH calculation are Slater-type atomic orbitals, they lack the radial nodes one would find in a true 4s or 4p state.
Figure 4.8: a) The calibrated eH band structure of CuZn (black) and the projected nearly free-electron MJ band (red), plotted along a straight path through $k$-space from $\Gamma = (0, 0, 0)$ through $M = (\frac{\pi}{a}, \frac{\pi}{a}, 0)$. b,c) The two projected crystal orbitals at M, expressed as contours of their component $s$ and $p$ atomic orbitals, with the corresponding nearly free-electron waves shown lightly in the background. The energies of these two states straddle the Fermi energy.
pseudogap, we must show that they occur at a continuum of \(k\)-points.

At which \(k\)-points should we expect to find these energy splittings? Recall that in order for two plane-wave electronic states \(\psi_{\vec{k}_1}(\vec{r}) = \frac{1}{\sqrt{V}} e^{i\vec{k}_1 \cdot \vec{r}}\) and \(\psi_{\vec{k}_2}(\vec{r}) = \frac{1}{\sqrt{V}} e^{i\vec{k}_2 \cdot \vec{r}}\) to mix and split, they must be separated by a reciprocal lattice vector \(\vec{G}\) and be of equal energy. In symbols, these two conditions become:

\[
\vec{k}_1 + \vec{G} = \vec{k}_2,
\]

\[
|\vec{k}_1| = |\vec{k}_2|.
\]

In order for the resulting energy splitting to be large, there is the additional requirement that \(\vec{G}\) correspond to a strong X-ray diffraction peak. As the strongest peaks for CuZn are \(\langle 110 \rangle\), \(\vec{G}\) can be any permutation of \(\pm \frac{2\pi}{a}, \pm \frac{2\pi}{a},\) and 0. This ensures that once \(\psi_{\vec{k}_1}(\vec{r})\) and \(\psi_{\vec{k}_2}(\vec{r})\) mix, one wavefunction has its electron density concentrated near the ions, and the other between the ions.

Certainly, \(\vec{k}_1 = (\frac{\pi}{a}, \frac{\pi}{a}, 0)\) and \(\vec{k}_2 = (-\frac{\pi}{a}, -\frac{\pi}{a}, 0)\) satisfy these conditions. These vectors represent the two waves whose splitting is shown in Fig. 4.8. However, the coordinates of \(\vec{k}_1\) and \(\vec{k}_2\) need not be such round numbers. Consider the more general vectors \(\vec{k}_1 = (\frac{\pi}{a} + \alpha, \frac{\pi}{a} - \alpha, \beta)\) and \(\vec{k}_2 = (-\frac{\pi}{a} + \alpha, -\frac{\pi}{a} - \alpha, \beta)\), for any values of \(\alpha\) and \(\beta\). They too satisfy all of the above conditions for large energy splitting. The two degrees of freedom, \(\alpha\) and \(\beta\), indicate that splitting occurs not just at isolated \(k\)-points, but on 2-D planes of \(k\)-points.

In the reciprocal space of CuZn, there are twelve planes that satisfy the conditions for large energy splitting. These planes intersect to form the polyhedron in Fig. 4.9a. To a first approximation, this polyhedron can be used to estimate the likely electron count for \(\beta\)-brass alloys and CsCl-type intermetallics. The nearly
free-electron states $\Psi_\mathbf{k}(\mathbf{r})$ inside the polyhedron lie below the energy splitting and are filled, while those outside the polyhedron lie above the energy splitting and are empty. The reciprocal-space volume of the polyhedron thus represents the number of filled valence orbitals per unit cell. The volume in this case is $2(\frac{2\pi}{a})^3$, or 2 unit cells of the reciprocal lattice. This translates to 2 filled valence orbitals per unit cell, or 4 valence electrons per unit cell, or 2 valence electrons per atom.

Figure 4.9: a) The reciprocal-space polyhedron that separates the CuZn nearly free-electron states that are above the energy splitting (outside the polyhedron) from those that are below it (inside the polyhedron). b) One face of the polyhedron, symmetry-equivalent to all the others.

While this estimate is in the right ballpark (though a bit higher than Hume-Rothery’s observation of $\frac{3}{2}$ valence electrons per atom for $\beta$-brass), the argument used to derive it has a notable flaw. Namely, the surface in Fig. 4.9a is not a sphere. It has some points that jut out farther from the origin than others. Because the energy of a plane-wave electronic state is proportional to $|\mathbf{k}|^2$, splitting
occurs at a higher energy for those \( k \)-points that are farther out. It is therefore possible that the top of the splitting at (for example) \( \vec{k} = (\frac{\pi}{a}, \frac{\pi}{a}, 0) \) is lower in energy than the bottom of the splitting at (for example) \( \vec{k} = (\frac{2\pi}{a}, 0, 0) \). This possibility must be explored, as it would argue against the above assumption that states are filled if and only if they lie inside the polyhedron.

We therefore calculate the energies at the top and bottom of the splitting over the entire polyhedral surface. Only one of the twelve symmetry-equivalent faces (Fig. 4.9b) need be calculated. The result is shown in Fig. 4.10a. As expected, the energy curves of both the top (gray) and bottom (black) of the splitting resemble paraboloids with respect to \( \vec{k} \). We see that our concern was justified—the top of the splitting at \( \vec{k} = (\frac{\pi}{a}, \frac{\pi}{a}, 0) \) is indeed lower in energy than the bottom of the splitting at \( \vec{k} = (\frac{2\pi}{a}, 0, 0) \). As a result, the Fermi energy (red) cannot lie within the gap for all \( k \)-points on the polyhedral surface simultaneously.

In the absence of a true energy gap between the top and bottom paraboloids in Fig. 4.10a, the Fermi energy is likely to be found in a pseudogap. One might reasonably guess that such a pseudogap would be centered at an energy that lies within the splitting for most of the polyhedral surface. Translated into the language of Fig. 4.10a, the “ideal” number of electrons for this system would place the Fermi energy (red plane) between the gray and black paraboloids for as much of the illustrated area of reciprocal space as possible. By inspection, this is accomplished when the Fermi energy just touches the bottom of the gray paraboloid, 0.94 eV above the actual Fermi energy. This estimate is confirmed in Fig. 4.10b. Integrating the density of states up to this energy predicts that the “ideal” electron count for CuZn is 1.77 valence electrons per atom.
Of course, there are several caveats to the electron count at which the previous paragraph arrives. The first is that our definition of “ideal” says little of how well the structure competes with others. Whether a structure forms at a given electron count depends not only on its own electronic properties, but on those of all competing structures. So even if CsCl-type CuZn has a pseudogap that favors 1.77 valence electrons per atom, it might have to compete with other possible structures that favor the same electron count. Second, the exact place-
ment of this “ideal” electron count is not general for CsCl-type compounds, and depends on the atomic and unit cell parameters. For example, if the energy splitting in Fig. 4.10a were wider, the “ideal” electron counts would move closer to 2. The third caveat is that the pseudogap in CuZn is not very deep. Because the reciprocal-space polyhedron (Fig. 4.9a) has vertices that jut out sharply, the top and bottom of the energy splitting (Fig. 4.10a) are not fully separated.

This concludes our discussion of CuZn, with reasonable results but an interesting and real ambiguity. We have adapted the MJ model to chemical ways of looking at the electronic structure of extended systems, and confirmed the observed range of stability between 1 and 2 valence electrons per atom in β-brass alloys and CsCl-type intermetallics. However, it emerges that for this particular structure, the “ideal” electron count is imprecise and element-dependent. As the remainder of this work will show, increasing complexity can actually sharpen an intermetallic structure’s preference for a particular electron count.

4.5 Crystal Structures of the γ-Brasses

At a slightly higher Zn concentration than β-brass lies γ-brass. The γ-brass region of the Cu–Zn phase diagram includes the ordered intermetallic Cu₅Zn₈. Taking the Cu and Zn 3d states to be filled core orbitals, Cu₅Zn₈ has a valence electron count of \( \frac{21}{13} \) electrons per atom. Cu₅Zn₈ has a considerably more complex structure than CuZn. Crystallizing with \( I\bar{4}3m \) symmetry, the cubic unit cell of Cu₅Zn₈ is traditionally seen as a body-centered arrangement of two identical 26-atom clusters. These clusters, termed γ-brass clusters, are in no way chemically isolated, and “exist” only as visual mnemonics.
A γ-brass cluster can be viewed in a number of ways. Perhaps the most common view (Fig. 4.11a) is of four nested polyhedra, one for each crystallographically inequivalent site. From the cluster center to the periphery, these polyhedra are an inner tetrahedron (IT), an outer tetrahedron (OT), an octahedron (OH), and a cubo-octahedron (CO). An alternative view (Fig. 4.11b), more suggestive of the experimental site preferences, connects the OT and OH sites (Cu atoms in Cu$_5$Zn$_8$) as an adamantane-like cage, and the IT and CO sites (Zn atoms in Cu$_5$Zn$_8$) as a tetrahedron of tetrahedra.$^{29,30}$ The full 52-atom cubic unit cell of Cu$_5$Zn$_8$ is shown in Fig. 4.11c.

Figure 4.11: a) One view of a γ-brass cluster, showing an inner tetrahedron (IT, yellow), an outer tetrahedron (OT, orange), an octahedron (OH, red), and a cubo-octahedron (CO, purple). b) A second view, more suggestive of the site preferences in Cu$_5$Zn$_8$, showing an adamantane-like cage (Cu atoms, black) and a tetrahedron of tetrahedra (Zn atoms, gray). c) The cubic unit cell of Cu$_5$Zn$_8$, emphasizing its body-centered arrangement of γ-brass clusters.

Cu$_5$Zn$_8$ is the parent structure of a number of even more complicated
superstructures, which we call $2 \times 2 \times 2$ $\gamma$-brasses. As suggested by the name, these compounds have cubic unit cells that resemble the Cu$_5$Zn$_8$ unit cell doubled in all three dimensions. Each of these superstructures differs from Cu$_5$Zn$_8$ by some combination of distortions, colorings, vacancies, and interstitial atoms. Among the $2 \times 2 \times 2$ $\gamma$-brasses that have been solved using single crystal X-ray diffraction are Zn$_{21}$Pt$_{5}$, Li$_{21}$Si$_{5}$, Mg$_{44}$Rh$_{7}$, Mg$_{44}$Ir$_{7}$, Na$_6$Tl, Mg$_6$Pd, Cu$_{44}$Sn$_{11}$, Sm$_{11}$Cd$_{45}$, Zn$_{39}$Fe$_{11}$, Al$_{69}$Ta$_{39}$, Zn$_{13}$Fe$_{11}$, Mg$_{44}$Ir$_{4}$, Zn$_{20.44}$Mo, Zn$_{91}$Ir$_{11}$, and Li$_{13}$Na$_{29}$Ba$_{19}$. All of these structures crystallize with $F\overline{4}3m$ symmetry. As the Cu$_5$Zn$_8$ unit cell contains two $\gamma$-brass clusters, and its superstructures represent a doubling of the unit cell in all three dimensions, each unit cell contains sixteen similar clusters, and roughly 400 atoms.

We wish to use MJ reasoning as the starting point for our analysis of the $\gamma$-brasses. This requires knowledge of which X-ray diffraction peaks are most intense. The strongest peaks in Cu$_5$Zn$_8$ are $\langle 330 \rangle$ and $\langle 114 \rangle$ (Fig. 4.12a). While the relative intensities vary from system to system, the strongest peaks in $2 \times 2 \times 2$ $\gamma$-brasses are generally $\langle 660 \rangle$, $\langle 228 \rangle$, and $\langle 555 \rangle$ (Fig. 4.12b). There is an interesting story to be told about the structural source of these strongest X-ray peaks. However, to avoid interrupting this work with a lengthy diversion, we simply take these diffraction patterns as given for now, and save the story for Appendix A of this thesis.
4.6 Reinterpreting the MJ Model of Cu$_5$Zn$_8$

The MJ model has long been the dominant theoretical rationale for Hume-Rothery’s empirical observations of the phase stability of $\gamma$-brass. According to the model, the alignment of atoms with $\langle 330 \rangle$ and $\langle 114 \rangle$ plane waves splits the energies of the corresponding nearly free-electron states. Together, the energy splittings create a pseudogap in the density of states, stabilizing the crystal structure for a narrow range surrounding the experimental electron count of Cu$_5$Zn$_8$, $\frac{21}{13}$ valence electrons per atom. To gain a more chemical understanding of this electron-counting rule, we now use the machinery developed in our earlier discussion of CuZn to reinterpret the MJ arguments for Cu$_5$Zn$_8$ in terms of LCAOs.

4.6.1 The Band Structure of Cu$_5$Zn$_8$

MJ reasoning rests on the nearly free-electron model. As Cu$_5$Zn$_8$ has proven amenable to the MJ model, we expect its band structure to resemble that of free electrons. The resemblance, however, is more difficult to confirm by inspection.
for Cu$_5$Zn$_8$ (Fig. 4.13) than it was for CuZn (Fig. 4.5). The 26-atom primitive unit cell of Cu$_5$Zn$_8$ produces quite a complicated picture, in which it is somewhat difficult to pick out the individual parabolas. With some effort, though, one can see similarities in the shapes of the free-electron (Fig. 4.13a) and LDA-DFT (Fig. 4.13b) bands, especially below the Fermi energy. Excluding the regions of localized Zn and Cu 3d bands centered at $-8 \, \text{eV}$ and $-4 \, \text{eV}$, each band in the LDA-DFT band structure has a free-electron analog.

The density of states of Cu$_5$Zn$_8$ (Fig. 4.13c) shows the hallmark of an electron phase: a pseudogap very close to the Fermi energy. This pseudogap, centered just above the Fermi energy, is more pronounced than the corresponding pseudogap in CuZn (Fig. 4.5c).

In order to examine the source of this pseudogap and its relative sharpness, we again turn to eH theory. To ensure the quantitative accuracy of our eH calculation of Cu$_5$Zn$_8$, we calibrate the Cu and Zn atomic parameters to match LDA-DFT. These two band structures are superimposed in Fig. 4.14, with the Fermi energy defined as zero in both. The close match between calibrated eH (green) and LDA-DFT (black) suggests that these eH parameters accurately represent the chemical reality of the system. The calibrated atomic parameters for the Slater-type orbitals in this calculation are: $H_{ii}(\text{Cu } 4s) = -11.47 \, \text{eV}, \, \zeta_s = 1.75$; $H_{ii}(\text{Cu } 4p) = -5.55 \, \text{eV}, \, \zeta_p = 1.69$; $H_{ii}(\text{Cu } 3d) = -11.95 \, \text{eV}, \, \zeta_{1,d} = 6.09, \, \zeta_{2,d} = 2.00, \, c_{1,d} = 0.6006, \, c_{2,d} = 0.6873$; $H_{ii}(\text{Zn } 4s) = -12.57 \, \text{eV}, \, \zeta_s = 1.88$; $H_{ii}(\text{Zn } 4p) = -7.53 \, \text{eV}, \, \zeta_p = 1.48$; $H_{ii}(\text{Zn } 3d) = -16.02 \, \text{eV}, \, \zeta_{1,d} = 6.04, \, \zeta_{2,d} = 2.21, \, c_{1,d} = 0.6161, \, c_{2,d} = 0.5730$.

Not surprisingly, these parameters, which will be used for the remainder of our discussion of Cu$_5$Zn$_8$, are very similar to those used for CuZn.
Figure 4.13: a) The free-electron band structure of Cu$_5$Zn$_8$, b) its LDA-DFT counterpart, and c) the LDA-DFT density of states. Note the pseudogap in the density of states near the Fermi energy. The $k$-points with respect to the cubic cell correspond to $\Gamma = (0,0,0)$, $H = (\frac{2\pi}{a},0,0)$, $N = (\frac{\pi}{a},\frac{\pi}{a},0)$, and $P = (\frac{\pi}{a},\frac{\pi}{a},\frac{\pi}{a})$. On the energy axis of the LDA-DFT panels, the Fermi energy is defined as zero.
Figure 4.14: The band structure of Cu$_5$Zn$_8$, calculated using LDA-DFT methods (black) and eH methods with atomic parameters calibrated to the LDA-DFT band structure (green). For bands that are filled, the energies calculated by the two methods are quite close. For both methods, the Fermi energy is defined as zero.

4.6.2 Finding Hidden Plane Waves in Cu$_5$Zn$_8$

The strength of the $\langle 330 \rangle$ and $\langle 114 \rangle$ X-ray diffraction peaks indicates that the atoms in Cu$_5$Zn$_8$ sync up with the corresponding sets of Miller planes. According to the MJ model, this periodic arrangement of ions causes free-electron plane-wave electronic states (with twice the wavelength of the diffraction plane waves) to mix and split in energy. The result, as we saw in our earlier discussion of CuZn, is pairs of nearly free-electron states in which one has its electron density near the ions, and the other between the ions.

Though the atoms in Cu$_5$Zn$_8$ are not as neatly aligned on diffraction planes as those in CuZn, the expected wavelike states (Fig. 4.15) are qualitatively the same. Fig. 4.15a shows a mixing representative of the $\langle 330 \rangle$ X-ray diffraction peaks. These two states are a mixture of the plane waves $\psi_N(\vec{r}) = \frac{1}{\sqrt{V}} e^{i \frac{2\pi}{a} \cdot \vec{r}} = \frac{1}{\sqrt{V}} e^{i \frac{2\pi}{a} \cdot \vec{r}}$.
\[ \frac{1}{\sqrt{V}} e^{i \frac{2\pi}{a} (x+y)} \] and \( \psi_N(\vec{r}) = \frac{1}{\sqrt{V}} e^{i \left( -\frac{3\pi}{a} - \frac{3\pi}{a} \right) x} = e^{-i \frac{3\pi}{a} (x+y)} \), which are found at \( k \)-point \( N = \left( \frac{\pi}{a}, \frac{\pi}{a}, 0 \right) \) with respect to the cubic unit cell. After mixing, these wavefunctions resemble \( \Psi_N(\vec{r}) = \frac{1}{\sqrt{2V}} \left( e^{i \frac{3\pi}{a} (x+y)} + e^{-i \frac{3\pi}{a} (x+y)} \right) = \sqrt{\frac{2}{V}} \cos \left( \frac{3\pi}{a} [x + y] \right) \) (Fig. 4.15a, left) and \( \Psi_N(\vec{r}) = -\frac{i}{\sqrt{2V}} \left( e^{i \frac{3\pi}{a} (x+y)} - e^{-i \frac{3\pi}{a} (x+y)} \right) = \sqrt{\frac{2}{V}} \sin \left( \frac{3\pi}{a} [x + y] \right) \) (Fig. 4.15a, right). The former has its electron density near most of the ions, the latter between most of the ions. Corresponding to each pair of peaks in the \( \langle 330 \rangle \) set is a similar pair of states.

Figure 4.15: The nearly free-electron states whose periodicity syncs up with the a) \( \langle 330 \rangle \) and b) \( \langle 114 \rangle \) diffraction plane waves of Cu_{5}Zn_{8}. Cu (black) and Zn (gray) atoms are shown.

A mixing representative of the \( \langle 114 \rangle \) diffraction peaks is shown in Fig. 4.15b. The pair of free-electron states that mix to produce these pictures are \( \psi_N(\vec{r}) = \frac{1}{\sqrt{V}} e^{i \left( \frac{\pi}{a} + \frac{\pi}{a} \right) x} = \frac{1}{\sqrt{V}} e^{i \frac{\pi}{a} (x+y+4z)} \) and \( \psi_N(\vec{r}) = \frac{1}{\sqrt{V}} e^{i \left( -\frac{\pi}{a} - \frac{3\pi}{a} \right) x} = \frac{1}{\sqrt{V}} e^{-i \frac{3\pi}{a} (x+y+4z)} \), which are again found at \( k \)-point \( N = \left( \frac{\pi}{a}, \frac{\pi}{a}, 0 \right) \). There is a subtle difference between the mixing shown in Fig. 4.15b and the previous cases. Namely, the resulting cosine and sine waves are not aligned with the origin of the unit cell. That is, these mixed states resemble \( \Psi_N(\vec{r}) = \sqrt{\frac{2}{V}} \cos \left( \frac{\pi}{a} [x + y + 4z] + \alpha \right) \) and \( \psi_N(\vec{r}) = \sqrt{\frac{2}{V}} \sin \left( \frac{\pi}{a} [x + y + 4z] + \alpha \right) \) with some phase factor \( \alpha \). This phase factor is needed to produce the same qualitative picture as before: one state whose electron density is near
most of the ions (Fig. 4.15b, left), and a second whose electron density is between most of the ions (Fig. 4.15b, right).

Before proceeding to find these nearly free-electron states within the eH band structure of Cu$_5$Zn$_8$, we should make one more point about these states. The reader might notice that all waves in Fig. 4.15, whether they correspond to the $\langle 330 \rangle$ or $\langle 114 \rangle$ diffraction peaks, appear to have the same wavelength. This is indeed true, for the basic reason that $|\vec{k}|$ is inversely proportional to wavelength, and $|(3, 3, 0)| = |(1, 1, 4)|$. Because the energy of a plane-wave electronic state is proportional to $|\vec{k}|^2$, equal wavelengths translate to equal energies. It is vital to the MJ model that all waves that mix to produce Fig. 4.15 have the same energy. In this way, when mixing causes their energies to split, they contribute to a pseudogap at a single energy.

While the premise and implementation of the MJ model for the $\gamma$-brasses are beautiful, we ask this: Does the model alone confirm, to the satisfaction of a typical chemist, that the nearly free-electron states in Fig. 4.15 drive the stability of the Cu$_5$Zn$_8$ valence electron count? Probably not. To most chemists, it is important to see how this theoretical framework plays out within a quantum calculation of Cu$_5$Zn$_8$. For this, we employ the same procedure we used earlier for CuZn to extract the relevant MJ states and energies from the complex tangle that is the eH band structure of Cu$_5$Zn$_8$.

Fig. 4.16 summarizes our LCAO interpretation of the MJ model as it relates to the $\langle 330 \rangle$ X-ray diffraction peaks in Cu$_5$Zn$_8$. In Fig. 4.16a, the projected MJ band (red) is plotted on top of the calibrated eH band structure (black) along a straight path from $\vec{k} = (0, 0, 0)$ through $\vec{k} = (\frac{3\pi}{a}, \frac{3\pi}{a}, 0)$. The MJ band resembles a nearly free-electron parabola. Due to the mixing of plane waves, the band
has energy splittings at \( N = (\frac{\pi}{a}, \frac{\pi}{a}, 0) \), \( \Gamma = (\frac{2\pi}{a}, \frac{2\pi}{a}, 0) \), and \( N = (\frac{3\pi}{a}, \frac{3\pi}{a}, 0) \) (the waves corresponding to the \( \langle 110 \rangle \), \( \langle 220 \rangle \), and \( \langle 330 \rangle \) peaks). However, because the atoms in Cu₅Zn₈ do not interfere particularly constructively with the \( \langle 110 \rangle \) or \( \langle 220 \rangle \) diffraction plane waves, the energy splittings at \( N = (\frac{\pi}{a}, \frac{\pi}{a}, 0) \) (0.15 eV) and \( \Gamma = (\frac{2\pi}{a}, \frac{2\pi}{a}, 0) \) (0.21 eV) are quite small. Due to the strong constructive interference of the atoms with the \( \langle 330 \rangle \) diffraction plane waves, the splitting at \( N = (\frac{3\pi}{a}, \frac{3\pi}{a}, 0) \) (2.37 eV) is much larger. Also encouraging is that fact that the two projected states at this last \( k \)-point (red circles at \( -1.76 \) eV and \( 0.60 \) eV) straddle the Fermi energy, and thus help stabilize Cu₅Zn₈ at \( \frac{21}{13} \) valence electrons per atom.

The two projected states at \( N = (\frac{3\pi}{a}, \frac{3\pi}{a}, 0) \) are displayed in Fig. 4.16b,c. For ease of plotting, they are shown in a slightly different way than were the projected states in CuZn (Fig. 4.8b,c). The component \( s \) and \( p \) orbitals on each atom that make up the projected states are shown not as contours of constant value of the wavefunction, but as pairs of spheres whose volumes scale with the coefficients of the atomic orbitals. If the orbital on a given atom is purely \( s \), it appears as a single sphere. If it is purely \( p \), it appears as two spheres of equal size and opposite sign. If it is a mixture of \( s \) and \( p \), it appears as two spheres of unequal size and opposite sign, skewed toward the sign of the \( s \) orbital. These two states resemble their nearly free-electron wave analogs, shown lightly in the background. As was the case for CuZn, the higher-energy state (Fig. 4.16b) is primarily a combination of \( s \) orbitals, and the lower-energy state (Fig. 4.16c) a combination of \( p \) orbitals. This ordering is again representative of the inverted region.

In Fig. 4.17, we move on to the states corresponding to the \( \langle 114 \rangle \) diffraction peaks in Cu₅Zn₈. The story here is more or less the same as it was for the \( \langle 330 \rangle \)
Figure 4.16: a) The calibrated eH band structure of Cu$_5$Zn$_8$ (black) and the projected nearly free-electron MJ band (red), plotted along a straight path through $k$-space from $\Gamma = (0,0,0)$ through $N = (\frac{2\pi}{a}, \frac{2\pi}{a}, 0)$. b,c) The two projected crystal orbitals at $N = (\frac{3\pi}{a}, \frac{3\pi}{a}, 0)$, expressed as spheres which represent their component $s$ and $p$ atomic orbitals (see text), with the corresponding nearly free-electron waves shown lightly in the background. The energies of these two states straddle the Fermi energy.
peaks. The projected MJ band (Fig. 4.17a), when plotted along a straight path from \( \mathbf{k} = (0, 0, 0) \) through \( \mathbf{k} = (\frac{\pi}{a}, \frac{\pi}{a}, \frac{4\pi}{a}) \), resembles a nearly free-electron parabola. The band splits by 1.03 eV at \( N = (\frac{\pi}{a}, \frac{\pi}{a}, \frac{4\pi}{a}) \), only about half the size of the splitting corresponding to the \( \langle 330 \rangle \) peaks. This is to be expected, as the \( \langle 114 \rangle \) peaks in Cu\(_5\)Zn\(_8\) are less intense than \( \langle 330 \rangle \). The two projected states at the top and bottom of this splitting are shown in Fig. 4.17b,c. They again resemble their free-electron wave analogs, with the higher-energy state (Fig. 4.17b) consisting primarily of \( s \), and the lower-energy state (Fig. 4.17c) consisting primarily of \( p \). This ordering is again in the inverted region.

However, there is one significant way in which Fig. 4.17 differs from Fig. 4.16. Namely, the two projected states at \( N = (\frac{\pi}{a}, \frac{\pi}{a}, \frac{4\pi}{a}) \) (red circles in Fig. 4.17a at −1.59 eV and −0.56 eV) both lie below the Fermi energy. This seems at first to be a strike against the MJ model or our interpretation of it, as it suggests that the energy splitting at this \( k \)-point does not stabilize Cu\(_5\)Zn\(_8\) at its experimental electron count. But as the next subsection explains, this result need not be seen as problematic at all.

### 4.6.3 Energy Splitting at Other \( k \)-Points in Cu\(_5\)Zn\(_8\)

We showed earlier that MJ-type energy splitting occurs not just at isolated \( k \)-points, but on the surface of a reciprocal-space polyhedron. Because CuZn had only the strong \( \langle 110 \rangle \) diffraction peaks corresponding to states near the Fermi energy, its polyhedron in Fig. 4.9a had only one type of face. Cu\(_5\)Zn\(_8\), however, has strong \( \langle 330 \rangle \) and strong \( \langle 114 \rangle \) peaks. Its reciprocal-space polyhedron is therefore bounded by two symmetry-inequivalent types of faces.
Figure 4.17: a) The calibrated eH band structure of Cu$_5$Zn$_8$ (black) and the projected nearly free-electron MJ band (red), plotted along a straight path through $k$-space from $\Gamma = (0, 0, 0)$ through $N = (\frac{\pi}{a}, \frac{\pi}{a}, \frac{4\pi}{a})$. b,c) The two projected crystal orbitals at $N = (\frac{\pi}{a}, \frac{\pi}{a}, \frac{4\pi}{a})$, expressed as spheres which represent their component $s$ and $p$ atomic orbitals (see text), with the corresponding nearly free-electron waves shown lightly in the background. The energies of both states lie below the Fermi energy.
The Cu$_5$Zn$_8$ polyhedron (Fig. 4.18a) is shown with one of each type of face emphasized (Fig. 4.18b). The twelve red faces correspond to the $\langle 330 \rangle$ reflections, while the twenty-four blue faces correspond to $\langle 114 \rangle$. One notable qualitative feature of this Cu$_5$Zn$_8$ polyhedron is that it is much closer to spherical than its CuZn counterpart. Due to its larger number of faces, the vertices of the Cu$_5$Zn$_8$ polyhedron do not jut out as much. The result is that the energy splitting on the surface of the polyhedron occurs over a narrower range of energies for Cu$_5$Zn$_8$ than for CuZn. This can be seen in the respective densities of states, in which the pseudogap is sharper and more pronounced for Cu$_5$Zn$_8$ (Fig. 4.13c) than for CuZn (Fig. 4.5c).

![Figure 4.18: a) The reciprocal-space polyhedron that separates the Cu$_5$Zn$_8$ nearly free-electron states that are above the energy splitting (outside the polyhedron) from those that are below it (inside the polyhedron). b) One of each type of face of the polyhedron, corresponding to the $\langle 330 \rangle$ (left, red) and $\langle 114 \rangle$ (right, blue) X-ray diffraction peaks.](image)

In order to estimate the number of valence electrons this system is likely to hold, one might first assume that all states inside the polyhedron (below the
energy splitting) are filled, and all those outside the polyhedron (above the energy splitting) are empty. If this is true, then the reciprocal-space volume of the polyhedron represents the number of filled valence orbitals per unit cell. The volume of this polyhedron is \(45(\frac{2\pi}{a})^3\), or 45 unit cells of the reciprocal lattice. This translates to 90 valence electrons per unit cell, or 1.73 per atom—slightly higher than Hume-Rothery’s empirical observations of the \(\gamma\)-brasses.

Once again, the assumption that all states at the bottom of the splitting are of lower energy than all states at the top of the splitting proves faulty. This is clear in Fig. 4.19, in which we plot the top (gray) and bottom (black) of the energy splitting over the polyhedral faces corresponding to the \(\langle 330 \rangle\) (Fig. 4.19a) and \(\langle 114 \rangle\) (Fig. 4.19b) reflections. Even with a reciprocal-space polyhedron that better approximates a sphere, there is still nowhere the Fermi energy can be placed such that it lies between the two paraboloids for all \(k\)-points simultaneously.

Because there is no true energy gap in the density of states of Cu\(_5\)Zn\(_8\), the Fermi energy is likely to be found at a pseudogap. We expect such a pseudogap to be centered at an energy that lies within the splitting for most of the polyhedral surface. Inspection of the two different polyhedral surfaces individually would lead one to arrive at two different estimates of the Fermi energy. For the surface corresponding to \(\langle 330 \rangle\) (Fig. 4.19a), it would be optimal to have the Fermi energy just touch the bottom of the gray paraboloid, 0.60 eV above the actual Fermi energy. For the surface corresponding to \(\langle 114 \rangle\) (Fig. 4.19b), the bottom of the gray paraboloid is 0.56 eV below the actual Fermi energy. These estimates are confirmed in Fig. 4.20a, which shows the area on each polyhedral face for which a given energy lies between the upper and lower curves. Taking both types of faces into account, we expect the actual Fermi energy to lie between
Figure 4.19: The energies at the top (gray) and bottom (black) of the splitting on the polyhedral faces of Cu$_5$Zn$_8$ corresponding to the a) $\langle 330 \rangle$ and b) $\langle 114 \rangle$ X-ray diffraction peaks. The Fermi energy (red and blue) lies between the paraboloids over much of the surfaces.

0.60 eV and −0.56 eV (1.68 and 1.49 valence electrons per atom, respectively)—a reassuring result.

It is difficult to pin down exactly where is this range the Fermi energy “should” lie for Cu$_5$Zn$_8$. One might make an estimate by finding the energy that maximizes the total polyhedral surface area that lies within the energy splitting. However, this estimate of the Fermi energy (Fig. 4.20b) does not differ sig-
Figure 4.20: a) The area on the Cu$_5$Zn$_8$ polyhedral faces corresponding to \langle330\rangle and \langle114\rangle for which a given energy lies within the splitting. b) The area on the entire polyhedral surface for which a given energy lies within the splitting. Area is plotted in arbitrary units.

Significantly from the estimate obtained by considering only the \langle114\rangle faces, and comes out on the low side of experimental reality. There are a number of ways in which this estimate is perhaps too simplistic, which are possible reasons for the discrepancy.

One possible oversimplification is in the way the energies on the polyhedral surface are calculated. As described earlier, the energies at the top and bottom
of the gap reflect a mixing of two plane waves found on opposite faces of the polyhedron. While these pairs of waves are indeed the primary contributors to MJ-type energy splitting, the splitting could be made more accurate by including the contributions of other terms as well. This could mean including waves that correspond to weaker, but still significant, X-ray diffraction peaks. It could also mean including extra terms for points near the edges and vertices of the polyhedron, corresponding to the neighboring faces that approach each other. By considering only the pairwise mixing of plane waves, we likely underestimate the energy splitting, especially near edges and vertices of the polyhedral surface.

A second possible oversimplification is in our use of polyhedral surface area to estimate the pseudogap energy. This method, to look for the energy at which the largest amount of surface area lies within the splitting, neglects a key fact. When plane-wave states mix and split in energy, they do not simply disappear. Rather, they are pushed to an energy outside the splitting—likely just outside the splitting. So in considering whether a given energy would be an energetically stable Fermi energy, we must not only consider it favorable for the energy to lie within the splitting, but also unfavorable for that energy to lie just outside the splitting.

One can imagine how our methods could be modified to account for each of these issues. To more accurately calculate the energies at the top and bottom of the gap, we could include more plane-wave terms in our mixing equations. To more correctly estimate the energy of the pseudogap, we could develop a slightly different method of counting surface area, in which area just outside the energy gap is disfavored. These (and possibly other) adjustments would
likely allow us to estimate valence electron counts and Fermi energies to greater numerical accuracy.

### 4.7 A Note About $2 \times 2 \times 2 \gamma$-Brasses

We hope the previous sections of this account have convinced the reader that there is chemical importance to the electronic states on which the MJ model focuses. Even if the model and our LCAO interpretation of it cannot yet predict stable electron counts as precisely or as unambiguously as we would hope, they appear to be meaningful and qualitatively correct.

We therefore have certain expectations of how the same line of reasoning is likely to turn out for the $2 \times 2 \times 2 \gamma$-brass superstructures. In the X-ray diffraction patterns of these compounds (Fig. 4.12b), we saw that in addition to the strong $\langle 660 \rangle$ and $\langle 228 \rangle$ peaks derived from $\gamma$-brass itself, there are strong $\langle 555 \rangle$ peaks. These new peaks indicate more opportunities for MJ-type mixing, each of which contributes to the pseudogap that stabilizes the compounds at a given valence electron count. Fig. 4.21 shows the reciprocal-space polyhedron that marks the energy gap in the $2 \times 2 \times 2 \gamma$-brasses (Fig. 4.21a). It consists of three symmetry-inequivalent types of faces (Fig. 4.21b): twelve faces corresponding to the $\langle 660 \rangle$ peaks (red), twenty-four faces corresponding to the $\langle 228 \rangle$ peaks (blue), and eight faces corresponding to the $\langle 555 \rangle$ peaks (green).

With its relatively large number of faces, the polyhedron representing the $2 \times 2 \times 2 \gamma$-brasses is quite nearly spherical. This should mean that the energy splitting occurs over a narrow range of energies, and that the pseudogap in the density of states is quite sharp and pronounced. One would expect the
Figure 4.21: a) The reciprocal-space polyhedron that separates the $2 \times 2 \times 2$ $\gamma$-brass nearly free-electron states that are above the energy splitting (outside the polyhedron) from those that are below it (inside the polyhedron). b) One of each type of face of the polyhedron, corresponding to the $\langle 660 \rangle$ (top, red), $\langle 228 \rangle$ (middle, blue), and $\langle 555 \rangle$ (bottom, green) X-ray diffraction peaks.

The number of valence orbitals per unit cell with energies lower than this pseudogap to be roughly equal to the polyhedral volume. The volume of the polyhedron is $348 \left( \frac{2\pi}{a} \right)^3$, meaning the unit cell of $2 \times 2 \times 2$ $\gamma$-brass holds 696 valence electrons. This is a reasonable estimate of the actual valence electron counts in many of the $2 \times 2 \times 2$ $\gamma$-brasses: Zn$_{21}$Pt$_5$ (672 per unit cell, 1.62 per atom), Li$_{21}$Si$_5$ (656 per unit cell, 1.58 per atom), Mg$_{44}$Rh$_7$ (648 per unit cell, 1.59 per atom), Mg$_{44}$Ir$_7$ (648 per unit cell, 1.59 per atom), Mg$_6$Pd (679 per unit cell, 1.71 per atom), Cu$_{41}$Sn$_{11}$ (680 per unit cell, 1.63 per atom), Mg$_{29}$Ir$_4$ (648 per unit cell, 1.64 per atom), Zn$_{91}$Ir$_{11}$ (684...
per unit cell, 1.68 per atom), and Li$_{13}$Na$_{29}$Ba$_{19}$ (640 per unit cell, 1.31 per atom). For technical reasons, it has proven difficult to extract precise information about the $2 \times 2 \times 2 \gamma$-brasses from a calibrated eH calculation. For now, our suggestion that the electron counts of these compounds are driven by the same factors that guide CuZn and Cu$_5$Zn$_8$ therefore remains an inference.

4.8 Conclusion

In this work, we have reviewed Mott and Jones’s theoretical model for Hume-Rothery electron phases, casting it into real-space LCAO language. In doing so, we have shown that the hallmark of an electron phase—a pseudogap in the density of states at the Fermi energy—can be seen not only in terms of the mixing and splitting of plane-wave electronic states, but also in terms of the energy difference between an $s$-based band and a $p$-based band. This latter interpretation highlights the fundamental similarity between the Hume-Rothery rules in solids and the molecular electron-counting rules that are ingrained in the language and logic of chemists.

However, neither Mott and Jones’ traditional model nor our LCAO interpretation of it does everything it sets out to do. That is to say, neither reproduces Hume-Rothery’s electron-counting rules unambiguously or with much numerical precision. The likely reason for this is that both models focus on pseudogap energies of crystal structures, rather than their total energies. While related, it is only through a total energy comparison that one can determine which structure is favored over others at a given electron count.

We hope to achieve this goal—a rationale that accounts for the stability
ranges of the Hume-Rothery electron phases—in our future work. Our LCAO interpretation of Mott and Jones’s arguments will likely be an integral part of such a rationale, as it has already been shown that Hückel theory is capable of correctly ordering the total energies of these structures.\textsuperscript{126,127}

We do not wish to suggest that either the nearly free-electron or the LCAO viewpoint is superior. The two complement each other nicely, with the former focusing on the wavelike nature of the electronic states, and the latter on the bonding and antibonding interactions between atomic orbitals. The two viewpoints arrive at similar conclusions, and clash only in subtle ways. Each has its advantages, and each allows one to understand certain aspects of the electronic structure of these compounds more clearly.
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APPENDIX A

STRONG X-RAY DIFFRACTION PEAKS IN THE γ-BRASSES

This was a triumph
I’m making a note here: HUGE SUCCESS
It’s hard to overstate my satisfaction.

—GLaDOS, “Still Alive” (Theme from Portal)¹³⁸

The work described in this thesis aims to make sense of the crystal and electronic structures of complex intermetallic phases—in particular, γ-brass and its so-called $2 \times 2 \times 2$ superstructures. Throughout, single crystal X-ray diffraction proves a valuable tool, through its connections to both structural symmetry and valence electron count. The sets of strong X-ray diffraction peaks in these crystals are, in fact, invoked in every chapter of this thesis (Figs. 1.15, 2.3, 3.9, 4.12). For γ-brass, the dominant peaks are $\langle 330 \rangle$ and $\langle 114 \rangle$; for the $2 \times 2 \times 2$ superstructures, the are $\langle 660 \rangle$, $\langle 228 \rangle$, and $\langle 555 \rangle$. But we have yet to explore why this is so. We would like to identify, from a qualitative real-space standpoint, the source of these strong peaks.

These sets of strong diffraction peaks are similar to each other in that the γ-brass $\langle 330 \rangle$ and $\langle 114 \rangle$ peaks become $\langle 660 \rangle$ and $\langle 228 \rangle$ when the unit cell is doubled in all three dimensions. However, they differ in that the $\langle 555 \rangle$ peaks in the $2 \times 2 \times 2$ superstructures have no analog in γ-brass. In this Appendix, we therefore address two questions. First, what is the source of the strong $\langle 330 \rangle$ and $\langle 114 \rangle$ peaks in γ-brass? Second, what features of the transformation from γ-brass to the $2 \times 2 \times 2$ γ-brasses bring about the intense $\langle 555 \rangle$ peaks?
A.1 The ⟨330⟩ and ⟨114⟩ Peaks in γ-Brass

With practice, the human eye is quite good at judging which X-ray diffraction peaks are strong for a given crystal structure. A strong peak is one for which most of the atomic positions lie near the crests of the plane wave corresponding to that peak. So in order to find the strong peaks in the ordered γ-brass phase Cu$_5$Zn$_8$, we must identify the directions in which the atoms lie on parallel planes. While this task is not so simple for a unit cell with many atoms, it can certainly be done.

Recall that the Cu$_5$Zn$_8$ structure has a cubic unit cell with a body-centered arrangement of two 26-atom γ-brass clusters. One γ-brass cluster is shown in Fig. A.1a, as four nested polyhedra. In anticipation of the discussion that follows, the cluster is shown from a slightly different viewpoint in Fig. A.1b. When γ-brass clusters are placed in unit cells, the viewpoint in Fig. A.1b is generally oriented along a face diagonal of the cell. From now on, we will consider this view (i.e., the direction normal to the page in Fig. A.1b) to be along the [110] direction. In Fig. A.1c, the cluster is connected in a way that illustrates an approximate tenfold symmetry.\(^5\) When shown with the viewpoint and connectivity of Fig. A.1c, the γ-brass cluster looks like a group of central atoms surrounded by a decagon and half of a second decagon.

The last five panels of this figure (Fig. A.1d-h) suggest five possible plane waves for which the cluster atoms lie mostly near the crests. In keeping with the approximate tenfold symmetry of the cluster, the directions of these plane waves differ by 36°. These waves, along with all other symmetry-equivalent

---

\(^5\)While we do not dwell on it here, this pseudosymmetry is remarkable in its own right, and we have studied it in greater depth in the past.\(^5\)
Figure A.1: a,b) Two views of a 26-atom $\gamma$-brass cluster, depicted as an inner tetrahedron (IT), an outer tetrahedron (OT), an octahedron (OH), and a cubo-octahedron (CO). c) An alternative connectivity of the cluster, highlighting its approximate tenfold symmetry. d-h) Five plane waves for which most of the cluster atoms lie near the crests.

ones, could potentially correspond to strong diffraction peaks in a crystal structure with $\gamma$-brass clusters. However, this figure alone cannot identify the strong X-ray peaks for Cu$_5$Zn$_8$. Because diffraction is measured not for a single cluster but for an entire crystal, we must observe how these plane waves interact with all clusters in the unit cell.

In keeping with its body-centered translational symmetry, the Cu$_5$Zn$_8$ struc-
ture has two $\gamma$-brass clusters centered at $(0, 0, 0)$ and $(\frac{a}{2}, \frac{a}{2}, \frac{a}{2})$ in the cubic unit cell (Fig. A.2a). For the five plane waves that sync up with the atoms of a single $\gamma$-brass cluster (Fig. A.1d-h), let us see how each wave interacts with the pair of clusters within a unit cell. In Fig. A.2b, the wave from Fig. A.1d is shown interacting with two clusters. The important result is that the wave’s interactions with the two clusters are in phase with each other. That is, when the wave is positioned to have its crests aligned with the atoms in one cluster, its crests are consequently aligned with the atoms in the other cluster. Therefore, all $\gamma$-brass clusters in the Cu$_5$Zn$_8$ structure interfere constructively with this plane wave, resulting in a strong X-ray diffraction peak. As our view is in the [110] direction, this plane wave and this diffraction peak have Miller indices 330. By symmetry, the structure must have an entire set of twelve equally strong $\langle 330 \rangle$ peaks (all permutations of $\pm 3, \pm 3, \text{and } 0$).

By symmetry of the $\gamma$-brass clusters, the plane waves in Fig. A.1f,g are equivalent. We therefore show only one of them interacting with two clusters (Fig. A.2c). Once again, this wave’s interactions with the two clusters are in phase, as the wave crests are aligned with the atoms in both clusters. Therefore, this plane wave, whose Miller indices are 114, corresponds to a strong X-ray diffraction peak. The entire set of twenty-four equivalent $\langle 114 \rangle$ peaks (all permutations of $\pm 1, \pm 1, \text{and } \pm 4$) must be equally strong.

Lastly, we come to the two symmetry-equivalent plane waves in Fig. A.1e,h, one of which we show interacting with two clusters (Fig. A.2d). In contrast to the previous cases, this wave’s interactions with the two clusters are not in phase. When the wave is positioned to have its crests aligned with the atoms in one cluster, its crests are not aligned with the atoms in the other. In other
words, while the wave’s intracluster interference is constructive, its intercluster interference is destructive. Consequently, this plane wave, whose Miller indices are $\frac{5}{2} \frac{5}{2} \frac{5}{2}$, has no corresponding X-ray diffraction peak.\textsuperscript{b}

Despite the relative complexity of the Cu$_5$Zn$_8$ structure, we have accounted for the dominant peaks in its X-ray diffraction pattern using real-space pictures. We now move on to the diffraction peaks of the significantly more complicated $2 \times 2 \times 2$ γ-brasses.

\textsuperscript{b}Those familiar with diffraction theory will recognize that such a plane wave, with non-integer Miller indices, cannot have any diffraction intensity regardless of whether or not the cell is body-centered. No matter which way one thinks about it, the underlying reason for this lack of a diffraction peak is the same—this plane wave cannot simultaneously sync up with all γ-brass clusters in the Cu$_5$Zn$_8$ structure.
A.2 Cluster Inversion and the \langle 555 \rangle Peaks in $2 \times 2 \times 2$ $\gamma$-Brasses

Of the $2 \times 2 \times 2$ $\gamma$-brass structures that have been solved by single crystal X-ray diffraction, Zn$_{21}$Pt$_5$\textsuperscript{23,24} and Li$_{21}$Si$_5$\textsuperscript{17,18} can be compared most easily to Cu$_5$Zn$_8$, as they are built entirely of $\gamma$-brass clusters. We therefore focus our attention on Zn$_{21}$Pt$_5$ and Li$_{21}$Si$_5$, though any discussion of these structures for the remainder of this Appendix relates to other superstructures as well.

Zn$_{21}$Pt$_5$ and Li$_{21}$Si$_5$, very nearly identical to each other with the exception of the elemental identities, crystallize with $F\bar{4}3m$ symmetry. As the Cu$_5$Zn$_8$ unit cell contains two $\gamma$-brass clusters, those of the $2 \times 2 \times 2$ $\gamma$-brasses contain sixteen such clusters, a total of 416 atoms. By face-centered translational symmetry, these sixteen clusters represent four crystallographically unique sets. One representative of each set in the unit cell of Zn$_{21}$Pt$_5$ is displayed in Fig. A.3.

Using conventions we introduced in a previous paper\textsuperscript{2} we show the clusters centered at $(0,0,0)$, $(\frac{a}{4}, \frac{a}{4}, \frac{a}{4})$, $(\frac{a}{2}, \frac{a}{2}, \frac{a}{2})$, and $(\frac{3a}{4}, \frac{3a}{4}, \frac{3a}{4})$, and refer to them as Z (zero), Q (quarter), H (half), and T (three quarters).

Zn$_{21}$Pt$_5$ and Li$_{21}$Si$_5$ share two key structural features which distinguish them from Cu$_5$Zn$_8$. The first one, and the focus of this section, is that the H cluster distorts to the point that it is more accurately shown as inverted with respect to the other clusters. In Fig. A.4, the clusters of $2 \times 2 \times 2$ $\gamma$-brass are shown in two ways. Fig. A.4a is a simple doubling of the Cu$_5$Zn$_8$ unit cell in all three dimensions, with all clusters oriented exactly as they are in Cu$_5$Zn$_8$. The second panel (Fig. A.4b), which more accurately reflects the crystal structures of Zn$_{21}$Pt$_5$ and Li$_{21}$Si$_5$, shows the H cluster inverted with respect to the other three.

This H cluster inversion seems at first surprising and mysterious. Why
Figure A.3: The cubic unit cell of Zn$_{21}$Pt$_5$, emphasizing four crystallographically inequivalent $\gamma$-brass clusters centered at $Z = (0,0,0)$, $Q = (\frac{a}{4}, \frac{a}{4}, \frac{a}{2})$, $H = (\frac{a}{2}, \frac{a}{2}, \frac{a}{2})$, and $T = (\frac{3a}{4}, \frac{3a}{4}, \frac{3a}{4})$. The strongly distorted H cluster is shown in its more accurate inverted form. Pt atoms (black) occupy the ZOT, QOT, HOH, and TOH sites, while Zn atoms (gray) occupy the rest.

Figure A.4: The four crystallographically inequivalent clusters in a cubic unit cell of $2 \times 2 \times 2 \gamma$-brass, a) with all four clusters oriented identically and b) with the H cluster inverted with respect to the others.
would it stabilize the structures electronically? For the answer, we turn to the X-ray diffraction patterns. As the Mott and Jones model (see Chapter 4) dictates, the stability of electron phases is closely related to the strength of their diffraction peaks. Let us therefore examine the role inversion of the H cluster in creating strong \( \langle 660 \rangle \), \( \langle 228 \rangle \), and \( \langle 555 \rangle \) peaks in the X-ray diffraction patterns of Zn\(_{21}\)Pt\(_5\) and Li\(_{21}\)Si\(_5\).

For Cu\(_5\)Zn\(_8\), we have seen that the strongest peaks are \( \langle 330 \rangle \) and \( \langle 114 \rangle \). When the unit cell of Cu\(_5\)Zn\(_8\) is doubled in all three dimensions without changing the atomic positions (Fig. A.4a), the diffraction intensities cannot change. Without inversion of the H cluster, we therefore expect \( 2 \times 2 \times 2 \gamma\)-brass to have the same strong peaks as \( \gamma\)-brass itself. The labels of these peaks change, however, taking on the Miller indices \( \langle 660 \rangle \) and \( \langle 228 \rangle \) in the new unit cell. By recognizing that \( \langle 660 \rangle \) and \( \langle 228 \rangle \) are simply the strong peaks of Cu\(_5\)Zn\(_8\), we are well on our way to understanding the diffraction patterns of Zn\(_{21}\)Pt\(_5\) and Li\(_{21}\)Si\(_5\). What remains is to explain how inversion of the H cluster allows the \( \langle 660 \rangle \) and \( \langle 228 \rangle \) to remain strong while also creating strong \( \langle 555 \rangle \) peaks. We illustrate this in a series of three figures.

The first of these figures (Fig. A.5) deals with the \( \langle 660 \rangle \) peaks. Regardless of whether all four \( \gamma\)-brass clusters have the same orientation (Fig. A.5a) or the H cluster is inverted (Fig. A.5b), all clusters interfere constructively with the \( \langle 660 \rangle \) plane waves, resulting in strong \( \langle 660 \rangle \) peaks. The same is true of the \( \langle 228 \rangle \) peaks (Fig. A.6). When all four \( \gamma\)-brass clusters have the same orientation (Fig. A.6a), they all interfere constructively with the \( \langle 228 \rangle \) plane waves. When the H cluster is inverted (Fig. A.6b), its atoms still sync up almost as well with the wave crests, allowing the \( \langle 228 \rangle \) peaks to remain strong.
Figure A.5: Interaction between the four clusters in $2 \times 2 \times 2$ $\gamma$-brass and the $\langle 660 \rangle$ plane waves, a) with all four clusters oriented identically and b) with the H cluster inverted. In both cases, intra- and intercluster interference are constructive, leading to strong diffraction peaks.

Finally we come to the $\langle 555 \rangle$ peaks (Fig. A.7), the major distinguishing feature of $2 \times 2 \times 2$ $\gamma$-brass X-ray diffraction patterns as compared to $\gamma$-brass. When all four clusters are identical (Fig. A.7a), the $\langle 555 \rangle$ peaks have no intensity. This can be seen in the destructive intercluster interference with the $\langle 555 \rangle$ plane waves.\textsuperscript{c} Take special note of the fact that the Z and H clusters cancel each other out by having most of the Z atoms near wave crests and most of the H atoms near wave troughs. Now, consider what happens when the H cluster is inverted (Fig. A.7b). The H cluster atoms now reside near wave crests, making the previously nonexistent $\langle 555 \rangle$ peaks relatively intense. The emergence of strong $\langle 555 \rangle$ peaks in Zn$_{21}$Pt$_5$ and Li$_{21}$Si$_5$ can thus be rationalized using the inversion of the

\textsuperscript{c}For a more convincing argument that $\langle 555 \rangle$ can have no diffraction intensity when all clusters are identical, recall that Cu$_5$Zn$_8$ cannot have $\langle \frac{5}{2} \frac{5}{2} \frac{5}{2} \rangle$ peaks.
Figure A.6: Interaction between the four clusters in $2 \times 2 \times 2 \gamma$-brass and the $\langle 228 \rangle$ plane waves, a) with all four clusters oriented identically and b) with the H cluster inverted. In both cases, intra- and intercluster interference are constructive, leading to strong diffraction peaks.

A.3 The Role of Coloring in the Diffraction Patterns of $2 \times 2 \times 2 \gamma$-Brasses

So far, we have been concerned only with atomic positions, and not with which elements lie at which sites. We have implicitly assumed that all atoms scatter X-rays equally, which is of course not true. An atom’s scattering factor is related to its number of electrons. So when a compound has two elements of very different numbers of electrons, as do Zn$_{21}$Pt$_5$ and Li$_{21}$Si$_5$, its X-ray diffraction

H cluster.
Figure A.7: Interaction between the four clusters in $2 \times 2 \times 2$ $\gamma$-brass and the $\langle 555 \rangle$ plane waves, a) with all four clusters oriented identically and b) with the H cluster inverted. While both pictures have good intracluster interference, only the second has the constructive intercluster interference required to create strong diffraction peaks.

pattern is strongly influenced by the site preferences of the constituent elements. Specifically, when one determines the strength of an X-ray peak by observing how well the atoms sync up with the peaks of a plane wave, one must consider the placement of heavier atoms to be more important.

This brings us to the second feature that distinguishes $\text{Zn}_{21}\text{Pt}_5$ and $\text{Li}_{21}\text{Si}_5$ from $\text{Cu}_5\text{Zn}_8$. In both superstructures, the heavy element (i.e., Pt or Si) occupies four crystallographic sites: the outer tetrahedron of the Z cluster (ZOT), the outer tetrahedron of the Q cluster (QOT), the octahedron of the H cluster (HOH), and the octahedron of the T cluster (TOH) (Fig. A.8a). As we will now see, these heavy atoms are positioned in such a way that they strengthen the
already strong \(\langle 660 \rangle\), \(\langle 228 \rangle\), and \(\langle 555 \rangle\) diffraction peaks.

Figure A.8: a) The experimentally observed site positions of the heavier element in Zn\(_{21}\)Pt\(_5\) and Li\(_{21}\)Si\(_5\), shown in cyan. These four sites (ZOT, QOT, HOH, and TOH) align particularly well with the crests of the b) \(\langle 660 \rangle\), c) \(\langle 228 \rangle\), and d) \(\langle 555 \rangle\) plane waves, strengthening the intensities of the corresponding X-ray diffraction peaks.

As Fig. A.8b shows, these four heavy atom sites are exceptionally in phase with the \(\langle 660 \rangle\) plane waves, with every heavy atom lying almost exactly on a crest. Because heavy atoms have extra importance in determining the strength of diffraction peaks, we expect this pattern of site occupancy to strengthen the \(\langle 660 \rangle\) peaks of Zn\(_{21}\)Pt\(_5\) and Li\(_{21}\)Si\(_5\). There is, however, a caveat to this conclu-
sion. Because the $\langle 660 \rangle$ plane waves interact equivalently with all four clusters, the peaks would be similarly enhanced if the heavy atoms were found on any combination of OT and OH sites. All the $\langle 660 \rangle$ peaks can tell us is that they are enhanced when the heavy atoms are found on OT and OH sites.

A similar story can be told of the $\langle 228 \rangle$ peaks (Fig. A.8c). As nearly all the heavy atoms in $\text{Zn}_{21}\text{Pt}_5$ and $\text{Li}_{21}\text{Si}_5$ are found very close to the crests of the $\langle 228 \rangle$ plane waves, we expect the $\langle 228 \rangle$ peaks to be strengthened. But once again, we should not read too much into this conclusion. Except for the H cluster (which is inverted), the $\langle 228 \rangle$ plane waves interact equivalently with all clusters. This means the $\langle 228 \rangle$ peaks would be enhanced by the placement of heavy atoms on any combination of OT and OH sites. The lone exception is that, due to the inversion of the H cluster, the placement of heavy atoms on HOT would interfere destructively with these waves. Indeed, heavy atoms are not found on HOT in $\text{Zn}_{21}\text{Pt}_5$ or $\text{Li}_{21}\text{Si}_5$.

As was the case for inversion of the H cluster, the strongest argument for the ZOT-QOT-HOH-TOH heavy atom occupancy pattern is in the $\langle 555 \rangle$ diffraction peaks. As Fig. A.8d shows, the heavy atoms line up well with the crests of the $\langle 555 \rangle$ plane waves, enhancing the $\langle 555 \rangle$ peaks. What is important here is that the $\langle 555 \rangle$ waves are in a slightly different phase with respect to each of the four clusters. While the OT atoms of the Z and Q clusters line up with the $\langle 555 \rangle$ wave crests, the OH atoms do not. And while the OH atoms of the H and T clusters line up with the $\langle 555 \rangle$ wave crests, the OT atoms do not. Therefore, the experimentally observed ZOT-QOT-HOH-TOH heavy atom occupancy pattern is the optimal one for enhancing the $\langle 555 \rangle$ peaks in $\text{Zn}_{21}\text{Pt}_5$ and $\text{Li}_{21}\text{Si}_5$.

We have shown in this Appendix, using real-space pictures, that the crystal
structures of γ-brasses are optimized to bring out the intensities of certain X-ray diffraction peaks. It might seem odd that crystal structures such as Cu$_5$Zn$_8$, Zn$_{21}$Pt$_5$, and Li$_{21}$Si$_5$, which are dictated by energetic stability, would go to such great lengths to create sets of intense diffraction peaks. The reasons for this are explored in the preceding chapters of this thesis.
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