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With the pursuit of improving compute performance under strict power constraints, there is an increasing need for deploying applications to heterogeneous hardware architectures with spatial accelerators such as FPGAs. However, although these heterogeneous computing platforms are becoming widely available, they are very difficult to program especially with FPGAs. As a result, the use of such platforms has been limited to a small subset of programmers with specialized hardware knowledge. In this dissertation, we first provide a taxonomy of the essential techniques for building a high-performance FPGA accelerator, which requires customizations of the compute engines, memory hierarchy, and data representations. We also summarize a rich spectrum of work on programming abstractions and optimizing compilers that provide different trade-offs between performance and productivity.

Next we present SuSy, a programming framework composed of a domain-specific language (DSL) and a compilation flow that enables programmers to productively build high-performance systolic arrays on FPGAs. With SuSy, programmers express the design functionality in the form of uniform recurrence equations (UREs). The URE description in SuSy is followed by a set of decoupled spatial mapping primitives that specify how to map the equations to a spatial architecture. More concretely, programmers can apply space-time transformations and several other memory and I/O optimizations to build a highly
efficient systolic architecture productively.

After that, we present HeteroCL, an open-source programming infrastructure composed of a Python-based domain-specific language and an FPGA-targeted compilation flow. Similar to SuSy, HeteroCL cleanly decouples algorithm specifications from three important types of hardware customization in compute, data types, and memory architectures. In addition, HeteroCL produces highly efficient hardware implementations for a variety of popular workloads by targeting spatial architecture templates such as systolic arrays and stencil with dataflow architectures.

Finally, we introduce DrTrace, a trace-based online profiling technique that enables automated validation and recommendation for application-specific data reuse. Unlike existing work that leverages static analysis, our proposed technique can infer stencil operations from programs with data-dependent memory accesses. Moreover, by integrating the proposed profiling technique with HeteroCL, the stencil operations can be mapped to efficient hardware such as dataflow pipelines with line buffers.
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FPGA-based accelerator design primarily concerns performance and energy efficiency. An FPGA programmer has the full freedom to (1) create deep custom pipelines that are composed of simple (often low-bitwidth) compute units instead of full-blown ALUs, (2) construct highly parallel and distributed control logic and on-chip storage, and (3) schedule dataflows in an explicit way to minimize off-chip memory accesses without using caches. This is in stark contrast with programming microprocessors (i.e., CPUs) and general-purpose graphic processing units (i.e., GPUs), where the underlying hardware architecture (instruction pipeline, memory hierarchy, etc.) is fixed, and the control flow of a software program drives the instruction-based execution on the hardware. In other words, FPGAs can be reconfigured/customized for a specific application or a domain of applications to exploit its massive fine-grained parallelism and on-chip bandwidth. This often leads to a higher compute throughput, lower energy consumption, and a more predictable latency, when compared to CPUs and GPUs.

Such great potential and flexibility do come at a substantial cost — the very low productivity of programming FPGAs to achieve high performance in the real world. Even for seemingly simple kernels (e.g., matrix matrix multiply, convolution, sparse matrix vector multiply), it is not uncommon for expert FPGA programmers to spend several months, or even more than one year, to build an accelerator that is both functional and performant on an actual device [175].

In a sense, the extreme flexibility of fine-grained programmable logic on an FPGA is both its greatest asset and its biggest liability. The end result is that
FPGA-based acceleration is one of the most promising approaches to solving challenging problems across many domains in principle, but is within reach for only a few in practice, i.e., large enterprises that can afford teams of hardware and systems experts for high-value applications [22, 72].

1.1 Challenges in Programming FPGAs

First, it requires a paradigm shift of thinking — most programmers are used to von Neumann machines and they tend to think sequentially, with parallelization added later as optimizations (at the level of threads, loops, etc.). However, an FPGA is a spatial architecture that features a massive amount of compute units and memory elements such as look-up tables (LUTs), DSP slices, registers, block RAMs, and more recent ultra RAMs and network-on-chip (NoC). These hardware resources are distributed over the fabric (usually 2-dimensional) and run concurrently. Therefore, programmers have to think spatially and parallel in the first place for FPGA-based acceleration. Unlike CPUs, FPGAs typically do not have a predefined hardware cache hierarchy. In order to keep feeding data at a sufficient rate to the many parallel compute engines, programmers need to build user-managed buffers to maximally utilize both off- and on-chip memory bandwidth. This further adds to the programming complexity.

Second, conventional FPGA design tools mainly target hardware design experts instead of software programmers. It takes significant effort to manually create and optimize accelerator architectures using the traditional register-transfer-level (RTL) methodology. One must wrestle with low-level hardware description language (HDL) descriptions and computer-aided design (CAD) tools to implement a rich set of hardware customizations such as fixed-point
arithmetic, pipelining, banked memories, and double buffering. Even worse, synthesizing an RTL design to a bitstream usually takes hours, or even days. This lengthy compile cycle makes design space exploration (DSE) on FPGAs prohibitively expensive.

Third, FPGA designs have poor debuggability. For instance, when a synthesized design runs into a deadlock on FPGAs, there is no easy way to stop the execution with a breakpoint and retrieve a snapshot of the states of the design. Usually, only CPU-based hardware emulation and cycle-accurate RTL simulation may help. The former does not model some important details of a real FPGA accelerator and may behave inconsistently with the actual on-device execution. The latter is too slow for a complex design since the simulation is running at a very low level of design abstraction. Moreover, it is difficult to map the signals in the final netlist back to variables in the original design, as the variables are often mangled during RTL synthesis and technology mapping.

In short, it is an enormous challenge to achieve both high performance and high productivity for FPGA programming. While similar productivity-performance tension also exists for CPUs and GPUs, the problem is remarkably worse on FPGAs. As a result, there is a dire need for new compilation/synthesis techniques and programming frameworks to enable productive design, exploration, generation, and debugging of FPGA-based accelerators based on high-level languages. In the past 10-15 years, numerous research efforts have attempted to address this grand challenge of software-defined FPGA acceleration, and many exciting progresses have been made in both academia and industry.
1.2 Decoupling Algorithm from Hardware Customizations

Recent years have seen promising development on high-level synthesis (HLS) for FPGAs [47]. This is evidenced by the wide availability of commercial C/OpenCL-based HLS compilers such as Xilinx Vivado/Vitis HLS, Intel SDK for OpenCL, and Microchip LegUp HLS. However, programming high-performance FPGA applications with HLS tools requires a deep understanding of hardware details and is entirely different from traditional software programming. In particular, current programming models for HLS entangle algorithm specifications with hardware customization techniques. This approach has several drawbacks: (1) In order to achieve good quality-of-results (QoRs), programmers are required to use various vendor-specific data types and pragmas/directives [222], rendering FPGA-targeted applications even less flexible and portable; (2) Existing HLS programming models cannot cleanly capture the interdependence among different hardware optimization techniques, thus weakening the support of user-guided or automatic design space exploration. For example, there is no easy way to inform the HLS tool that the shape of an on-chip buffer (e.g., depth and number of banks) directly depends on the degree of parallelization; (3) HLS users need to extensively restructure the source program to guide the tool to realize specialized architectures such as data reuse buffers and systolic arrays, which are nontrivial to describe with imperative code in C/C++.

There exists an active body of work attempting to further democratize accelerator programming by using domain-specific languages (DSLs) to simplify the development and optimization of applications in certain fields. For example, Halide [173] and Spark [215] are widely used in image processing and
big data analytics, respectively. Another relevant example is TVM, which is a Python-based DSL for high-performance deep learning applications [25]. Similar to Halide, TVM separates the algorithm from temporal schedule optimization (e.g., loop tiling and reordering), which significantly improves code portability across different CPU and GPU architectures.

1.3 Trade-offs Between Automation and Manual Effort

Programmers and tools have to “collaborate”, to carry out a set of optimizations to customize the target hardware for a given application. Performance-critical customizations must be implemented, no matter by the programmers or the tools. How much automation should be expected from the tools, and how much control should be given to the programmer, largely determine the design of the programming abstraction and directly impact the productivity of the programming process. For instance, many popular workloads from image/video processing and machine learning domains can be realized using spatial architectures such as systolic arrays. It is not uncommon for HLS experts in the industry to spend several months on building a high-performance systolic array architecture, even for a seemingly simple computation [175]. Some of the recent HLS research has proposed end-to-end compilation flow to generate application-specific systolic arrays from C/C++ programs in a push-button manner [178, 84, 16, 40]. This approach allows programmers to focus on the algorithms, while the compiler automatically explores the design space and generates systolic arrays. The downside of such methods is that they either lack support for key optimizations (e.g., vectorization and I/O isolation) or fail to support a general class of systolic algorithms.
In most cases, the real problem for FPGA programmers is that it is non-trivial for non-experts to figure out what are the right customizations. In other words, the tools must encompass a certain amount of automation for achieving better performance. Even better, instead of directly implementing the customizations, the tools should provide programmers feedback or hints on what to optimize and thus the programmers also gain some control. Commercial HLS tools such as Xilinx SDAccel and Intel OpenCL Compiler already allow programmers to retrieve profiling data such as the HLS report and system estimate report. However, the insights provided by the profiling data are still limited. Thus, programmers need to analyze the data manually and infer the right customizations.

1.4 Dissertation Overview

In this dissertation, we introduce 1) a programming framework, HeteroCL, that consists of a programming model and a compiler targeting FPGAs, 2) a programming model, SuSy, for generating high-performance systolic arrays, and 3) a profiling technique for validating and recommending data reuse via trace-based analysis.

A more detailed overview of the remaining dissertation is as follows:

- Chapter 2 gives an introduction to essential customization techniques for FPGA-based accelerations. We guide the introduction with the roofline model [203]. We particularly focus on the techniques that are unique to custom accelerator designs, instead of the well-known code optimizations that are established for CPU or GPU targets. In addition, we survey various representative programming abstractions and compilers that facili-
tate the automatic generation of customized accelerator architectures from software programs.

- In Chapter 3, we introduce SuSy, a programming framework composed of a domain-specific language (DSL) and a compilation flow that enables programmers to productively build high-performance systolic arrays on FPGAs. With SuSy, programmers express the design functionality in the form of uniform recurrence equations (UREs), which can describe algorithms from a wide spectrum of applications as long as the underlying computation has a uniform dependence structure. The URE description in SuSy is followed by a set of decoupled spatial mapping primitives that specify how to map the equations to a spatial architecture. More concretely, programmers can apply space-time transformations and several other memory and I/O optimizations to build a highly efficient systolic architecture productively. Experimental results show that SuSy can describe various algorithms with UREs and generate high-performance systolic arrays by spatial optimizations. For instance, the SGEMM benchmark written in SuSy can approach the performance of the manual design optimized by experts, while using $30\times$ fewer lines of code.

- In Chapter 4, we introduce HeteroCL, a programming infrastructure composed of a Python-based domain-specific language (DSL) and an FPGA-targeted compilation flow. The HeteroCL DSL provides a clean programming abstraction that decouples algorithm specification from three important types of hardware customization in compute, data types, and memory architectures. HeteroCL further captures the interdependence among these different customization techniques, allowing programmers to explore various performance/area/accuracy trade-offs in a systematic and
productive manner. In addition, our framework produces highly efficient hardware implementations for a variety of popular workloads by targeting spatial architecture templates such as systolic arrays and stencil with dataflow architectures. Experimental results show that HeteroCL allows programmers to explore the design space efficiently in both performance and accuracy by combining different types of hardware customization and targeting spatial architectures, while keeping the algorithm code intact.

- In Chapter 5, we introduce, DrTrace, a trace-based profiling method for data-dependent data reuse. DrTrace not only validates the data reuse scheme specified by programmers, but recommends data reuse candidates to the programmers. Moreover, by integrating the profiling flow with HeteroCL custom memory primitives, the users can easily improve and/or fix the programs according to the profiling results. Finally, with the HeteroCL compiler, we generate high-performance hardware architecture for stencil applications.

- Chapter 6 summarizes the contributions of this dissertation and discusses future research directions.

1.5 Collaborations, Funding, and Previous Publications
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CHAPTER 2
BACKGROUND

In this chapter, we focus on discussing various hardware customization techniques to address the performance challenge of FPGA programming. Our goal here is to provide the audience insights into how to systematically design high-performance accelerators given the massive amount of customizable resources on FPGAs. These hardware customizations can be done manually, automatically, or semi-automatically. To classify the hardware customizations in a systematic way, we leverage the widely used roofline model [203] that visualizes the performance bottlenecks and optimization directions. After introducing the customization techniques, we survey a prominent set of representative programming abstractions and compilers by discussing how they apply the customization techniques.

2.1 Essential Customization Techniques for FPGA-Based Acceleration

As shown in Figure 4.1d, in a roofline model, the x-axis represents the operational intensity (i.e., number of operations per byte of off-chip data access) while the y-axis represents the throughput (i.e., number of operations per second). We can plot different design points (in red) on the diagram according to the operational intensity and throughput. The highest achievable throughput of each design point is limited by the compute roof and memory bandwidth roof (blue lines). In the left part, the designs are memory-bound where the attainable throughput is limited by the off-chip memory bandwidth. In the right
Figure 2.1: **Impact of different hardware customization techniques depicted in the roofline model** – x-axis represents the operational density and y-axis represents the throughput; custom compute engines improve the throughput by concurrently executing more operations per second; custom memory hierarchy can move memory-bound design points towards a more compute-bound region by increasing data reuse and memory bandwidth utilization; custom data representations can benefit both custom compute engines and memory hierarchy, thus further lifting the compute roof.

part, the designs are compute-bound, where the maximum throughput is determined by the amount of physically-available computing resources (e.g., the maximum number of DSPs and LUTs on an FPGA). Similar to the terminology defined in [203], here we use “operations” as a generic term to indicate the essential primitives that characterize the compute intensity of a given workload. Evidently, the meaning of this term is application specific. For example, multiply-accumulate (MAC) operations are commonly used for DSP and deep learning applications. For FPGA-based acceleration, these operations may exploit customized data types, which we discuss in a later section.

We classify the hardware customization techniques into the following major categories (also shown in Figure 2.1).

1. **Custom Compute Engines.** For compute-bound designs, custom compute engines can be developed to move the accelerator throughput towards the compute roof. Inside such a compute engine, designers typi-
cally explore the following pipeline and parallelization techniques to execute more operations concurrently to improve its throughput [71, 42, 41]: (1) accelerator-unique fine-grained custom pipeline, which is often deeply pipelined and tightly-coupled with fine-grained operator-level parallelization, different from CPUs and GPUs, (2) coarse-grained parallelization that further parallelizes multiple fine-grained pipelines, which can be both homogeneous (i.e., data parallelism) and heterogeneous (i.e., task parallelism) parallelization, similar to multicore processors, and/or (3) accelerator-unique coarse-grained pipeline that is composed of multiple fine-grained pipelines.

2. **Custom Memory Hierarchy**. For memory-bound designs, the accelerator memory hierarchy can be customized to move the design close to the (off-chip) memory bandwidth roof and move it right towards a compute-bound design. Different from CPUs/GPUs where their memory hierarchy is pre-designed and (almost) fixed, one unique opportunity (and challenge) for FPGAs is that their memory hierarchy is flexible and can be fully customized. Common optimizations include: (1) custom on-chip buffering and/or caching to improve data reuse and exploit much higher on-chip memory bandwidth, and (2) streaming optimization and/or custom network-on-chip to enable direct on-chip communication between multiple computing elements and/or bypass off-chip memory access.

3. **Custom Data Representations**. Finally, for both compute- and memory-bound applications, custom data representations with a reduced (or widened) bitwidth can play a vital and unique role in further improving the accelerator throughput. On one hand, it reduces the bytes of off-chip data access required by computing operations and benefits the cus-
Figure 2.2: **Major forms of custom compute engines** – At a fine granularity, each PE runs a custom pipeline with a low II. In addition, optimizations such as operation chaining (i.e., multiple operations scheduled into one cycle as combinatorial logic) can reduce the area and sometimes the II. We can then connect multiple PEs to build a coarse-grained heterogeneous or homogeneous pipeline (e.g., systolic arrays). Meanwhile, with optimizations such as PE duplication, we can achieve coarse-grained homogeneous parallelization (e.g., data-level parallelism). We can also build a coarse-grained heterogeneous pipeline using heterogeneous tasks composed of homogeneous PEs (e.g., task-level parallelism).

In the following, we discuss more details of these hardware customization techniques and their interplay.

### 2.1.1 Compute Customization

The primary objective of customizing the compute engines is to improve the throughput of the accelerator, i.e., moving upward in the roofline diagram (see Figure 4.1d). To achieve this goal, an FPGA accelerator needs to make the best
use of the on-chip resources to maximize hardware parallelism and compute efficiency by instantiating many processing elements (PEs) in parallel. In this work we use “PE” as a generic term and loosely define it as a replicable hardware building block that executes a fine-grained loop (or function) pipeline with tens to hundreds operations. Similar to the notion of operations used in the roofline model, the exact function of a PE is highly application specific. To be more precise, we can break down throughput into three major factors, as shown in the following equation:

\[
\text{Throughput (OPs/sec)} = \text{Hardware Parallelism (max OPs/cycle)}
\times \text{Compute Utilization (busy OPs/max OPs)}
\times \text{Clock Frequency (cycles/sec)}
\]  

(2.1)

\[
\text{Hardware Parallelism} = \#\text{PEs} \times \text{PE-Level Parallelism} \propto \#\text{PEs} \times \frac{\#\text{OPs per PE}}{\text{II}}
\]

Here hardware parallelism represents the maximum number of operations that can be concurrently executed per cycle with the given accelerator architecture, which typically exploits both parallelization and pipelining. This term can further be decomposed into a product of coarse-grained parallel factor (i.e., the number of PEs) and fine-grained PE-level pipeline parallelism that is typically reflected by the pipeline initiation interval (II) — the smaller the II, the higher the pipeline throughput. Compute utilization is defined to be a ratio that captures the utilization of the physical compute resources, namely, the functional units that execute the operations defined in the software algorithm. These functional units should be kept as busy as possible (ideally near 100% utilization). Clock frequency determines the actual operating clock rate of the hardware circuits that run on the FPGA.
Unlike CPUs and GPUs where the clock rate is fixed and often at the order of GHz for a given device, the operating frequency of an FPGA accelerator is usually one order-of-magnitude lower and highly depends on the degree of pipelining and parallelization, as well as the resource usage of the underlying architecture. Hence FPGA programmers must significantly improve the other two factors (i.e., hardware parallelism and compute utilization) and explore intricate design trade-offs amongst the three factors.

In the following, we introduce a set of optimization techniques for customizing the compute engines of an FPGA accelerator, which are classified by four dimensions. First, in terms of the parallelism form, we have parallelization and pipelining. Second, in terms of granularity, we have fine-grained and coarse-grained optimizations. We refer to the intra-PE parallelization/pipelining as fine-grained optimizations. In the HLS terminology, the scope of such optimizations is limited to a loop or function body where the inner loops, if any, are unrolled. On the other hand, we call the inter-PE optimizations coarse-grained. Third, the composition of the parallel or pipelined PEs can be either homogeneous or heterogeneous. Finally, these PEs can be scheduled statically at compile time and/or dynamically at run time.

Figure 2.2 gives an overview of custom compute engines and examples of optimizations from the first three dimensions (i.e., parallelism, granularity, and composition). Starting with fine-grained optimizations (the left figure), the primary goal is to reduce the II of pipelines inside each PE. To achieve that, one can apply techniques such as modulo scheduling, operation chaining and multipumping, loop transformation, and dynamic scheduling. Moving forward, at a coarse granularity, we focus on inter-PE optimizations. Depending on the com-
position of PEs, different techniques are proposed. With homogeneous composition (the middle figure), we focus on data-level parallelism. For instance, one can perform PE duplication for parallelization and build systolic architectures for pipelining. With heterogeneous composition (the right figure), we focus on task-level parallelism, where we have dataflow pipelining and multithreading for parallelization.

**Fine-Grained Pipelining (and Parallelization)**

In contrast to general-purpose processors, FPGAs allow a programmer to build a deep application-specific pipeline that obviates the need for instruction decoding, branch prediction, and out-of-order logic, which incur nontrivial overhead in both performance and energy. In this section, we discuss the common techniques to improve the PE-level throughput through fine-grained pipelining, parallelization, as well as some of the associated trade-offs between resource efficiency and frequency.

**Loop Transformations that Improve Pipelining** – Modulo scheduling typically does not alter the underlying control data flow graph of the loop subject to pipelining. However, in many cases, the inter-iteration dependences can be removed (or alleviated) through code transformations in multi-dimensional iteration space. A helpful tutorial is given in [63], which summarizes a number of loop transformations that resolve the II-limiting recurrences through reordering and interleaving nested loops.¹ Polyhedral compilation is also increasingly used to improve the efficiency of pipelining [223, 154, 170, 140, 136, 15].

¹The same paper [63] also includes a comprehensive table that summarizes the commonalities and differences between traditional CPU-oriented code transformations and their counterparts in HLS. Hence we do not repeat those discussions here.
To further increase the hardware parallelism, HLS designs commonly use loop unrolling in combination with pipelining to increase the number of parallel operations per pipeline. Unlike unrolling on CPUs, the unfolded copies of the loop body require additional hardware on FPGAs. Nevertheless, an unrolled loop body is usually smaller than the original version, as unrolling often enables additional code optimizations such as constant propagation. Some loop transformations are also useful for increasing the utilization of the pipeline by minimizing “bubbles” due to the filling/draining of the pipeline. For example, loop flattening (also known as loop coalescing) can be applied to coalesce a nested loop into a single-level flattened loop so that the pipeline continuously executes the innermost loop without much frequent switching to an outer loop.

**Dynamic Scheduling** – Certain data dependences or resource contentions may occur in an input-dependent manner, which are known as data or control hazards in the terminology of a processor pipeline. These hazards may result in poor performance with the mainstream HLS tools, as they cannot be resolved statically with compile-time analysis and transformations. There are ongoing efforts to improve statically scheduled HLS to better handle these hazards [139, 4, 55, 66]. For example, Dai et al. [57] propose to insert application-specific hazard detection units into the pipeline generated by a modulo scheduler. Variable-latency operations can also be handled in a cost-effective way through pipeline flushing [56]. Another active line of research proposes to generate dataflow circuits to enable dynamically scheduled pipeline that yields better-than-worst-case performance in the presence of dynamic data dependencies or variable-latency operations [108, 92, 107, 69, 109]. However, extensive fine-grained handshaking is required to implement dynamic scheduling, which often results in nontrivial overhead in both resource usage and clock frequency.
To address this challenge, a hybrid scheduling method is proposed, which partitions the input program into statically and dynamically scheduled portions to improve efficiency [28].

**Coarse-Grained Pipelining and Parallelization**

The coarse-grained optimizations involve inter-PE parallelization and pipelining [49], where the composition of the PEs can be either homogeneous or heterogeneous. Compared to CPUs/GPUs, FPGAs have additional flexibility in customizing the shape and topology of the parallel PE array and the synchronization mechanism between PEs.

**Interr-PE Parallelization** – For computations that can be executed independently, one can allocate multiple PEs to execute them in a data-parallel fashion. This method is also known as PE duplication or compute unit replication. There are many ways to perform PE duplication. One example is unrolling the outer loop [41]. After loop unrolling, each unrolled inner-loop body becomes a PE that can be executed in parallel. A more automated approach is implemented in the Fleet framework [190], which automatically generates massively parallel PEs along with a high-performance memory controller. Many efforts realize homogeneous parallelization by leveraging useful features in the input language [164, 31]. For instance, FCUDA [164] is a compilation flow that maps CUDA code to FPGAs. This allows programmers to use the high-level CUDA APIs to describe coarse-grain data-level parallelism, where each thread-block inside a CUDA kernel becomes a hardware PE that can be executed in parallel with other PEs.
Software multithreading constructs can be used to explicitly specify coarse-grained parallelism for multiple (often heterogeneous) PEs. To this end, Hsiao et al. [90] propose a technique called thread weaving, which statically schedules computation in each thread with the awareness of other threads, and guarantees that the shared resources are accessed in a time-multiplexed and non-interfering manner. There are also approaches that resolve synchronization dynamically. FlexArch [23] is one example, which schedules the computations dynamically via work stealing [12] and assigns them to customized PEs. With work stealing, the computations can be more efficiently distributed and balanced across PEs.

Inter-PE Dataflow Pipelining – FPGAs programmers can also compose PEs (or tasks) into a coarse-grained dataflow pipeline that is typically dynamically scheduled. By overlapping the executions of different PEs and passing data between them with a streaming interface or Ping-Pong buffers, one can overlap the PE execution and decouple the compute from memory accesses to hide the off-chip memory access latency (more details in Section 2.1.2). Such dataflow pipelining is well-suited for many application domains, such as image processing [29, 196, 171], machine learning [202, 183], graph processing [53, 117, 220, 216, 160], and network switching [165]. Current HLS tools typically provide (vendor-specific) pragmas to realize dataflow pipelines of different forms. In general, the dataflow architecture is more scalable if the PEs are connected by asynchronous channels, but at the cost of additional handshaking logic between PEs; the pipeline is more efficient but perhaps less scalable (in terms of timing closure) if its stages are connected by wires or registers pulsed by the same clock.

Similar to coarse-grained parallelization, a dataflow pipeline can be com-
posed either heterogeneously or homogeneously. To construct heterogeneous pipelines, an example is the TAPA framework [30], which defines a programming interface to describe the dataflow parallelism within an application. The ElasticFlow architecture [189] is another example that implements the loop body as a multi-stage pipeline. There also exist some application-specific dataflow architectures [89, 176, 29, 87]. For instance, SODA [29] is a framework that generates a dataflow architecture for stencil computation, where data elements are updated with some fixed patterns. With the SODA framework, computations from different pipeline stages can be executed simultaneously with designated forwarding units, which also serve as reuse buffers.

Systolic arrays represent a well-known class of homogeneous pipelines, where connected PEs work rhythmically (shown in Figure 2.2). For each time step, each PE reads from its neighbors, processes the data, and forwards the results to its neighbors. Systolic arrays are also considered as a generalization of 1-dimensional pipelining. There is a long line of research that focuses on generating high-performance systolic arrays [178, 48, 85, 16, 202, 186, 128, 48, 193].

2.1.2 Memory Customization

As shown by the roofline model in Figure 4.1d, the key for memory hierarchy customization is to reduce the number of off-chip data accesses required by computing operations, i.e., increase the operational intensity. First, one can explore on-chip buffering and caching techniques to improve the on-chip data reuse. This is also often a key enabler of low-latency and high-throughput custom compute engines. Second, one can explore streaming optimization and
custom on-chip networks to bypass off-chip memory access and enable fast communication between multiple compute engines. Finally, for the essential off-chip memory accesses that cannot be avoided, one can explore data access reorganization techniques to fully utilize the off-chip memory bandwidth and prefetching techniques to hide the off-chip memory access latency.

**On-Chip Buffer Optimization**

Unlike general-purpose processors that have a fixed and pre-designed multi-level cache system, FPGAs provide a fully customizable on-chip memory hierarchy that can harvest the bandwidth of a massive amount of distributed registers, LUT RAMs, block RAMs (BRAMs), and ultra RAMs (URAMs). One of the most common and effective optimizations is to customize the on-chip buffers based on the application-specific memory access behavior. The FPGA programmers may use different types of reuse buffers such as (1) shift registers, line buffer, and window buffer that are predefined by HLS vendors [208], and (2) user-customized buffer structures. For both vendor-provided and user-customized reuse buffers, programmers often need to perform various loop transformations.

To minimize the required on-chip memory usage, an important technique is to apply loop tiling and carefully select the right tile size to balance the computation and memory access with the minimum buffer size.

Loop fusion can also be leveraged to reuse one buffer for multiple loops. Besides these commonly used loop transformations, several accelerator-specific optimizations can also be applied. For example, one can use shift register, line
buffer, and/or window buffer to avoid duplicate buffers required by multiple compute operations. The line buffer and/or window buffer is a more generalized version of a shift register, where it buffers just enough elements on-chip for data reuse as required by the computing engine and it shifts at every new iteration/cycle. As a result, only a minimum amount of new data has to be read from the off-chip memory into the buffer every clock cycle. One can also use small streaming FIFOs (first in, first out) to dataflow between multiple computing engines and avoid large on-chip buffers.

Another unique optimization for FPGA accelerators is to fully utilize the heterogeneous memory resources to increase parallel on-chip data accesses so that the compute units are not idling due to lack of data, namely, higher compute utilization in Equation (2.1).

Such on-chip data are typically large and require distributed BRAMs and URAMs, which are composed of hundreds to thousands of dual-port SRAM banks. Each physical memory port allows up to one read or one write—with no more than 36 bits for BRAM and no more than 72 bits for URAM—in one cycle. To enable parallel on-chip data access, the key is to apply the memory banking optimization in HLS to partition a large on-chip buffer into multiple small buffers that can be mapped onto multiple BRAM or URAM banks. When each data item has fewer than 36 bits for BRAM or 72 bits for URAM, on-chip memory coalescing can be further applied to stack partitioned smaller arrays to increase the port access bitwidth (or word width) of the BRAM and URAM banks.

Several FPGA HLS tools often provide directives for users to specify such array partitioning and reshaping to realize these optimizations [208, 101]. For example, Xilinx Vivado HLS [208] provides pragmas for users to partition an
array at multiple dimensions, in a block, cyclic, or complete fashion. Recent years have also seen an active body of research on automatic array partitioning.

For array accesses with affine indices based on the loop indices, several studies [45, 198, 197, 37] find that polyhedral compiler analyses can statically find array partitioning solutions to avoid on-chip memory bank conflicts and automate the partitioning process. In general, the polyhedral compilation is shown to be effective in co-optimizing the loop pipelining, parallelization, data reuse, and array partitioning together given a polyhedral program [170, 223]. For stencil applications, prior efforts have demonstrated success with polyhedral analysis [46, 29], where they can find the optimal reuse buffer setting and partition the buffer in a way to minimize both off-chip memory accesses and the on-chip buffer size. For non-affine programs, a few studies have taken a profiling-driven approach to automatically partition the arrays with trace-based address mining [221, 26].

**On-Chip Cache Optimization**

Most of the special-purpose accelerators target applications with regular memory accesses using the aforementioned on-chip buffering optimizations. On-chip caching provides another attractive alternative to accelerate applications with memory access patterns that are hard to predict statically; it also eliminates the tedious programming effort to explicitly manage the on-chip buffering.

As one of the early studies, the work in [32] evaluates the multi-port L1 cache design for parallel accelerators and finds the performance highly depends on the cache architecture and interface. LEAP-scratchpad [2] is another early
effort to provide multi-level cache support for FPGA accelerators. It abstracts away the memory system from accelerator designers. Another effort similar to (but different from) the cache abstraction is the connected RAM (CoRAM) approach [36]. CoRAM virtualizes a shared, scalable, and portable buffer-based memory architecture for the computing engines, which naturally comes at the cost of performance and resource overhead.

On several FPGA SoC devices from Intel and Xilinx, a shared coherent cache is available between the hardened ARM CPU and the FPGA accelerators [209, 102]. For datacenter FPAGs, efforts such as Intel Xeon-FPGA multi-chip package and IBM CAPI also provide coherent shared cache memory support for Xeon/PowerPC CPUs and FPAGs. A quantitative evaluation of modern CPU-FPGA platforms with and without coherency support can be found in [34, 35]. However, such cache designs are shared by the CPU and FPGA; there are no practically available, dedicated on-chip cache for the FPGA accelerators themselves yet. It is a potential area for more research.

Off-Chip Memory Optimization

We further discuss how to optimize the essential off-chip memory accesses that cannot be avoided easily. Here we mainly focus on the direct memory access (DMA) from a DDR or high-bandwidth memory (HBM). For the communication optimization between the host program and the FPGA accelerators, we refer the interested readers to [34, 35] for more details.

There are two major types of off-chip memory optimizations. The first type attempts to hide the off-chip memory access latency from the compute engines.
One of the common techniques is to use the double (or ping-pong) buffer technique [41, 42], which decouples the memory access (read or write) from execution via coarse-grained pipelining. Several HLS tools have automated the generation of the double buffers. Another optimization is to prefetch the data to the on-chip buffer/cache [24, 83].

The second type of optimization aims to fully utilize the off-chip memory bandwidth (BW), which is nontrivial for FPGAs. A recent study [143] characterizes the off-chip DRAM and HBM bandwidth for HLS programs under a comprehensive set of factors, including (1) the number of concurrent memory access ports, (2) the data width of each port, (3) the maximum burst access length for each port, and (4) the size of consecutive data accesses. To fully utilize the off-chip memory bandwidth, programmers have to carefully tune these parameters based on the insights summarized in [143]. Some common optimizations include memory bursting to increase the size of consecutive data access and the off-chip memory coalescing to increase the data access bitwidth. The Falcon Merlin compiler [43, 50] has partially automated some of these optimizations. The recent HBM Connect work [33] further proposes a fully customized HBM crossbar to better utilize HBM bandwidth.

### 2.1.3 Data Type Customization

Exploiting custom data representation is a vital optimization to achieve efficient hardware acceleration on FPGAs. In contrast to CPUs/GPUs, which employ arithmetic units with a fixed bitwidth, FPGAs allow programmers to use customized numeric types with the precision tailored for the given application.
When properly leveraged, such flexibility can lead to substantially improved efficiency in both custom compute engines and the custom memory hierarchy.

In this section, we discuss two major aspects of custom data representations: (1) parameterized numeric types and (2) automatic bitwidth analysis and optimization techniques.

**Parameterized Numeric Types** – Most FPGA HLS tools support arbitrary-precision integer and fixed-point data types. For example, Xilinx Vivado HLS provides `ap_(u)int` and `ap_(u)fixed` classes in C++ [208], while Intel HLS compiler uses `ac_(u)int` and `ac_(u)fixed` [101], which were originally developed by Mentor.

Using arbitrary-precision integer types, multiple low-bitwidth data elements can be packed together into a wide bit vector without increasing the footprint on the main memory. The packed data can then be read/written in a single memory transaction, which greatly improves the bandwidth utilization and the overall operational intensity of the accelerator. In addition, operations with reduced bitwidth require fewer resources, and thus more PEs can potentially be allocated on the same FPGA device to increase hardware parallelism. As a result, the compute roof is further lifted up, as illustrated in Figure 4.1d. For some applications, one can pack hundreds or thousands of bits into a single integer and perform bitwise operations very efficiently using the distributed LUTs and registers on the FPGA fabric. One example is calculating the hamming distance between two wide binary vectors via bitwise XORs. This kernel is used in many domains such as telecommunication, cryptography, and machine learning (e.g., binary neural networks [75, 82, 137, 212, 219], hyper-dimensional computing [93, 94, 177]).
Parameterized fixed-point types are also extensively used in FPGA design [144, 184, 81]. Fixed-point values are essentially integers with a predetermined position for the binary point. Their range is determined by the number of bits to the left of the binary point, while the precision depends on those to the right of it. Unlike floating-point units, fixed-point arithmetic units do not require expensive logic to manipulate the mantissa and exponent through rounding and normalization. Hence on an FPGA, fixed-point operations typically have a shorter latency and consume much fewer resources than their float-point counterparts.

In some cases, fixed-point types may cause nontrivial accuracy degradation if the represented data have a wide dynamic range. Hence efficient floating-point computation is desired. To this end, some recent FPGA devices (e.g., Intel Arria 10) offer hardened floating-point units (FPU), which obviate the need to perform the aggressive fixed-point conversion for an accuracy-sensitive application. Besides relying on FPUs that are strictly compliant with the IEEE 754 standard, the FPGA programmers can also leverage several existing libraries and tools that generate custom FPUs with reduced bitwidth [195, 9, 105]. For instance, FloPoCo is an open-source C++ framework that can generate customized FPUs in synthesizable VHDL [60].

There is an active line of research that explores new floating-point formats to accelerate machine learning workloads. Brain floating-point (bfloat) (originally proposed by Google) [194] is a truncated version of the IEEE single-precision floating-point format, which is now supported by the Intel Agilex FPGAs [99]. In addition, multiple recent efforts have implemented Posit arithmetic operators on FPGAs [21, 185]. Most recently, Microsoft has proposed MSFP [59], which is
a form of the block floating-point format, where the data in an entire tensor block share a single exponent. Hardened MSFP units have been added to the latest Intel Stratix 10 NX FPGAs [151].

**Automatic Bitwidth Optimization** – For an FPGA accelerator, the bitwidth settings of the numeric types can be a major determinant of its resource usage, the achievable frequency, and hence the throughput. It often requires a nontrivial amount of manual effort to quantize floating-point values into fixed-point types with the appropriate bitwidth. Hence there has been a large body of research that attempts to automate the float-to-fixed conversion process. With the existing approaches, range analysis is first performed (typically by a compiler analysis pass or a profiler) to obtain the minimum and maximum values of each variable in a given application. Note that such range analysis is also useful for reducing the bitwidth of the integer values. Afterward, bitwidth allocation is carried out to quantize or downsize the variables to a certain bitwidth. Finally, the resulting accuracy and other performance/area metrics need to be evaluated through estimation or simulation.

There are two popular methods to perform range analysis. The first method is to statically analyze a program that exploits the information on compile-time constants (e.g., loop bounds) and additional user-provided hints (often through pragmas or attributes) [118, 161, 191, 13, 14, 112]. The second one is to determine the input-dependent value ranges at run time [76, 120]. Static analysis often relies on interval arithmetic [88] and affine arithmetic [61] to infer the bound of each variable. In contrast, dynamic analysis can achieve additional reductions in bitwidth, although it may also introduce errors when the input samples do not cover some of the outliers. There are also hybrid approaches that attempt to
combine compile- and run-time methods. For instance, Klimovic and Anderson propose to first perform static analysis according to the common-case inputs suggested by the users while leveraging a run-time mechanism to fall back to software execution when outliers occur [120].

For bitwidth allocation, prior arts mostly adopt methods such as simulated annealing and satisfiability modulo theory [118, 134, 161, 191, 112]. It is worth noting that both range analysis and bitwidth allocation are computationally hard problems and can be very time consuming to solve. To address this challenge, Kapre and Ye propose a GPU-accelerated tool flow to automate and speed up the bitwidth optimization process for the FPGA-targeted HLS designs [112].

### 2.2 Representative Programming Abstractions and Compilers

There is a wide spectrum of programming models and compilers for FPGAs, such as HDL, HLS, polyhedral compilers, domain-specific languages, and new accelerator design languages. Due to the large body of existing work, we can only survey a (small) subset of the representative and more recent efforts. When describing a language/compiler, we focus on its productive features (e.g., metaprogramming, parametric types), performance features (e.g., supported hardware customizations), generality, and portability across FPGAs and other hardware targets.
2.2.1 Modern Hardware Description Languages (HDLs)

HDLs, such as Verilog, VHDL, and SystemVerilog, are the most widely-used languages for programming FPGAs at the register transfer level. They can be considered as the *assembly* languages of FPGAs. HDLs can be extended through libraries to appear somewhat higher level or can be integrated into more productive frameworks [18, 204]. Some tools like MathWorks HDL Coder [146] and LabVIEW [95] provide a graphic interface for users to create hardware blocks and compose a larger design visually. A recent trend in HDLs is to use a high-level language with modern features for describing hardware at RTL with better productivity, and build intermediate representations (IRs) that ease the analyses and optimizations. Examples include Bluespec [158], MyHDL [64], Clash [5], PyMTL [142, 181], Chisel/FIRRTL [6, 104], and PyRTL [38].

Bluespec SystemVerilog (BSV) [158] is a non-traditional HDL in that it is based on rules that describe finite-state machines and are fired conditionally and atomically. A whole system behaves as a sequential composition of rule firings, which enables static verification. BSV incorporates polymorphism and overloading into its type system. The Bluespec compiler automatically detects conflicts between firings and generates a parallel execution schedule. BSV has been extended with scheduling decisions that determine performance [17].

PyMTL [142, 181] is embedded inside Python as a unified framework for building accelerators progressively from function-level (without timing) to cycle-level (with ticks or events as time), and finally to RTL (i.e., cycle-accurate, resource-accurate, and bit-accurate representation of hardware), so as to effectively assess performance, area, and energy of various accelerator architectures.
Chisel [6] is another modern HDL, which is gaining increasing visibility as a key part of the RISC-V ecosystem [199]. It is embedded in Scala and leverages many modern language features, such as object orientation, functional programming, parametric types, and type inference. With these features, a hardware description can be made more succinct and more reusable. The object orientation enables Chisel to implement highly parameterized circuit generators, such as memory cache generators. The Chisel compiler builds FIRRTL [104], to transform target-independent RTL to target-specific RTL. FIRRTL admits a variety of analyses (e.g., node counting, early area estimation, and module hierarchy depictions), optimizations (e.g., constant propagation, common subexpression elimination, and dead code elimination), instrumentation (e.g., hardware counters, hardware assertions, and source line coverage), and specializations for targets (e.g., memory is mapped to stylized Verilog, or hard macros, for FPGAs). Chisel and FIRRTL have been increasingly used in both industry and academy.

### 2.2.2 High-Level Synthesis (HLS)

Compared with HDL, HLS is a jump in productivity of programming FPGAs, at some reasonable cost of performance. HLS tools provide programmers high-level abstractions and derive efficient RTL from them, saving programmers from extensive hand-coding and tuning using low-level HDLs [47]. Consequently, HLS tools have been increasingly deployed for FPGA-based accelerations.

There is a large body of HLS tools. Below we briefly review them from the aspects of input languages, programming models, and compiler transformations.
For more comprehensive details on HLS, one may read surveys specifically on this topic [47, 156, 159, 58]. From the perspective of input languages, there are HLS tools based on C/C++ and other languages. From the perspective of programming models, HLS tools can be classified as control- or data-flow. From the perspective of compiler transformations, HLS tools can also be classified as purely pragma-driven or automatic polyhedral compilation.

**C-Based and Non-C-Based HLS** – State-of-the-art HLS compilers from major FPGA vendors allow a computation for acceleration to be described in C/C++, which is then synthesized into an FPGA accelerator either in the form of RTL or directly in bitstream by invoking downstream CAD tools. Representative commercial tools include Intel OpenCL SDK [52], Intel HLS [101], Intel OneAPI [103], Xilinx triSYCL [116], Microchip LegUp [20, 150], Mentor Catapult HLS [149], Cadence Stratus HLS [19], Bambu [168], GAUT [51], and Xilinx Vivado/Vitis HLS [47, 208]. The C-based HLS languages and compilers are easily accessible to programmers who are familiar with CPU programming. The same design can execute on both CPUs and FPGAs, and the HLS tools further provide basic performance portability across different target FPGA devices (from the same vendor). However, achieving high-performance with HLS requires nontrivial hardware knowledge and is very different from the conventional performance tuning process of CPU software programming. Programmers typically need to apply many vendor-specific pragmas that direct an HLS tool to generate the desired accelerator architecture. Also, programmers often have to significantly restructure their code to manually implement a number of customizations described in Section 2.1.

As FPGAs become increasingly common, FPGAs have also been added as a
target of other popular languages, including Python and Java. These languages generate either C-based HLS code or HDL code. For example, Hot & Spicy [182] translates Python code, which is written in a subset of Python syntax and annotated with types and pragmas, into synthesizable Xilinx Vivado HLS code; Synthesijer [188] maps Java into VHDL and Verilog, while Juniper [111, 77] maps Java to Xilinx Vivado HLS code.

Control- and Data-flow HLS – Mainstream HLS tools are based on control-flow (i.e., imperative) languages. In an untimed sequential program, the portion to be accelerated can be synthesized into fully timed HDL modules realizing the same functionality on FPGAs. Often, programmers can add pragmas/annotations in the accelerated portion so as to expose parallelism. HLS tools fall into this category include Xilinx Vivado/Vitis HLS [47, 208], Intel OpenCL SDK [52], Microchip LegUp [150], Mentor Catapult HLS [149], Intel oneAPI [103], Xilinx triSYCL [116], Bambu [168], Cadence Stratus HLS [19], and GAUT [51].

FPGA is naturally fit for dataflow execution due to its massive distributed hardware resources. A dataflow HLS program expresses a dataflow graph. For example, Maxeler [147], CAPH [179], and OpenDF [11] use meta-languages (e.g., CAL, MaxJ) to define a graph structure, and synthesize the nodes into individual RTL modules that are connected with communication channels. Other dataflow HLS tools (e.g., FAST-LARA [78] and OXiGen [167]) provide a high-level abstraction (e.g., C/C++ structs) to represent the dataflow structure.

Pragma-Driven and Automatic Polyhedral Compilation – Existing HLS tools commonly allow programmers to manually insert pragmas that direct the compiler to transform loops for performance. Recent years have also seen an active body of research on FPGA HLS that builds on polyhedral compiler frame-
works to perform many useful loop transformations in a fully automated fashion [223, 154, 170, 140, 49, 48, 7, 193].

Polyhedral compilation is a powerful approach to analyzing and optimizing loop nests that are static control parts (SCoP) [39, 15, 79, 10, 140, 141]. SCoP is a subclass of general loop nests with constant strides, affine bounds, and statically predictable conditionals that are affine inequalities of the associated loop iterators. Such a restricted form of loop nests is commonly seen in a broad range of numerical computations such as dense linear or tensor algebra, image processing, and deep learning algorithms. A polyhedral compiler uses parametric polyhedra as an intermediate representation (IR). The polyhedra represents (either perfectly or imperfectly) nested loops and their data dependences. Such an IR enables many useful dataflow analyses and effective compositions of a sequence of loop transformations. Polyhedral analyses and code transformations have been extensively used in optimizing compilers targeting CPUs and GPUs, especially for high-performance computing.

### 2.2.3 Domain-Specific Languages (DSLs)

Using DSLs can simplify the work of both programmers and compilers to identify and exploit opportunities for advanced customizations that are commonly used in a specific application domain. For this reason, it is not surprising to see many domain- or application-specific languages emerging in the past several years either for FPGAs (and maybe also ASICs) [157, 187, 152, 113, 162, 67] or re-purposed from CPUs or GPUs to FPGAs [163, 113, 162, 67]. These languages provide a limited number of, but optimized, functions/operators specific to
“hot” or important domains and applications (e.g., image processing, machine learning, network packet processing, software-defined radios, and even controllers of FPGA systems).

The narrower focus of the application domains enables DSLs to provide high-level programming interfaces for high productivity, and at the same time, very specialized implementations for high performance. DSLs could be much more productive than HLS to express FPGA and domain-specific customizations. Below we briefly review a few domains with some representative DSLs.

**Image Processing** – RIPL [187] defines a set of operations at the levels of pixels, window, and image. These operations are compiled into dataflow actors, which are finite state machines. The dataflow actors are lowered into CAL dataflow language [70] and then into Verilog. Darkroom [86] is a functional language restricted to stencil operations on images and automatically generates a schedule that is a pipeline of operations with minimum-sized line-buffers between them. Rigel [87] extends Darkroom for generating multi-rate pipelines, where the pipeline stages can fire with different rates. Hipacc [174] generates optimized OpenCL/CUDA code for image processing kernels running on FPGAs/GPUs.

Many computing patterns in image and video processing can be concisely described as nested loops in a declarative programming paradigm, as can be seen from several DSLs [86, 148, 119, 201]. Halide is the first to propose decoupling an algorithm from a schedule for a compute [173]. Here the algorithm is a declarative specification of the compute. The schedule then specifies how to optimize the algorithm for performance. Programmers only specify what optimizations to do, while the actual implementation of the optimizations is
left to a compiler. In this way, both productivity and performance can be achieved. Halide was originally only for CPUs and GPUs. Halide-HLS [171] extends Halide to target FPGAs. It generates a high-throughput image processing pipeline with line buffers, FIFOs, and also the glue code between the host and the FPGA accelerator.

**Machine Learning** – Many promising tools have emerged in this hot domain, such as TVM [25, 153], TABLA [145], DNNWeaver [180], DNNBuilder [218], Caffeine [217], and HLS4ML [67]. TVM [25] builds a deep learning compiler stack on top of Halide IR, supporting both CPUs and GPUs. TVM programs can target FPGAs as a back end by using VTA, a programmable accelerator that uses a RISC-like programming abstraction to describe tensor operations [153]. TABLA [145] implements an accelerator template, uniform across a set of machine learning algorithms that are based on stochastic gradient descent optimization. DNNWeaver [180] maps a Caffe [106] specification to a dataflow graph of macroinstructions, schedules the instructions, and uses hand-written, customizable templates to generate an accelerator. HLS4ML [67] translates neural network models learned by popular machine learning frameworks like Keras [115], PyTorch [166] and TensorFlow [1] into Xilinx Vivado HLS code, which generates bitstreams to run on Xilinx FPGAs.

**Networking, Data Analytics, and Other Domains** – P4FPGA framework [192] translates a network packet processing algorithm written in the P4 language into BlueSpec System Verilog for simulation and synthesis for FPGAs, and provides runtime support such as the communication between the host and the synthesized accelerator. Xilinx SDNet [207] is another FPGA-targeting framework for packet processing that supports the P4 language. Spark to FPGA
Accelerator (S2FA) [214] generates HLS C code from Apache Spark program written in Scala for big data applications. FSMLanguage [3] leverages Haskell to simplify the specification of finite state machines, which are common in hardware design.

2.2.4 Emerging Trends and Accelerator Design Languages

Recent years have seen several trends in accelerator design languages. First, **DSLs are becoming increasingly generalized, mixing imperative and declarative paradigms and/or embedded in general host languages.** While DSLs offer many advantages in productivity and compilation for individual application domains, more general-purpose language constructs are needed to (1) bridge the gaps between popular domains, (2) provide programmers with greater control on important customizations, (3) and serve as a compilation target for multiple high-level DSLs. Along this direction, we see new languages like DHDL, Spatial, and HeteroCL. DHDL [122] describes hardware with a set of parameterizable architectural templates that capture locality, memory access, and parallel compute patterns at multiple levels of nesting. DHDL is embedded in Scala and thus leverages Scala’s language features and type system. Spatial [121] is a successor of DHDL, with more hardware-centric abstractions. HeteroCL, as is discussed in Chapter 4, is embedded in Python and blends declarative symbolic expressions with imperative code.

Second, **new programming models are providing more explicit controls to programmers for more predictable behaviors of the generated accelerators.** It has become a common practice for languages to be designed with high-level types and parame-
terized constructs modeling reconfigurable hardware components. These hardware components are typically implemented manually with high performance and maybe parameterized for flexibility. For example, Spatial [121] builds on parallel patterns, which map to efficient hardware templates; reduction can be done in registers or memory; programmers can build a custom memory hierarchy with at least three levels (DRAM, SRAM, and register); data can be stored on-chip in specific resources like look-up tables and specialized structures like queues, stacks, and line buffers. HeteroCL allows programmers to customize memory (via creating a custom memory hierarchy through banking, reuse buffers, and data streaming), compute (various loop transforms), and data types (bit-accurate types and quantization); systolic arrays and stencils can be efficiently built/handled by leveraging PolySA/AutoSA [48, 193] and SODA [29]. Dahlia [157] resembles traditional C-based HLS, but enhances the type system to prevent unsafe, simultaneous uses of the same hardware resource; with the type system, programmers can explicitly enforce some of the unwritten rules only known by the HLS experts (e.g., the unrolling factor should divide the banking factor of the arrays accessed inside the loop to achieve the best performance-area trade-off). Aetherling [68] abstracts sequential or parallel hardware modules into a set of data-parallel operators and features types for space sequence and time sequence that encode the parallelism and throughput of the hardware modules. Well-typed operators can thus be composed into statically scheduled streaming circuits.

Third, separation of concerns becomes popular in language designs. Inspired by Halide [173], HeteroCL and T2S [175, 186] separate algorithm definition from hardware customization, which leads to higher productivity. In the algorithm definition, HeteroCL allows both imperative programming and declara-
tive programming, making the language more general compared to other DSLs such as Halide and TVM. For hardware customization, HeteroCL supports all three essential techniques described in Section 2.1. For custom data representations, HeteroCL supports arbitrary-precision integers and fixed-point types. For custom compute engines, HeteroCL supports pipelining, unrolling, and several other loop transformations. For custom memory hierarchy, HeteroCL supports several on-chip buffering optimizations such as memory banking and data reuse.

T2S is designed based on an observation that “no matter how complicated an implementation is, every spatial piece of it must be realizing a part of the functionality of the original workload, and they are communicating based on production-consumption relationship” [175]. Therefore, a programmer could specify a temporal definition and a spatial mapping. The temporal definition defines the original workload functionally, while the spatial mapping defines how to decompose the functionality and map the decomposed pieces onto a spatial architecture. The specification precisely controls a compiler to actually implement the loop and data transformations specified in the mapping. So far, T2S focuses on expressing high-performance systolic arrays, which are often the most efficient way for accelerating a workload on an FPGA. While previous studies focus on how a systolic array computes, the input/output data paths are barely discussed. However, I/O is often the most complicated part in a real-world implementation. T2S allows a full systolic system to be built, including the core systolic array for a compute, other helper arrays for I/O data paths, host pre- and post-processing, and host and FPGA communication. T2S has two implementations, T2S-Tensor [186] and SuSy (discussed in Chapter 3) for building asynchronous and synchronous arrays, respectively. Specifically, SuSy
expresses the temporal definition as uniform recurrence equations (UREs), creates PEs with a space-time transform, and connects the PEs via shift registers. Note that UREs and space-time transformation are the theoretical foundation of most systolic arrays.
CHAPTER 3
SUSY: A PROGRAMMING MODEL FOR PRODUCTIVE CONSTRUCTION OF HIGH-PERFORMANCE SYSTOLIC ARRAYS ON FPGAS

Systolic algorithms have been extensively studied and employed in many important application domains such as bioinformatics, image processing, linear algebra, machine learning, and relational database [155, 126, 202, 97, 110, 62, 74, 124]. In a systolic algorithm, the dependence structure is uniform, where every data dependence has a constant distance. Mapping such dependence structures to spatial architectures lead to near-neighbor connections. The connected processing elements (PEs) jointly compose a systolic array that works rhythmically — at every time step, each PE reads inputs from some neighbors, performs computation, and forwards the inputs and results to other neighbors [123].

The characteristics of near-neighbor connections make systolic arrays a great match for FPGAs, where it is particularly important to minimize long interconnects to meet the target clock frequency. Indeed recent years have seen a growing number of application-specific systolic arrays implemented on modern FPGAs for efficient compute acceleration [155, 97, 202, 40, 73]. While systolic arrays typically have a very regular structure, it is far from trivial to achieve high performance unless the following optimizations are carried out: 1) finding an efficient mapping between a systolic algorithm and the physical array, 2) building an input/output (I/O) network to transfer data within the bandwidth limit, 3) constructing customized on-chip storage for data reuse, 4) vectorizing data accesses to better utilize the off-chip memory bandwidth, and 5) pipelining control signals to further increase throughput.
Obviously, any of the above optimizations would require substantial effort using the traditional RTL-based design methodology. The introduction of high-level synthesis (HLS) helps raise the level of design abstraction and hence increase productivity [47]. However, it remains challenging to strike the right balance between design quality and productivity using the existing HLS tools. To achieve high quality of results (QoRs), HLS users often have to perform “micro-coding”, where some of the low-level micro-architectural details must be explicitly described and mixed into the behavioral specification that is supposed to be algorithmic and target-independent. In fact, it is not uncommon for HLS experts in the industry to spend several months on building a high-performance systolic array architecture, even for a seemingly simple computation [175]. Some of the recent HLS research has proposed end-to-end compilation flow to generate application-specific systolic arrays from C/C++ programs in a push-button manner [178, 84, 16, 40]. This approach allows programmers to focus on the algorithms, while the compiler automatically explores the design space and generates systolic arrays. Unfortunately, the existing methods either lack support for key optimizations (e.g., vectorization and I/O isolation) or fail to support a general class of systolic algorithms.

There exists another line of work that further raises the abstraction level of FPGA programming by using domain-specific languages (DSLs) [121, 127, 186, 171, 7, 153]. One recent example is HeteroCL (Chapter 4), a Python-based embedded DSL that provides a back end for mapping designs to systolic arrays. It is worth noting that systolic array support in HeteroCL also employs a push-button compilation flow and shares the same problems as other systolic compilers mentioned earlier. Another example is T2S-Tensor [186], which is a DSL built on Halide [173] that generates high-performance systolic arrays. With the
T2S-Tensor DSL, programmers can productively explore different optimizations with decoupled temporal definition and spatial mappings. However, this DSL is restricted to dense tensor computations.

Along this line, we propose SuSy, a programming framework built upon Halide [173] for productively building high-performance systolic arrays on FPGAs. SuSy decouples the algorithm specification from spatial optimizations, where the former can concisely express any systolic algorithm while the latter can describe essential optimizations for systolic arrays. Figure 3.1 provides a high-level overview of the proposed framework. The input program is specified in the SuSy DSL, which is composed of (1) an algorithm (or temporal definition) expressed in uniform recurrence equations (UREs) and (2) decoupled spatial optimization. The SuSy compiler lowers the input to an intermediate representation (IR) extended from Halide, where we perform user-specified optimizations and several target-specific transformations. The compiler then produces the HLS code (in OpenCL) as output, which is eventually compiled to bitstream for FPGA execution. Our main technical contributions are summarized as follows:

- This work is the first to demonstrate that high-performance customized systolic arrays can be built with many optimizations succinctly expressed in a DSL that is not tied to a specific application domain. The proposed SuSy DSL provides a clean programming model that decouples temporal algorithmic definitions from spatial mappings. Notably, the URE-based temporal specification can model a rich set of systolic algorithms used in many different applications. Examples include the Smith-Waterman algorithm in bioinformatics, convolution in deep learning, matrix multiplication in linear algebra,
and sorting.

- We introduce in SuSy an explicit and concise representation of space-time transformation, which allows the programmers to explore the trade-offs between performance and area with various temporal scheduling on different shapes of systolic arrays. In addition, SuSy further supports several essential spatial optimizations for building highly efficient systolic arrays, including vectorization, customized reuse buffer, data gathering/scattering for the I/O network.

- We have developed a comprehensive compilation flow targeting Intel FP-GAs for SuSy. Experimental results show that SuSy can close the expert-designer performance gap on widely used compute kernels such as SGEMM, convolution, and Smith-Waterman. For dense tensor computations, we achieve more than 96% DSP efficiency. While for Smith-Waterman, we achieve 6.3× higher performance over a state-of-the-art framework.

### 3.1 Background

This section introduces the concepts of UREs and space-time transformations, and provides two illustrating examples.
3.1.1 Uniform Recurrence Equations (UREs)

Given an $n$-dimensional iteration space $D$, a system of UREs consists of a set of recurrence equations expressed in the following form [114]:

$$V_i(z) = f(V_1(z - d_1), V_2(z - d_2), ..., V_p(z - d_p)),$$  for $z \in D$
where \( V_1, V_2, ..., V_p \) are variables, \( f \) is an arbitrary function, \( z \) is an \( n \)-dimensional vector representing a computation point (i.e., an iteration) in \( D \), and \( d_i \) is an \( n \)-dimensional constant vector representing the distance from \( z \). Basically, the UREs collectively represent an \( n \)-dimensional perfectly nested loop with constant dependence distances.

UREs have been extensively used in many programming frameworks for generating systolic arrays. The main reasons are twofold: 1) they are general and expressive enough to describe probably most systolic algorithms [132, 211, 172], and 2) they can specify both computation and data flow, which exposes more optimization opportunities to the compiler and programmers [131].

```
1 // select(cond, then_case, else_case) = then_case if cond is true
2 // otherwise it returns else_case (if provided)
3 for (k = 0; k < K; k++)
4   for (j = 0; j < J; j++)
5     for (i = 0; i < I; i++)
6       // URE for computing the multiplication and accumulation
7       Z(i, j, k) = select(k == 0, 0, Z(i, j, k-1)) + A(i, k)*B(k, j);
8     // Assign results to the output C
9     C(i, j) = select(k == K - 1, Z(i, j, k));
```

(a) GEMM

```
1 // MAX = maximum possible value
2 for (i = 0; i < N; i++)
3   for (j = 0; j < N; j++)
4     X(i, j) = select(j == 0, max(A(i), select(i == 0, MAX, Y(i-1, j))),
5                    select(i >= j, max(X(i, j-1), Y(i-1, j))));
6     Y(i, j) = select(i == j,
7                    select(j == 0, A(i), X(i, j-1)),
8                    select(i > j, min(select(j == 0, A(i), X(i, j-1)),
9                    select(i == 0, MAX, Y(i-1, j)))));
10    B(j) = select(i == N-1, Y(i, j));
```

(b) Insertion sort

Figure 3.2: Examples of using UREs.

Here we show two examples of UREs in Figure 3.2 along with the loop nests representing the iteration space. In Figure 3.2a, a general matrix multiplication (GEMM) kernel is described with UREs. In this example, we calculate \( C = A \times B \),
where $A$ is an $I \times K$ matrix, $B$ is a $K \times J$ matrix, and $C$ is an $I \times J$ matrix. We use a single URE (L7) to describe the multiplication and accumulation, where we have one variable $Z$ in a 3-dimensional domain $(i, j, k)$ for storing the partial sum. After the calculation completes, we assign the results to output $C$ in L9. Note that if the `select` expression does not have a false case, nothing is performed should the condition fail. Another example is shown in Figure 3.2b, where we perform insertion sort on an input vector $A$ and store the final output in $B$. Here we have two UREs (L4-L10) with variable $Y$ storing the sorted results after step $j$ and $X$ being an auxiliary variable. From these two examples, we can see that as long as an algorithm has constant dependence distances, we can describe it using UREs.

### 3.1.2 Space-Time Transformation

UREs alone only describe the function of the systolic algorithm without providing any spatial information. To build a systolic array from UREs, we need to determine the mapping between the domain of the UREs and the physical array dimensions. Space-time transformation [125, 131] is in essence a loop transformation that specifies the mapping. To be more specific, the transformation maps an $n$-deep loop nest to a time loop and $n - 1$ space loops. The space loops are mapped to different PEs, and the time loop is used to schedule the original iterations to run on the PEs. The transformation can be described by a transformation matrix $T$:

$$T = \begin{pmatrix}
\Pi \\
\tau
\end{pmatrix},$$


where $\tau$ is a scheduling vector that generates the time loop and $\Pi$ is an $(n - 1) \times n$ projection matrix that generates space loops. A transformation matrix is valid only if it preserves the data dependence, and if no two iterations are scheduled to run on the same PE at the same time. In this work, we always set the projection matrix $\Pi$ to be an identity matrix. This is a common practice when experts manually build systolic arrays \[155, 97\]. The support for non-identity projection matrices is left as future work.

Figure 3.3 shows an example of applying space-time transformation to the UREs in Figure 3.2a, where
If we take a look at the loop structure after the transformation (Figure 3.3a), loops \(i\) and \(j\) become space loops and loop \(k\) is replaced with a time loop \(t\). In other words, after transformation, we have a total of \(I \times J\) PEs. Then, we need to check if the data dependence is still preserved by calculating new distances, which can be done by multiplying \(T\) with the distance vector. For example, the new distance of \(Z(i, j, k-1)\) can be calculated by \(\left(\begin{array}{c} 100 \\ 010 \\ 111 \end{array}\right) \left(\begin{array}{c} 0 \\ 0 \\ 1 \end{array}\right) = \left(\begin{array}{c} 0 \\ 0 \\ 1 \end{array}\right)\). This is a positive dependence vector, and thus the original data dependence is preserved [131].

We also need to make sure the computation after transformation lies in the original domain by recovering the original loop indices and adding a check (L5-8). We can now easily map the computation into a 2-D systolic array, as shown in Figure 3.3b, where the red lines represent the communication with I/O and the dotted blue lines represent the time schedule.

### 3.1.3 Design Space Exploration

In this section, we demonstrate how we can explore different design choices by combining UREs and space-time transformation. As can be seen in Figure 3.3b, traditionally, all data dependence should be strongly satisfied for time loops (i.e., the dependence distance should be greater than zero). However, such a transformation usually introduces loop skewing that leads to complicated hardware. In SuSy, we allow the dependence to be weakly satisfied (i.e., the dependence distance could be zero) and let the hardware compiler take over the scheduling of PEs.
for (k = 0; k < K; k++)
for (j = 0; j < J; j++)
for (i = 0; i < I; i++)

// UREs for reusing the inputs
X(i, j, k) = select(j == 0, A(i, k), X(i, j-1, k));
Y(i, j, k) = select(i == 0, B(k, j), Y(i-1, j, k));

// URE for computing the product and accumulation
Z(i, j, k) = select(k == 0, 0,
Z(i, j, k-1) + X(i, j, k)*Y(i, j, k));

// Assign results to the output C
C(i, j) = select(k == K - 1, Z(i, j, k));

(a) New UREs with input data reuse.

(b) Mapped systolic arrays.

Figure 3.4: Example of modifying UREs with data reuse.

inputs A and B are broadcast to all PEs, which is not scalable. To solve this, we can reuse the inputs by sending them through neighbor PEs. We can describe such data flow between PEs by modifying the UREs (Figure 3.4).

Figure 3.4a shows the new set of UREs with data reuse by introducing two new equations in L5-6. Specifically, variables X and Y store the values of inputs A and B, respectively. After applying the same space-time transformation, the mapped systolic array is shown in Figure 3.4b, where the black lines represent the communication between PEs. This simple example demonstrates how UREs provide programmers more flexibility when exploring the design space. Similarly, by choosing different transformation matrices, programmers can explore...
the trade-offs between area and performance.

3.2 The Programming Model

The SuSy programming model is built upon Halide [173], and the main reasons are as follows: 1) The Halide DSL cleanly decouples the algorithm specification and temporal schedule. In SuSy, we inherit the same concept by decoupling the temporal definition from spatial optimizations, allowing programmers to efficiently explore different design choices without modifying the algorithm definition. 2) Halide abstracts algorithms composed of multi-level loop nests with declarative programming, which is a good fit for UREs because of the underlying multi-dimensional iteration space. The bounds can either be inferred from the input shapes or explicitly specified by the users. 3) Halide provides a concise yet expressive IR, which can be easily extended for describing optimizations required to generate high-performance systolic arrays.

In this section, we explain the SuSy programming model in detail. We first explain how we use UREs to describe temporal definitions in Section 3.2.1. Then we demonstrate how we apply a set of spatial optimizations in Section 3.2.2. For better illustration, we continue to use the GEMM example.

3.2.1 Temporal Definition

In SuSy, we extend Halide to express UREs, since the original Halide syntax does not support recurrent functions.
// Define the inputs with integer type and two dimensions
ImageParam A(type_of<int>(), 2);
ImageParam B(type_of<int>(), 2);
// Extend Halide’s syntax for describing data type and placement
// We use C macros to simplify the code
#define ftype Int(32), {i, j, k}, Place::Device
Var i, j, k;
Func X(ftype), Y(ftype), Z(ftype), C;
X(i, j, k) = select(j == 0, A(i, k), X(i, j-1, k));
Y(i, j, k) = select(i == 0, B(k, j), Y(i-1, j, k));
Z(i, j, k) = select(k == 0, 0, Z(i, j, k-1)) + X(i, j, k)*Y(i, j, k);
C(i, j) = select(k == K - 1, Z(i, j, k));

Figure 3.5: Describing UREs for GEMM in SuSy.

We show an example in Figure 3.5, where we describe the UREs for GEMM. We first declare the input matrices $A$ and $B$ with $\text{ImageParam}$, where we specify the data type and the number of dimensions (L2-3). Currently, SuSy supports the same set of data types as Halide (i.e., 64/32-bit float and 64/32/16/8-bit integer types). Then we define the iteration space and variables with $\text{Var}$ and $\text{Func}$, respectively (L6-8). Unlike Halide, programmers can specify the data placement with either $\text{Place::Device}$ (i.e., FPGA) or $\text{Place::Host}$ (i.e., CPU). Since we offload the entire application to the FPGA, we choose $\text{Place::Device}$ for all variables. We write down the UREs in L9-13 by referencing Figure 3.4a. With the declarative programming style, programmers do not need to explicitly write down the loop nests.

3.2.2 Spatial Optimization

After describing the temporal definition with UREs, we need to specify how we map them to systolic arrays as well as other spatial optimizations. With the decoupled programming style, users can efficiently apply different spatial mappings by using the SuSy $\text{primitives}$ (or $\text{scheduling functions}$ in terms of Halide). In
Table 3.1: Primitives for spatial optimizations in SuSy.

<table>
<thead>
<tr>
<th>Primitive</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>F.merge_ures(U₁, U₂, ..., Uₙ)</td>
<td>Define the set of UREs $F$, $U_1$, $U_2$, ..., $U_n$ to optimize.</td>
</tr>
<tr>
<td>F.space_time_transform(space, tau)</td>
<td>Specify the space-time transformation that will be applied to $F$, where $space$ is the set of space loops, and $tau$ is the scheduling vector.</td>
</tr>
<tr>
<td>F.vectorize(var)</td>
<td>Vectorize the specified loop variable $var$ of $F$.</td>
</tr>
<tr>
<td>F.reorder(var₁, var₂, ..., varₙ)</td>
<td>Reorder the loop nest for $F$ according to the specified order, starting from the innermost level.</td>
</tr>
<tr>
<td>F.tile(var, var₀, var₁, factor)</td>
<td>Tile the loop variable $var$ of $F$ into two new variables $var_0$ and $var_1$ with a factor of $factor$.</td>
</tr>
<tr>
<td>F.isolate_producer({E₁, E₂, ...}, P)</td>
<td>Isolate a list of expressions ${E_1, E_2, \ldots}$ (usually inputs) in $F$ to a separate producer kernel $P$.</td>
</tr>
<tr>
<td>F.isolate_consumer(E, C)</td>
<td>Isolate an expression $E$ (usually an output) in $F$ to a separate consumer kernel $C$.</td>
</tr>
<tr>
<td>F.remove(var)</td>
<td>Remove loop $var$ of $F$.</td>
</tr>
<tr>
<td>F.buffer(E, v, mode)</td>
<td>Insert a reuse buffer at loop $v$ for expression $E$ with mode (either Buffer::Single or Buffer::Double).</td>
</tr>
<tr>
<td>F.scatter(E, var)</td>
<td>Reduce data communication overhead (i.e., data broadcast) by scattering the expression $E$ to the consumer along loop $var$.</td>
</tr>
<tr>
<td>F.gather(E, var)</td>
<td>Reduce data communication overhead (i.e., data broadcast) by gathering the expression $E$ from the producer along loop $var$.</td>
</tr>
</tbody>
</table>

In this section, we describe the syntax and semantics of selected primitives in detail. Table 3.1 shows the set of primitives we currently support.

**Space-Time Transformation** – As we have described in Section 3.1, to map UREs to a physical systolic array, we need to perform space-time transformation. An example is shown in Figure 3.6.

To specify the transformation in SuSy, we first need to define the tar-
get set of UREs, which can be achieved by using the primitive `merge_ures` (L1). Then we establish the transformation by employing the primitive `space_time_transform` (L2-3), where the first argument specifies the space loops, and the second argument defines the scheduling vector. To better illustrate the optimizations without losing the generality, here we use a simpler time schedule than the one in Figure 3.3b.

We omit the space matrix here since it is an identity matrix as mentioned in Section 3.1.2. There are several constraints to the arguments. First, only the inner-most loops can be space loops. Otherwise, programmers need to perform loop reordering with `reorder` before applying space-time transformation. Second, the transformation matrix must be valid in terms of preserving the dependence.

**Tiling and Vectorization** – In most cases, the problem size may be too large to fit the given hardware resources. To solve that, we can tile the design and compute only the partial results of each tile on-chip. In addition, with tiling, programmers can explore another dimension of parallelism by applying vectorization, where we compute a fixed-length of data at a single time. With vectorization, we can perform vector loads/stores from/to the off-chip memory to better utilize the off-chip memory bandwidth. An example is shown in Figure 3.7a.

In this example, we first tile the `k` loop into `k0` and `k1` with a factor of `KI` via
the primitive tile (L2). Then, we vectorize the $k_i$ loop in L4. After vectorization, we are computing a total of $I \times J \times K_I$ computations in parallel.

**Input/Output Isolation** – To further improve the performance, we can overlap the execution of the off-chip memory accesses with on-chip computations so that the communication latency does not throttle the overall throughput of the systolic array. We name such an optimization as isolation, which is conceptualized in Figure 3.7b.

In the GEMM example, we have three off-chip memory accesses, which are loading input values from $A$ and $B$ and unloading output values to $C$. To isolate the access, we introduce new computation stages – two loaders for reading the input values and one unloader for writing the output values (L2). To describe the behavior, we use the primitives `isolate_producer` to isolate inputs (L4-5) and `isolate_consumer` to isolate outputs (L7). After isolation, the main computation kernel reads/writes data from/to loaders/unloaders instead of the off-chip memory.

**Reuse Buffer Insertion** – In many cases, we are loading repeated data from inputs due to the underlying iteration space. For instance, in GEMM, input $A$ only depends on loop $i$ and $k$. However, under the three-dimensional iteration space, we need to load the same data for $J$ times. To reduce the memory ac-
cesses, we can load the data once from the off-chip memory and store it into an on-chip reuse buffer. In other words, all succeeding data accesses will load from the reuse buffer instead of the host memory. Figure 3.8a L2-3 show how we remove the loop with repeated access via remove and insert a reuse buffer via buffer. Users can further specify the loop level for inserting the buffer, which allows users to explore the trade-off between area (buffer size) and throughput.

```c
// Remove the reuse loop and insert double buffers
A_Loader.remove(j).buffer(A, j, Buffer::Double);
B_Loader.remove(i).buffer(B, i, Buffer::Double);
```

(a) Primitives for inserting reuse buffer.

(b) Optimized systolic arrays.

Figure 3.8: Inserting reuse buffer to SuSy.

Finally, Figure 3.8b shows the systolic array after applying all spatial optimizations mentioned above. After isolation and buffer insertion, the main computation kernel reads input data from the double buffers inside the loaders. Meanwhile, loaders read input data from the off-chip memory.

**Other Optimizations** – SuSy provides several additional spatial optimizations, including gathering/scattering and data serialization/de-serialization. With gathering and scattering, we reduce the number of connections between
the systolic array and off-chip memory, which makes our design more scalable. Meanwhile, data serialization improves the utilization of the off-chip memory bandwidth by serializing data on the host before sending them to the systolic array. Similarly, we can perform de-serialization after we collect the results from the systolic array.

3.3 Compilation

In this section, we first explain the PE architecture generated by SuSy. We then describe a few representative back-end specific optimizations that are automatically applied. We also briefly discuss how we generate HLS code and deploy it to FPGAs.

**PE Architecture** – There are two ways for each PE to communicate with each other. First, they can communicate *asynchronously* through channels. However, channels may introduce unnecessary control overhead in hardware (e.g., handshaking). Therefore, SuSy generates *synchronous* architecture using shift registers. Specifically, each PE is associated with several shift registers that store the values of each variable (Figure 3.9b). For instance, variable $X$ is associated with a shift register $srX$. The equivalent loop structure with shift registers is shown in Figure 3.9a, where we have three shift register for the variables $X$, $Y$, and $Z$ (L1). The shift register size equals to the maximal time distance plus one. For example, the maximal time distance for variable $Z$ is one (L15) as described in Section 3.1.2. Thus, the size of shift register $srZ[i][j]$ for PE $(i, j)$ is two (L1). The registers are shifted at the beginning of each time step (L3-8), right before we perform the computations (L10-16). In addition, after space-time transfor-
```
int srX[I][J][1], srY[I][J][1], srZ[I][J][2];
for (t = 0; t < K; t++)
  // shift register logics
  unrolled for (j = 0; j < J; j++)
  unrolled for (i = 0; i < I; i++)
  unrolled for (s = 0; s < 1; s++)
    srZ(i, j, 1-s) = srZ(i, j, 0-s);
  // no need to shift srA and srB
  // computations
  unrolled for (j = 0; j < J; j++)
  unrolled for (i = 0; i < I; i++)
    k = t;
    srX(i, j, 0) = select(j==0, A(i, k), srX(i, j-1, 0));
    srY(i, j, 0) = select(i==0, B(k, j), srY(i-1, j, 0));
    srZ(i, j, 0) = select(k==0, 0, srZ(i, j, 1)) +
                  srX(i, j, 0) * srY(i, j, 0);
    C(i, j) = select(k==K-1, srZ(i, j, 0));
```

(a) Equivalent HLS code.

(b) Hardware architecture of PE(i, j).

Figure 3.9: Equivalent HLS code and corresponding PE architecture after performing space-time transformation in Figure 3.6 — In the hardware architecture, we can see that there are three shift registers, which are \( srX \), \( srY \), and \( srZ \) respectively. For \( srX \) and \( srY \), they take values from either inputs or neighbor PEs and send the values to the neighbor PEs. On the other hand, \( srZ \) is updated with its previous value within the same PE and sends out the results only when the accumulation is complete.

Target-Specific Optimizations – The SuSy compiler also applies a set of optimizations automatically to further improve the performance. These are de-
signed for the back end we currently target, namely, the Intel HLS tool. The specific optimizations include 1) loop flattening, which flattens a loop nest by combining neighbor loops into a single loop to reduce the control overhead, and 2) loop infinitization, which replaces a flattened loop with a \texttt{while(1)} loop to further reduce pipeline stalls.

**Code Generation** – We extend the Halide OpenCL code generation to generate Intel HLS code. Since data serialization, de-serialization, and some low-level optimizations are still under development at this stage, we manually implemented them by slightly changing the generated HLS code. Then we push the code through the Intel HLS compiler and downstream CAD tool flow to produce the final bitstream that runs on the hardware.

### 3.4 Evaluation

In this section, we evaluate the systolic arrays generated by SuSy. All experiments are conducted on Intel vLab Academic Cluster [100], equipped with Intel Xeon Platinum 8280 CPU (2.70 GHz) and Intel Arria 10 GX FPGA. We first demonstrate the flexibility and productivity of SuSy by showing results on four benchmarks from different application domains, including single-precision general matrix multiplication (SGEMM), tensor-tensor multiplication (TTM), convolution (Conv), and Smith-Waterman (SW). We further provide in-depth analysis on SGEMM, Conv, and SW, where we perform quantitative comparison against existing frameworks such as Spatial [121], HeteroCL [127], T2S-Tensor [186], and PolySA [40].

Table 3.2 lists the key characteristics of Intel Arria 10 GX and Xilinx Ultra-
Table 3.2: Specifications of two FPGAs used in evaluation.

<table>
<thead>
<tr>
<th></th>
<th>Intel Arria 10 GX</th>
<th>Xilinx VU9P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Targeted By</td>
<td>[186][202][SuSy]</td>
<td>[40][121][127]</td>
</tr>
<tr>
<td>Technology Node</td>
<td>Intel 20nm</td>
<td>TSMC 14nm/16nm</td>
</tr>
<tr>
<td>Soft Logic</td>
<td>427K ALMs</td>
<td>1,182K LUTs</td>
</tr>
<tr>
<td>DSPs</td>
<td>1,518 FP DSP</td>
<td>6,840 DSP48E2</td>
</tr>
<tr>
<td>BRAMs</td>
<td>2,713</td>
<td>2,160</td>
</tr>
<tr>
<td>Max Device Frequency</td>
<td>500 MHz</td>
<td>800 MHz</td>
</tr>
</tbody>
</table>

Scale+ VU9P; these two FPGA devices are used by the related work that we are comparing against in the remaining section. Note that each single-precision floating-point (FP) multiplication and accumulation (MAC) operation maps to one hardened FP DSP on Intel Arria 10, whereas the same MAC operation consumes five 27x18 DSP48E2 units on Xilinx Ultrascale+ VU9P. There are 6840 DSP48E2 units in total on VU9P, which roughly translates to 6840/5=1368 Intel FP DSPs (vs. 1518 on Arria 10). Hence we argue that these two FPGAs have a similar computation power in terms of the peak throughput on MAC, although the Xilinx VU9P is listed with a higher maximum device frequency.

Table 3.3: Evaluation results for benchmarks in SuSy.

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>Problem Size</th>
<th>LOC</th>
<th>#ALMs</th>
<th>#DSPs</th>
<th>#BRAMs</th>
<th>Freq. (MHz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SGEMM</td>
<td>(1024, 1024, 1408)</td>
<td>25</td>
<td>40%</td>
<td>93%</td>
<td>32%</td>
<td>202</td>
</tr>
<tr>
<td>TTM</td>
<td>(256, 64, 256, 352)</td>
<td>25</td>
<td>33%</td>
<td>93%</td>
<td>31%</td>
<td>209</td>
</tr>
<tr>
<td>Conv</td>
<td>3rd Layer of VGG-16 (64, 128, 112, 112, 3, 3)</td>
<td>28</td>
<td>35%</td>
<td>84%</td>
<td>30%</td>
<td>220</td>
</tr>
<tr>
<td>SW</td>
<td>(1M, 128)</td>
<td>44</td>
<td>33%</td>
<td>0%</td>
<td>20%</td>
<td>225</td>
</tr>
</tbody>
</table>

**General Evaluation** – First, we evaluate the flexibility and productivity of SuSy using four benchmarks, including SGEMM and TTM in linear/tensor al-
gebra, convolution in deep learning, and SW from bioinformatics. Table 3.3 shows that we can describe a rich set of systolic algorithms in SuSy, each with just tens of lines of code. If we compare with related work in terms of the expressiveness, only Spatial [121] and HeteroCL [127] can describe benchmarks that are not dense tensor computations. However, these two frameworks cannot achieve the same level of performance as SuSy. Another existing framework PolySA [40], which is based on a polyhedral compiler, can only handle algorithms without dynamic control flows such as SGEMM and Conv. The work proposed by Wei et al. [202] can generate highly efficient systolic arrays, but only for convolutional neural networks.

In the following, we provide more detailed case studies on SGEMM, Conv, and SW to compare SuSy and other frameworks.

Table 3.4: Performance impact of different spatial optimizations on a reduced SGEMM – We select a smaller input size ($512 \times 512 \times 512$) and also a smaller systolic array ($8 \times 8$ with a vector length of 8 if applicable).

<table>
<thead>
<tr>
<th></th>
<th>+ Space-Time Transform</th>
<th>+ Vectorize</th>
<th>+ Isolate</th>
<th>+ Buffer &amp; Others</th>
</tr>
</thead>
<tbody>
<tr>
<td>#LUTs/ALMs</td>
<td>28%</td>
<td>21%</td>
<td>33%</td>
<td>24%</td>
</tr>
<tr>
<td>#DSPs</td>
<td>4.2%</td>
<td>34%</td>
<td>34%</td>
<td>34%</td>
</tr>
<tr>
<td>#BRAMs</td>
<td>16%</td>
<td>20%</td>
<td>16%</td>
<td>19%</td>
</tr>
<tr>
<td>Frequency (MHz)</td>
<td>250</td>
<td>203</td>
<td>225</td>
<td>259</td>
</tr>
<tr>
<td>Throughput (GFLOPs)</td>
<td>2.29</td>
<td>18.8</td>
<td>52.8</td>
<td>255</td>
</tr>
<tr>
<td>DSP Efficiency</td>
<td>7.2%</td>
<td>9.0%</td>
<td>23%</td>
<td>96%</td>
</tr>
</tbody>
</table>

**Case Study: SGEMM** – We first demonstrate how each spatial optimization affects the performance by using a smaller problem size ($512 \times 512 \times 512$) since, for large inputs, some of the design variants can be time-consuming for bitstream generation or do not even fit the device. In Table 3.4, we show not
only the performance numbers, but also the resource usage, frequency, and DSP efficiency. To calculate the DSP efficiency, we divide the throughput by theoretical throughput, which is defined as $\#DSP \times 2 \times Frequency/K$, where $K$ is a target-dependent constant. We set $K = 5$ for VU9P and $K = 1$ for Arria 10.

From the table, we observe a trend of increasing throughput and DSP efficiency after each optimization step. We select the design with space-time transformation as our baseline, where we unroll the space loops and map them to PEs. After applying vectorization, a degradation of frequency occurs because the number of PEs increases. However, the increased computation power covers frequency degradation, and the throughput is consequently better. After I/O isolation, both frequency and DSP efficiency are improved, and the bottleneck now becomes the off-chip memory bandwidth. Introducing reuse buffers and other optimizations such as data scattering and gathering solve the issue (i.e., the DSP efficiency is now close to 100%). With all optimizations combined, the throughput is over 100× better than that of the baseline.

Table 3.5: Performance comparison for SGEMM.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>LOCs</td>
<td>44</td>
<td>16</td>
<td>7</td>
<td>20</td>
<td>750</td>
<td>25</td>
</tr>
<tr>
<td>Systolic Array</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Target FPGA</td>
<td>VU9P</td>
<td>VU9P</td>
<td>VU9P</td>
<td>Arria10</td>
<td>Arria10</td>
<td>Arria10</td>
</tr>
<tr>
<td>#LUTs/ALMs</td>
<td>36%</td>
<td>52%</td>
<td>49%</td>
<td>50%</td>
<td>54%</td>
<td>40%</td>
</tr>
<tr>
<td>#DSPs</td>
<td>12%</td>
<td>58%</td>
<td>89%</td>
<td>84%</td>
<td>84%</td>
<td>93%</td>
</tr>
<tr>
<td>#BRAMs</td>
<td>23%</td>
<td>45%</td>
<td>89%</td>
<td>51%</td>
<td>39%</td>
<td>32%</td>
</tr>
<tr>
<td>Frequency (MHz)</td>
<td>200</td>
<td>198</td>
<td>229</td>
<td>215</td>
<td>245</td>
<td>202</td>
</tr>
<tr>
<td>Throughput (GFLOPs)</td>
<td>2.4</td>
<td>246</td>
<td>555</td>
<td>549</td>
<td>626</td>
<td>547</td>
</tr>
<tr>
<td>DSP Efficiency</td>
<td>3.5%</td>
<td>79%</td>
<td>98%</td>
<td>99%</td>
<td>99%</td>
<td>96%</td>
</tr>
</tbody>
</table>
To further analyze the quality of results, we compare with other programming frameworks, including Spatial, HeteroCL, PolySA, and T2S-Tensor. We also compare with the Ninja implementation [186], which is written in HLS OpenCL by experts. We show the results in Table 3.5.

To begin with, there exists a stark difference in performance between the designs implemented without and with systolic arrays, namely, Spatial versus other frameworks. Naturally, there also exists a gap between general-purpose frameworks (i.e., HeteroCL) and those designed for generating systolic arrays (i.e., PolySA, T2S-Tensor, and SuSy). Finally, SuSy achieves similar throughput and DSP efficiency compared with other systolic array compilers specialized for certain application domains. Notably, SuSy achieves 87% of the throughput of the hand-written Ninja implementation, while only using 30× fewer lines of code (LOC). Moreover, if we compare on the same FPGA device (i.e., Arria 10), SuSy requires much less resource usage in ALMs and BRAMs mainly because we generate synchronous architectures with shift registers while T2S-Tensor and the Ninja manual design adopt asynchronous architectures with channels. As for PolySA, although it uses fewer LOCs and achieves similar performance, it is not as general as SuSy, as mentioned earlier.

**Case Study: Convolutional Layer** – We further compare the quality of results among frameworks that generate high-performance systolic arrays (Table 3.6). The design generated by Wei et al. [202] can achieve higher throughput at a higher frequency since their framework is designed explicitly for convolutional neural networks by mapping to manually optimized systolic array templates. However, this means they are not as general as SuSy. Moreover, under the same problem size and similar systolic array size, there also exists a reduc-
Table 3.6: Performance comparison for convolutional layer – The array shape is interpreted as width × height × vector length.

<table>
<thead>
<tr>
<th></th>
<th>PolySA [40]</th>
<th>Wei et al. [202]</th>
<th>SuSy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Target FPGA</td>
<td>VU9P</td>
<td>Arria 10</td>
<td>Arria 10</td>
</tr>
<tr>
<td>Systolic Array Shape</td>
<td>8 × 19 × 8</td>
<td>8 × 19 × 8</td>
<td>8 × 10 × 16</td>
</tr>
<tr>
<td>#LUTs/ALMs</td>
<td>- (49%)</td>
<td>- (57%)</td>
<td>150K (35%)</td>
</tr>
<tr>
<td>#DSPs</td>
<td>- (89%)</td>
<td>- (81%)</td>
<td>1,280 (84%)</td>
</tr>
<tr>
<td>#BRAMs</td>
<td>- (71%)</td>
<td>- (45%)</td>
<td>827 (30%)</td>
</tr>
<tr>
<td>Frequency (MHz)</td>
<td>229</td>
<td>253</td>
<td>220</td>
</tr>
<tr>
<td>Throughput (GFLOPs)</td>
<td>548</td>
<td>600</td>
<td>551</td>
</tr>
<tr>
<td>DSP Efficiency</td>
<td>98%</td>
<td>97%</td>
<td>98%</td>
</tr>
</tbody>
</table>

Table 3.7: Performance comparison for Smith-Waterman.

<table>
<thead>
<tr>
<th></th>
<th>Spatial [121]</th>
<th>HeteroCL [127]</th>
<th>SuSy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Target FPGA</td>
<td>VU9P</td>
<td>VU9P</td>
<td>Arria 10</td>
</tr>
<tr>
<td>#LUTs/ALMs</td>
<td>330K (28%)</td>
<td>111K (9.4%)</td>
<td>139K (33%)</td>
</tr>
<tr>
<td>#DSPs</td>
<td>0 (0%)</td>
<td>0 (%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>#BRAMs</td>
<td>1,409 (65%)</td>
<td>470 (22%)</td>
<td>539 (20%)</td>
</tr>
<tr>
<td>Frequency (MHz)</td>
<td>200</td>
<td>152</td>
<td>250</td>
</tr>
<tr>
<td>Throughput (GCUPs)</td>
<td>0.11</td>
<td>1.25</td>
<td>7.89</td>
</tr>
</tbody>
</table>

Case Study: Smith-Waterman Algorithm – In this final case study, we compare the results with the two general-purpose frameworks (i.e., Spatial and HeteroCL). For Smith-Waterman, the typical performance metric is cell updates per second (CUPs), which can be derived by dividing the number of cells (i.e., the product of the lengths of the two input sequences) by the run time. Table 3.7 shows that SuSy achieves more than 5× performance improvement compared with HeteroCL and more than 70× improvement compared with Spatial. In addition, we are running at a much higher frequency because, with SuSy, we can
explicitly skew the iteration space by using space-time transformation to better pipeline the design.

### 3.5 Related Work

There exists a large body of literature on systolic array synthesis that enables programmers to generate systolic arrays at a high abstraction level [80, 40, 186, 127, 138, 178, 84, 202, 16].

**Systolic array compilers with a push-button compilation flow** – Compilers such as [84, 178, 16, 40] provide an end-to-end flow to generate systolic arrays without much user intervention. These compilers select the space-time transformation and other necessary optimizations based on built-in heuristics or automatic design space exploration. While delivering high productivity, these compilers usually fail to achieve high performance due to two major reasons: incomplete optimization directives and design space. Many optimizations are missing in the previous work. For example, vectorization and I/O isolation are missing in [178, 16]. Loop infinitization is missing in PolySA [40]. The missing of such optimizations could lead to sub-optimal designs. Apart from the compilers that target general systolic algorithms, there are also efforts attempting to generate domain-specific systolic arrays [73, 202]. For instance, Gemmini [73] and the framework proposed by Wei et al. [202] propose to generate efficient systolic arrays for deep neural networks (DNNs). Although both of them adopt configurable templates that generate high-performance systolic arrays, they are limited to DNNs.

**Systolic array compilers with user-guided optimizations** – In comparison,
works such as MMAlpha [80] and T2S-Tensor [186] take in user-specified optimizations. MMAlpha [80] is built upon UREs and lets programmers specify the space-time transformation. It supports both manual and automatic scheduling selection similar to the works in the previous category. However, it lacks the support for optimizations such as vectorization and reuse buffer insertion. A more recent work T2S-Tensor [186] incorporates richer optimizations compared with MMAlpha. It is the first work that inherits the principle to decouple the computation from the scheduling in designing systolic arrays. Nonetheless, T2S-Tensor can only generate systolic arrays for dense tensor kernels. In addition to those kernels, SuSy can generate systolic arrays for a much wider range of applications with UREs. Moreover, users can explore a larger design space with space-time transformation. Finally, by generating synchronous hardware, we can largely reduce the resource usage.

**General HLS compilers** – Beyond generating systolic arrays, there is also a plethora of work targeting implementing general applications on FPGAs [121, 127, 49, 44, 206]. However, experimental results show that there still exists a performance gap between such frameworks and dedicated systolic array compilers like SuSy.
CHAPTER 4
HETEROCL: A MULTI-PARADIGM PROGRAMMING INFRASTRUCTURE FOR SOFTWARE-DEFINED RECONFIGURABLE COMPUTING

HeteroCL is a Python-based DSL extended from TVM [25]. We choose TVM for the following reasons: (1) Python-based DSL provides programmers with a rich set of productive language features such as introspection and dynamic type system. (2) TVM is a tensor-oriented declarative DSL. Its declarative style is similar to TensorFlow [1], which compiles and executes the computation graph constructed by a programmer. This approach is beneficial for uncovering more high-level optimization opportunities in extracting parallelism and maximizing data reuse. (3) TVM inherits the idea of decoupling the algorithm specification from the temporal schedule, which is first proposed by Halide [173].

In addition to the features offered by TVM, HeteroCL further exposes heterogeneity in two dimensions: in hardware optimization techniques and programming paradigms. In the rest of the chapter, we first use a motivating example to show how HeteroCL abstracts different types of hardware customization and captures their interdependence. We then describe each customization in more detail. Finally, we present the imperative DSL in HeteroCL.

4.1 The Programming Model

In this section, we first use a motivating example to show how HeteroCL abstracts different types of hardware customization and captures their interdependence. We then describe each customization in more detail. Finally, we present
4.1 A Motivating Example

We use dot product operation as a motivating example that utilizes all three types of hardware customization. Figure 4.1a shows the host program, where we compute the dot product between vectors A and B. We offload function dot_product (L14) to FPGA for acceleration. Note that we need to batch the inputs due to FPGA on-chip resource limitation (L9). Before sending the batched inputs to the accelerator via DMA, we pack them to fully utilize the off-chip memory bandwidth (L12-13).

Figure 4.1b shows the optimized dot_product program implemented in HLS C++ code, where we apply all three types of hardware customization. First, we utilize data type customization by quantizing the data type of local...
buffers `local_A` and `local_B` from floating to fixed-point type `DType` (L4). By reducing the bitwidth `D_W`, we increase the number of elements per memory I/O access, which shortens the data transfer latency but introduces the trade-off between throughput and accuracy. Second, we apply memory customization by using `partition` pragmas to bank the buffers (L5-6). Finally, we apply compute customization to improve the performance by tiling the loop (L10, 12) and using parallelization pragmas (L11, 13). This results in `PAR` processing elements (PEs) computing the multiplication and accumulation in parallel. With larger `PAR`, we achieve higher compute throughput with the trade-off of more on-chip resource. Moreover, there exists an interdependence between compute and memory customization, where we need to match the number of PEs with the memory banking factor. In this specific example, we set both parameters to `PAR`. Finally, we show the hardware diagram in Figure 4.1c, where we illustrate each type of hardware customization.

In addition, it is important to balance the computation time and the data communication time to maximize the hardware efficiency. Specifically, we need to carefully balance the two components by tuning the data bitwidth `D_W` and the number of PEs `PAR`. We increase the compute throughput by increasing `PAR`. We also increase the number of elements per I/O access by lowering `D_W`. However, the final performance is bounded by the minimum of the two. We use the Roofline [203] diagram in Figure 4.1d to show the relation between `D_W` and `PAR`.

Figure 4.2 shows how we apply compute customization in HeteroCL. First, we define the algorithm in Figure 4.2a, where we first import the HeteroCL module (L1), define the range to be sum up (L3), and use a vector/tensor-oriented `compute operation` `hcl.compute` to describe the multiplication and ac-
import heterocl as hcl

# algorithm
i = hcl.reduce_axis(0, BATCH)
psum = hcl.compute((1,), lambda x:
    hcl.sum(A[i] * B[i], axis=i))

# customization primitives
s = hcl.create_schedule()
i, j = s[psum].split(i, PAR)
s[psum].pipeline(i)
s[psum].unroll(j)

(a) HeteroCL program

// algorithm only
for (int i = 0; i < BATCH; i++)
    psum += A[i] * B[i];

// primitives applied
for (int i = 0; i < BATCH/PAR; i++)
    #pragma HLS pipeline II=1
    for (int j = 0; j < PAR; j++)
    #pragma HLS unroll
    psum += A[i*PAR+j] * B[i*PAR+j];

(b) Equivalent HLS code

Figure 4.2: Example of compute customization in HeteroCL.

# algorithm
vec_A = hcl.placeholder((128,), UInt(64))
local_A = hcl.unpack(vec_A)

# quantization scheme 1
s1 = hcl.create_scheme()
s1.quantize(local_A, Fixed(32, 30))

# quantization scheme 2
s2 = hcl.create_scheme()
s2.quantize(local_A, Fixed(8, 6))

(a) HeteroCL program

vec_A (MB = 64)

local_A (DW = 32 )

(b) Results after unpack

Figure 4.3: Example of data type customization in HeteroCL — Here we unpack the data sent from DMA vec_A to a local buffer local_A. The shape of the local buffer varies according to the quantization schemes. If we quantize local_A to a 32-bit/8-bit fixed-point buffer, each element of vec_A will be unpacked to two/eight elements in local_A.

cumulation operation that sums across i and returns a scalar (L4-5). The equivalent HLS code is shown in Figure 4.2b (L1-3). After that, we apply compute customization primitives, which are called scheduling functions in Halide/TVM, to a customization scheme created in separation of the algorithm (L7). The first primitive is a loop transformation primitive which splits loop i into a two-level nested loop i and j by a factor PAR (L8). We further apply two parallelization primitives that pipeline the outer loop i (L9) and unroll the inner loop j (L10). The equivalent code after applying customization primitives is in Figure 4.2b (L5-10). We can see that after applying primitives, we need to restructure the HLS code, while in HeteroCL, the algorithm specification stays unchanged.
Unlike existing DSLs, we further decouple the algorithm from data type customization. Figure 4.3 shows the results of applying decoupled quantization schemes in HeteroCL. In the algorithm specification, we unpack data transmitted from the 64-bit DMA vec\(_A\) to a local buffer local\(_A\) without specifying the implementation (Figure 4.3a L3). Then, we create a quantization scheme (L6) and quantize local\(_A\) to a 32-bit fixed-point buffer using a quantization primitive (L7). The result of unpacking is illustrated in Figure 4.3b. We can get a buffer with a different shape by quantizing to another bitwidth with a separate scheme (L10-11), while the algorithm stays the same.

Similar to decoupled compute and data type customization, we further decouple the algorithm from memory customization. In Figure 4.4a, we first create a customization scheme (L2). We then specify the memory customization primitive (L3). Equivalent HLS code is shown in Figure 4.4b.

Finally, Figure 4.5 shows the complete dot product kernel in HeteroCL, where we cleanly separate the algorithm specification (L1-8) from the hardware optimization specification (L14-32). We first apply data type customization to quantize the local buffers for better utilization of the off-chip memory bandwidth (L22-24). We then specify compute customization to tile and parallel the main computation for higher compute throughput (L26-29). Finally, we apply
# algorithm specification

```python
def dot_product(vec_A, vec_B):
    local_A = hcl.unpack(vec_A, name="local_A")
    local_B = hcl.unpack(vec_B, name="local_B")
    i = hcl.reduce_axis(0, BATCH, "i")
    return hcl.compute((1,),
        lambda x: hcl.sum(local_A[i] * local_B[i], axis=i),
        name="psum")
```

# exploring a range of DW and PAR

```python
for DW in [4, 8, 16, 32]:
    for PAR in [4, 8, 16, 32]:
        DType = hcl.Fixed(DW, DW-2)
        MType = hcl.UInt(MB)
        NPACK = BATCH*DW/MB
        vec_A = hcl.placeholder((NPACK,), dtype=MType)
        vec_B = hcl.placeholder((N PACK,), dtype=MType)
        psum = hcl.placeholder((1,), dtype=DType)
        sm = hcl.create_scheme([vec_A, vec_B, psum], dot_product)
        sm.quantize([dot_product.vec_A,
                     dot_product.vec_B], DType)
        sl = hcl.create_schedule_from_scheme(sm)
        i, j = sl[dot_product.psum].split(dot_product.i, PAR)
        sl[dot_product.psum].pipeline(i)
        sl[dot_product.psum].unroll(j)
        sl[dot_product.local_A].partition(dim=1, factor=PAR)
        sl[dot_product.local_B].partition(dim=1, factor=PAR)
        f = hcl.build(sl)
        if QoR(f) > best_QoR:
            best_QoR = QoR(f)
            best_scheme = sl
```

Figure 4.5: Complete dot product example in HeteroCL — This example demonstrates how HeteroCL explores the interdependence between the data bitwidth DW and parallelization factor PAR.

memory customization that banks the buffers to match the on-chip memory bandwidth with compute throughput (L31-32). Moreover, we use a two-level loop to explore the interdependence between DW and PAR (L11-12). We then evaluate the built kernel f generated by our back end for each pair of DW and PAR (L34) and pick the best scheme for final FPGA synthesis (L36-38).

In the following sections, we describe the syntax and semantics of HeteroCL
Table 4.1: Compute customization primitives currently supported by HeteroCL.

<table>
<thead>
<tr>
<th>Primitive</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Loop transformation</strong></td>
<td></td>
</tr>
<tr>
<td><code>C.split(i, v)</code></td>
<td>Split loop $i$ of operation $C$ into a two-level nest loop with $v$ as the factor of the inner loop.</td>
</tr>
<tr>
<td><code>C.fuse(i, j)</code></td>
<td>Fuse two sub-loops $i$ and $j$ of operation $C$ in the same nest loop into one.</td>
</tr>
<tr>
<td><code>C.reorder(i, j)</code></td>
<td>Switch the order of sub-loops $i$ and $j$ of operation $C$ in the same nest loop.</td>
</tr>
<tr>
<td><code>P.compute_at(C, i)</code></td>
<td>Merge loop $i$ of the operation $P$ to the corresponding loop level in operation $C$.</td>
</tr>
<tr>
<td><strong>Parallelization</strong></td>
<td></td>
</tr>
<tr>
<td><code>C.unroll(i, v)</code></td>
<td>Unroll loop $i$ of operation $C$ by factor $v$.</td>
</tr>
<tr>
<td><code>C.parallel(i)</code></td>
<td>Schedule loop $i$ of operation $C$ in parallel.</td>
</tr>
<tr>
<td><code>C.pipeline(i, v)</code></td>
<td>Schedule loop $i$ of operation $C$ in pipeline manner with a target initiation interval $v$.</td>
</tr>
</tbody>
</table>

for each type of customization in more detail.

### 4.1.2 Compute Customization

Compute customization improves the performance of a design by performing loop transformations and executing the computation in parallel. Similar to TVM [25], we decouple the algorithm specification from compute customization schemes. Table 4.1 lists compute customization primitives currently supported by HeteroCL. The primitives prevent programmers from using vendor-specific pragmas, which makes HeteroCL programs portable to different back ends.
Table 4.2: Data types currently supported by HeteroCL.

<table>
<thead>
<tr>
<th>Data Type</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Int(bw)</td>
<td>Bit-accurate signed integer with bw bits.</td>
</tr>
<tr>
<td>UInt(bw)</td>
<td>Bit-accurate unsigned integer with bw bits.</td>
</tr>
<tr>
<td>Fixed(bw, fr)</td>
<td>Signed fixed-point type with bw bits, where there are fr fractional bits.</td>
</tr>
<tr>
<td>UFixed(bw, fr)</td>
<td>Unsigned fixed-point type with bw bits, where there are fr fractional bits.</td>
</tr>
<tr>
<td>Float(bw)</td>
<td>Floating-point type with bw bits, where bw could be 64 or 32.</td>
</tr>
</tbody>
</table>

Table 4.3: Quantization primitives currently supported by HeteroCL.

<table>
<thead>
<tr>
<th>Primitive</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>quantize(t, d)</td>
<td>Quantize a list of tensors t from floating to fixed point type d in the format defined in Table 4.2.</td>
</tr>
<tr>
<td>downsize(t, d)</td>
<td>Downsize a list of tensors t from integers with larger bitwidth to integers d with smaller bitwidth in the format defined in Table 4.2.</td>
</tr>
</tbody>
</table>

4.1.3 Data Type Customization

Quantized computation using low-bitwidth integers and/or fixed-point types is an essential technique to achieve efficient execution on FPGAs. To represent bit-accurate data types, traditional C-based HLS tools use templates such as ap_int<> and ap_fixed<>. Although this approach allows programmers to parameterize the bitwidths, they need to run a separate script to iterate through different quantization schemes. HeteroCL addresses this challenge by utilizing Python classes to represent the data types, which allows users to try out different quantization schemes within the same program. Table 4.2 lists the data types currently supported by HeteroCL.

Even with the bit-accurate data type support, it remains a challenge for most application developers to determine the right data types with the right bitwidth to achieve the best trade-off between accuracy and efficiency. To solve this, HeteroCL further decouples the algorithm specification from quantization
Table 4.4: Memory customization primitives currently supported by HeteroCL.

<table>
<thead>
<tr>
<th>Primitive</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>C.partition(i, v)</td>
<td>Partition dimension $i$ of tensor $C$ with a factor $v$.</td>
</tr>
<tr>
<td>C.reshape(i, v)</td>
<td>Pack dimension $i$ of tensor $C$ into words with a factor $v$.</td>
</tr>
<tr>
<td>memmap(t, m)</td>
<td>Map a list of tensors $t$ with mode $m$ to new tensors. The mode $m$ can be either vertical or horizontal.</td>
</tr>
<tr>
<td>P.reuse_at(C, i)</td>
<td>Create a reuse buffer storing the values of tensor $P$, where the values are reused at dimension $i$ of operation $C$.</td>
</tr>
</tbody>
</table>

schemes. HeteroCL provides two quantization primitives in Table 4.3, where quantize(t, d) quantizes a list of floating-point variables $t$ to a fixed-point type $d$ whose format is defined in Table 4.2. In addition, downsize(t, d) reduces the precision of a list of integer variables $t$ to an arbitrary-bit integer type $d$. With quantize and downsize, programmers can explore the trade-off between performance/area and accuracy by tuning the bitwidths of variables in the algorithm. Note that this decoupled approach is well-suited for automated bitwidth-tuning frameworks based on autotuning or rule-based heuristics. Users can further provide domain-specific knowledge such as the numerical range or the distribution of a variable to quantization primitives to guide the bitwidth searching process.

4.1.4 Memory Customization

Accelerating applications on FPGAs usually requires a high on-chip memory bandwidth to match the throughput of massively parallel compute units. Without customized memory architectures such as reuse buffers, the memory bandwidth could become the main hindrance preventing designs from achieving better performance. We decouple the algorithm from the memory customization
and provide a set of primitives (Table 4.4). Moreover, programmers can apply several customization primitives in a user-defined sequence, which is not possible using pragmas supported by existing HLS tools.

### 4.1.5 Mapping to Spatial Architecture Templates

Many popular workloads from image/video processing and machine learning domains can be realized in a highly efficient manner on FPGAs using spatial architectures such as systolic arrays [175, 202]. However, with the traditional C-based HLS methodology, it typically requires extensive code restructuring and the insertion of a right combination of pragmas to guide the tool to generate a high-performance spatial architecture. This tedious and error-prone process is one of the major barriers for the mainstream adoption of HLS for FPGA designs. HeteroCL addresses this deficiency by introducing a set of optimization macros that synthesize the code into highly efficient spatial architecture templates. Each of these macros consists of a combination of compute and memory customization primitives. As indicated in Table 4.5, we currently support stencil with dataflow architectures and systolic arrays, each of which is described in more detail as follows.

**Stencil with Dataflow Architecture** – Stencil computation is commonly seen
in many areas including image processing and numerical computing, where data elements are updated over a multidimensional grid according to some fixed, local patterns. HeteroCL incorporates the SODA framework [29], which synthesizes stencil patterns to a highly efficient dataflow architecture composed of reuse buffers and data streams.

**Systolic Array** – HeteroCL further provides efficient support for mapping to systolic arrays, which are widely used spatial architectures that consist a group of processing elements locally connected to each other [123]. Featuring local interconnects and modular designs, the systolic array architecture is highly scalable and can take advantage of the enormous amount of computation resources on modern FPGAs. It is particularly suitable for applications having perfectly nested loops with uniform dependency, such as matrix-matrix multiplication. However, it is a complex task to manually create systolic array designs on FPGAs. Recent research from Intel reports that it takes several to tens of months of human effort to implement a high-performance systolic array design, even with an HLS design entry like OpenCL [175]. Similar to stencil optimization, we introduce a **systolic** macro in the HeteroCL DSL to allow convenient mapping from tensor code to systolic array architectures.

### 4.1.6 Mixed Declarative and Imperative Programming

HeteroCL blends imperative programming with an embedded declarative, symbolic style for expressing tensor-based code. The idea is to combine the advantages of both styles — Imperative programming is general and flexible, while symbolic tensorized code exposes higher-level optimization opportuni-
Figure 4.6: Imperative DSL in HeteroCL — We provide equivalent semantics for commonly used expressions and statements in normal Python. We also support bit-level operations for bit-accurate data types. The imperative DSL highly resembles normal Python in that they use same indentations, same rules for variable scope, and similar keywords. This relieves new users from learning a whole new set of syntax and semantics.

Some of the existing Python-based DSLs use normal Python to support imperative programming, such as TVM [25] and Hot&Spicy [182]. This approach, however, has some drawbacks: (1) The normal Python semantic is too flexible to be FPGA synthesizable. (2) A designated parser/compiler must be built, which could be error-prone. Instead of using normal Python to support imperative programming, HeteroCL provides an imperative DSL listed in Figure 4.6. HeteroCL further extends existing compute operations (e.g., `compute`) and de-
Table 4.6: Compute operations currently supported by HeteroCL.

<table>
<thead>
<tr>
<th>Operation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><code>compute(s, f)</code></td>
<td>Compute a new tensor of shape $s$. The value of each element in the new tensor is calculated according to lambda function $f$.</td>
</tr>
<tr>
<td><code>update(t, f)</code></td>
<td>Update each element of tensor $t$ according to lambda function $f$.</td>
</tr>
<tr>
<td><code>mutate(s, f)</code></td>
<td>Write a for loop of shape $s$ in vector code, where $f$ is a lambda function describing the for loop body.</td>
</tr>
</tbody>
</table>

Table 4.7: Correspondence between HeteroCL primitives and Merlin C pragmas.

<table>
<thead>
<tr>
<th>HeteroCL Primitive</th>
<th>Merlin C Pragma</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><code>unroll(i, v)</code></td>
<td><code>#pragma ACCEL parallel flatten factor=v</code></td>
<td>Partial unroll the target loop by factor $i$ and fully unroll all its sub-loops.</td>
</tr>
<tr>
<td><code>parallel(i)</code></td>
<td><code>#pragma ACCEL parallel</code></td>
<td>Wrap the body of loop $i$ to a function and form a PE array.</td>
</tr>
<tr>
<td><code>pipeline(i, v)</code></td>
<td><code>#pragma ACCEL pipeline</code></td>
<td>Wrap the body of loop $i$ to a function and form a load-compute-store coarse-grained pipeline.</td>
</tr>
</tbody>
</table>

HeteroCL develops new operations for mixed-paradigm programming. We show examples of supported compute operations in Table 4.6.

### 4.2 Back-end Code Generation and Optimization

The HeteroCL framework has multiple back end supports including CPU and HLS flows targeting FPGA. Specifically, we extend the Halide IR used by TVM [173, 25] for our multi-paradigm programming model and customization primitives. The extended Halide IR serves as a unified representation for all back-end flows. In this section, we briefly summarize our FPGA back-end code generation flow.

**General Back End** – The HeteroCL compiler can generate a corresponding accelerator kernel in many languages, including HLS C/C++, OpenCL, and
Merlin C. Merlin C is an OpenMP-like programming model used by the Merlin compiler [44] from Falcon Computing Solutions. We choose the Merlin compiler as one of our back-end tools for two reasons. First, it leverages a small set of OpenMP-like pragmas to apply certain architecture structures by source-to-source C code transformation. Since Merlin pragmas share lots of similarity with HeteroCL customization primitives, it is relatively straightforward to integrate with HeteroCL. Second, the Merlin compiler generates both HLS C kernels and OpenCL kernels for FPGAs from the unified Merlin C source code.

Table 4.7 shows the correspondence between HeteroCL primitives and Merlin C pragmas. Since HeteroCL primitives and Merlin C pragmas mainly specify loop scheduling or memory organization, the implied architecture can be represented as a composable, parallel, and pipeline (CPP) architecture [49]. The authors in [49] have demonstrated that the CPP architecture can be applied to broad classes of applications with a good performance.

**Stencil Back End** – We incorporate the SODA framework proposed in [29] to implement stencil patterns with optimized dataflow architecture that minimizes the on-chip reuse buffer size. SODA takes in a lightweight DSL that describes the stencil compute patterns and design parameters. After the HeteroCL compiler identifies stencil patterns according to user-specified macros, it generates the proper DSL code to the SODA framework for hardware generation. In addition, hardware customization primitives such as loop unrolling and data quantization are also reflected in the SODA DSL as design parameters, which in turn guide the SODA framework for further optimization.

**Systolic Array Back End** – Similar to the stencil back end, our compiler analyzes the user-specified systolic macros and generates annotated HLS C++
code as an input to the PolySA framework [40], which further performs automated design space exploration that optimizes the systolic array architecture including the shape of it and the interconnection between PEs.

### 4.3 Evaluation

In this section, we evaluate the accelerators generated by HeteroCL. The platform we target is the AWS EC2 `f1.2xlarge` instance, which has 8 vCPU cores, 122GiB main memory, and a Xilinx Virtex UltraScale+™ VU9P FPGA. The default target frequency for this platform is 250 MHz.

We select several common FPGA benchmarks from a broad range of applications that are applied with either general, stencil, or systolic array back ends.

Table 4.8: Evaluation results of benchmarks in HeteroCL — The speedup is over a single-core single-thread CPU execution.

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>Data Sizes &amp; Type</th>
<th>Speedup</th>
<th>Back End</th>
</tr>
</thead>
<tbody>
<tr>
<td>KNN Digit Recognition [222]</td>
<td>K=3 #images=1800 uint49</td>
<td>12.5</td>
<td>General</td>
</tr>
<tr>
<td>Image classification</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>K-Means Clustering</td>
<td>K=16 #elem=320 × 32 int32</td>
<td>16.0</td>
<td>General</td>
</tr>
<tr>
<td>Smith-Waterman [200]</td>
<td>string len=128 uint2</td>
<td>20.9</td>
<td>General</td>
</tr>
<tr>
<td>Genomic sequencing</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Seidel [169]</td>
<td>2160 pixel × 3840 pixel fixed16</td>
<td>5.9</td>
<td>Stencil</td>
</tr>
<tr>
<td>Image processing / linear algebra</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gaussian [169]</td>
<td>2160 pixel × 3840 pixel fixed16</td>
<td>13.2</td>
<td>Stencil</td>
</tr>
<tr>
<td>Image processing</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Jacobi [169]</td>
<td>2160 pixel × 3840 pixel fixed16</td>
<td>5.0</td>
<td>Stencil</td>
</tr>
<tr>
<td>Linear algebra</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GEMM</td>
<td>1024 × 1024 × 1024 fixed16</td>
<td>8.9</td>
<td>Systolic Array</td>
</tr>
<tr>
<td>Matrix-matrix multiplication</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LeNet Inference [133]</td>
<td>MNIST [65] fixed16</td>
<td>10.6</td>
<td>Systolic Array</td>
</tr>
<tr>
<td>Convolutional neural network</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
For the general back end, we have (1) KNN-based digit recognition, which is simplified from that of Rosetta [222], (2) K-means algorithm, and (3) Smith-Waterman [200]. For the stencil back end, we have (1) Gaussian, (2) Jacobi, and (3) Seidel. All of them are from Polybench [169]. For the systolic back end, we use (1) general matrix multiplication (GEMM) and (2) deep learning inference with LeNet model [133]. Among these benchmarks, KNN-based digit recognition, K-means, and Smith-Waterman need to be implemented with the HeteroCL imperative DSL.

Table 4.8 shows the benchmarks and the overall evaluation results. We run the baseline designs on one CPU core with a single thread. For the two systolic benchmarks, we are comparing our FPGA implementations with the GEMM function provided in Intel MKL [96] and a LeNet model optimized with TVM [25], respectively. We include memory transfer time (i.e., between DDR4 and FPGA) as part of the total run time. After applying proper customization primitives, we achieve up to 20.9× speedup for the benchmarks with the general back end. Moreover, we can achieve up to 13.2× and 10.6× speedup for benchmarks applied with stencil and systolic array back end, respectively.

4.4 Related Work

There exists a large body of work on HLS and domain-specific programming. In this section, we survey a small subset of representative efforts on C-based HLS, DSLs for hardware accelerator designs, and those that support decoupled algorithm and optimizations.

**C-based HLS** – HLS tools such as LegUp [20], Intel FPGA SDK [98], and
Xilinx Vivado HLS [210] allow developers to write FPGA designs in C/C++ and OpenCL, delivering higher productivity than traditional register-transfer-level (RTL) designs. The recently introduced Merlin compiler greatly simplifies the HLS design by applying source-to-source transformation to automatically generate optimized HLS-C or OpenCL programs [44]. However, to achieve good QoRs, developers are required to use various vendor-specific data types and pragmas/directives, rendering FPGA design with HLS less flexible and portable.

HeteroCL lifts the abstraction level of FPGA programming and provides developers with a systematic way to efficiently explore various trade-offs, making FPGA design more portable and productive.

**DSLs for Hardware Accelerator Design** – There is a growing interest in compiling programs written in high-level languages (e.g., Python, Scala) into reconfigurable hardware accelerators. Hot & Spicy compiles annotated Python code into HLS C/C++, where the annotations are translated into pragmas [182]. DHDL introduces a representation of hardware using parameterized templates in Scala that captures locality and parallelism information and compiles the representation into FPGAs and CGRAs [122]. Spatial extends DHDL by adding a set of low-level abstractions for control and memory [121]. However, in these DSLs the algorithm specification is tightly entangled with hardware optimizations, making design space exploration less productive.

HeteroCL decouples algorithm specification from hardware customization, and abstracts three important types of hardware customization into a set of customization primitives, enabling productive and systematic design space exploration. HeteroCL further offers additional macros in stencil and systolic
for efficient mapping to highly optimized spatial architecture templates.

**DSLs with Decoupled Algorithm and Optimization** – Most computing patterns in image processing and deep learning can be concisely described as nested loops in a declarative programming paradigm, as illustrated in a lot of DSLs [86, 148, 119, 201]. Halide first proposes to decouple the algorithm specification from the temporal schedule [173]. Tiramisu extends Halide by adding explicit communication, synchronization, and mapping buffers to different memory hierarchies [8, 175]. Jing Pu, et al. also extend Halide to support custom reuse buffers and support FPGAs and CGRAs as back end [171]. T2S extends Halide by decoupling the spatial schedule from the algorithm specification, which allows programmers to define systolic-array-like architectures [175]. TVM builds a deep learning compiler stack on top of Halide IR, supporting both CPUs and GPUs [25]. While the declarative programming paradigm in these DSLs is powerful, it cannot express applications beyond image processing and deep learning.

HeteroCL, as a multi-paradigm programming infrastructure, nicely blends declarative symbolic expressions with imperative code, and provides a unified interface to specify customization schemes for both declarative and imperative programs. This allows HeteroCL to support a broader range of applications.

More specifically, we list the major differences between TVM and HeteroCL as follows: (1) TVM extensively uses declarative programming to target deep learning applications, while HeteroCL supports mixed imperative and declarative programming to target general applications. (2) TVM tries to solve the optimization challenges mainly for CPUs and GPUs, while HeteroCL focuses on hardware customization for FPGA and incorporates advanced spatial architec-
ture templates. (3) TVM programs can target FPGAs as back end by using VTA, a programmable accelerator that uses a RISC-like programming abstraction to describe tensor operations [153]. On the other hand, HeteroCL programs are not limited to tensor operations. In addition, programmers can apply various hardware customization techniques with provided primitives while the hardware generated by VTA is pre-defined. (4) HeteroCL supports bit-accurate data types, which are not available in TVM. Furthermore, HeteroCL proposes to decouple the quantization scheme from algorithm specification.
CHAPTER 5

DRTRACE: ONLINE TRACED-BASED PROFILING TECHNIQUE FOR HETEROCL

As suggested by the roofline model in Figure 4.1d, the key to memory customization is to increase the operational intensity. In other words, we need to reduce the number of off-chip data accesses required by computing operations. One common practice is to explore on-chip buffering and caching techniques to improve the on-chip data reuse. This is also often a key enabler of low-latency and high-throughput custom compute engines. Unlike general-purpose processors that have a fixed and pre-designed multi-level cache system, FPGAs provide a fully customizable on-chip memory hierarchy that can harvest the bandwidth of a massive amount of distributed registers, LUT RAMs, block RAMs (BRAMs), and ultra RAMs (URAMs). One of the most common and effective optimizations is to customize the on-chip buffers based on the application-specific memory access patterns. The FPGA programmers may use different types of reuse buffers such as shift registers, line buffers, and window buffers.

However, since software programmers are more used to implicit memory orchestration such as caches on CPUs, it is non-trivial for them to explicitly design and manage custom memory hierarchy on FPGAs. For instance, with HeteroCL, even if it provides primitives such as .reuse_at() which largely simplifies the implementation of reuse buffers, a programmer may still face the following issues. First, without experience and expertise, it is difficult for a programmer to tell how and where to apply such a primitive. Second, the specified primitives might be invalid (e.g., not functionally correct). Therefore, there is an urgent need for an analysis method that resolves the above two challenges by
Table 5.1: Existing work on automated memory customization.

<table>
<thead>
<tr>
<th></th>
<th>Application</th>
<th>Agnostic to Input Language</th>
<th>Analysis Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>SODA [29]</td>
<td>Regular Data Reuse</td>
<td>No (DSL)</td>
<td>Compile-Time (Program Analysis)</td>
</tr>
<tr>
<td>Halide-HLS [171]</td>
<td>Regular Data Reuse</td>
<td>No (DSL)</td>
<td>Compile-Time (Program Analysis)</td>
</tr>
<tr>
<td>Lattice-Based Partitioning [37]</td>
<td>Regular Memory Banking</td>
<td>Yes</td>
<td>Compile-Time (Polyhedral Analysis)</td>
</tr>
<tr>
<td>TraceBanking [221]</td>
<td>Regular &amp; Irregular Memory Banking</td>
<td>Yes</td>
<td>Run-Time (Trace Analysis)</td>
</tr>
<tr>
<td>DrTrace</td>
<td>Regular &amp; Irregular Data Reuse</td>
<td>Yes (HeteroCL)</td>
<td>Run-Time (Trace Analysis)</td>
</tr>
</tbody>
</table>

providing programmers recommendations and validations.

There already exists a line of work that automatically generates custom memory hierarchy from different aspects. Table summarizes some of the existing works. For SODA [29] and Halide-HLS [171], both of them target regular data reuse patterns and generate custom reuse buffers via compile-time analysis. Moreover, both of them require programmers to use their own DSLs, which can limit input application domains. For example, SODA does not support image processing applications with a stride greater than one. There are other works focusing on different domains, such as lattice-based memory partitioning [37] and TraceBanking [221], which solves the memory banking problem. With TraceBanking, since it uses run-time analysis, it handles both regular and irregular memory banking problems. Moreover, both works are agnostic to the input language, which allows a wider application domain.

To this end, we propose DrTrace, a run-time trace-based profiling technique that provides automated validation and recommendation for application-specific data reuse on FPGAs. With run-time trace-based analysis, we handle
both regular and irregular data reuse patterns. To realize that, we integrate Dr-Trace with HeteroCL. The reason that we build on HeteroCL is two-fold. First, with decoupled primitives, users can apply the recommended data reuse primitives without modifying the algorithm. Second, with mixed-paradigm programming, HeteroCL provides a better design coverage compared with existing tools such as SODA and Halide-HLS.

Figure 5.1 shows the overview of the proposed analysis flow. Given an input program in HeteroCL, programmers can do two things with DrTrace. First, with a given schedule, DrTrace validates the specified data reuse. If the validation fails, users can analyze the errors using the returned exception. Second, if no schedule is provided, DrTrace recommends users with a set of data reuse primitives. Moreover, all analyses are performed in an online fashion. Our main technical contributions are as follows:

- To our knowledge, this is the first work to use run-time trace-based analysis for data reuse. With run-time analysis, DrTrace supports applications with both regular and irregular access patterns.

- By integrating with HeteroCL, DrTrace is agnostic to the input language,
which opens to a wide range of applications. With mixed-paradigm program-
ing provided by HeteroCL, programmers can describe any access patterns.

- We perform the trace-based analysis online. In other words, DrTrace does
  not store the entire trace generated from the analysis, which makes us mem-
  ory efficient. In addition, by combining online analysis with exception han-
  dling, users can get the errors early without the need of running through the
  entire program.

The rest of the chapter is organized as follows, in Section 5.1, we use a moti-
vational example to show the need of a run-time analysis technique. Then, we
formally define the problem in Section 5.2. After that, in Sections 5.3 and 5.4, we
describe the profiling algorithm and the corresponding hardware architecture.
Finally, we evaluate the proposed technique in Section 5.6.

5.1 Motivational Example: Deformable Convolution

In this section, we use deformable convolution [54] as a motivating example.
Figure 5.2 shows the concept of a deformable convolution. Unlike regular con-
int input[10][10];
int output[8][8];
int weight[3][3];

Loop C:
for (int y = 0; y < 8; y++)
  for (int x = 0; x < 8; x++)
    for (int r = 0; r < 3; r++)
      for (int c = 0; c < 3; c++)
        oy = offset_y[y+r][x+c]
        ox = offset_x[y+r][x+c]
        output[y][x] += input[oy][ox] * weight[r][c];

Figure 5.3: Deformable convolution

Deformable convolution that samples the pixels from the input feature map with a fixed pattern, deformable convolution samples the input pixels with additional offsets that can be learned during training. Such a modification allows the convolution layer to capture objects with different scales and angles, which lead to better precision. Figure 5.3 shows the algorithm of deformable convolution. As can be seen, the final pixels to be convolved (L11) are determined by a set of pre-trained offsets (L9-10). This information can only be gathered at run time.

However, since there is no constraint on the offsets and the values vary pixel by pixel, it is extremely unfriendly to hardware due to the irregular memory accesses. To solve that, the authors of CoDeNet [91] propose to introduce some restrictions to the offsets by making them regular. An example is shown in Figure 5.2 right, where the pixels after applying the offsets are now on the edges of a square. This not only saves the number of parameters but more importantly, introduces data reuse opportunities. CoDeNet shows that the constrained offsets have limited effect on the accuracy. However, since whether the offsets are regular or not can only be observed at run time, traditional compilers using static analysis cannot exploit the data reuse opportunity brought by regular offsets. In other words, we need a run-time analysis tool to discover the potential data reuse.
5.2 Problem Formulation

In this section, we provide the definitions and formally define the problem of online trace-based profiling for data reuse. To make the problem and analysis simpler without loss of generality, we first preprocess the input program by linearizing the memory addresses and canonicalizing the loops. Then, we define several important concepts before formulating the problem.

**Memory Address Linearization.** Given an $N$-dimensional tensor $T$ with shape $(T_0, T_1, ..., T_{N-1})$, a memory address $\vec{x}$ can be linearized to a scalar $x$, where

$$x = x_0 + x_1 T_1 + \cdots + x_{N-1} \prod_{d=0}^{N-2} T_d$$

For instance, given a 4-dimensional tensor with shape (3, 8, 6) and a memory address (1, 3, 5), the linearized address is

$$5 + 3 \times 6 + 1 \times 8 \times 6 = 71$$

**Loop Canonicalization.** Given a loop nest $L$, where at each level, the loop variable $v$ starts from $b$, increases $s$ per iteration, and ends at $b+e$. We can canonicalize the loop by deriving a new variable $v'$, where it starts from 0, increases 1 per iteration, and ends in $\lfloor e/s \rfloor$.

**Definition 1. Access Function:** Given a tensor $T$, a loop $L$, and an iteration $\vec{i}$, we define the access function $f(T, \vec{i})$ as the set of linearized memory accesses being read from $T$ under iteration $\vec{i}$.

**Example:** To better illustrate the definitions, we use the following example across this section. The example is a deformable convolution with square off-
Figure 5.4: Example of windows and strides.

Given tensor input, loop C, and iteration \( \vec{i} = (1, 3, 2, 1) \), the only memory address is (3, 4) or tensor input, which after linearization is 34. Thus, \( f(\text{input}, \vec{i}) = \{34\} \).

**Definition 2. Partial Iteration:** Given a \( N \)-level loop nest \( L \) and an iteration \( \vec{i} = (i_0, i_1, ..., i_{N-1}) \), a partial iteration \( \vec{i}_M \) with respect to loop level \( M \) is a subset of iteration \( \vec{i} \), where \( \vec{i}_M = (i_0, i_1, ..., i_{M-1}) \). When \( M = N \), the partial iteration is the same as a regular iteration.

**Definition 3. Partial Access Function:** Given a tensor \( T \), a loop \( L \), and a partial iteration \( \vec{i}_M \), we define the partial access function \( f_p(T, \vec{i}_M) \) as the set of linearized memory accesses being read from \( T \) in iteration \( \vec{i}_M \), which can be defined recursively using

\[
f_p(T, \vec{i}_M) = \bigcup_{\vec{i}_M+1} f_p(T, \vec{i}_M+1)
\]

When \( M = N \), \( f_p(T, \vec{i}_M) = f(T, \vec{i}) \).
Example: Let $M = 2$, the partial iteration $\vec{i}_2$ becomes $(1, 3)$. Now we can derive $f_p$ recursively by

$$f_p(\text{input}, \vec{i}_2) = f_p(\text{input}, (1, 3, 0)) \cup f_p(\text{input}, (1, 3, 1)) \cup f_p(\text{input}, (1, 3, 2))$$

For each partial access function, we can also derive it recursively by

$$f_p(\text{input}, (1, 3, 0)) = f(\text{input}, (1, 3, 0, 0)) \cup f(\text{input}, (1, 3, 0, 1)) \cup f(\text{input}, (1, 3, 0, 2))$$

Note that now we can directly evaluate the access functions.

$$f_p(\text{input}, (1, 3, 0)) = \{13, 14, 15\}$$

Similarly,

$$f_p(\text{input}, \vec{i}_2) = \{13, 14, 15, 23, 24, 25, 33, 34, 35\}$$

In other words, calculating the partial access function is similar to unrolling the inner loops.

Definition 4. Reuse Distance: Given a tensor $T$, a loop $L$, and a partial iteration $\vec{i}_M$, the reuse distance is defined as

$$\max(f_p(T, \vec{i}_M)) - \min(f_p(T, \vec{i}_M))$$

Example: This one is straightforward, the reuse distance is $35 - 13 = 22$.

Definition 5. Stride: Given a tensor $T$, a loop $L$, and two consecutive partial iterations $\vec{i}_M$ and $\vec{i}_M'$, the stride is defined as

$$\min(f_p(T, \vec{i}_M')) - \min(f_p(T, \vec{i}_M))$$

Example: First, we find the next iteration, which is $(1, 4)$. Then, we derive $f_p(\text{input}, (1, 4)) = \{14, 15, 16, 24, 25, 26, 24, 35, 36\}$. Finally, we calculate the difference between the minimum value of each. In other words, stride is $14 - 13 = 1$. 
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Definition 6. **Intra-Loop Stride:** Given a tensor $T$, a loop $L$, and two consecutive partial iterations $\vec{i}_M$ and $\vec{i}'_M$, if $\forall 0 \leq k \leq M - 2$, $i_k = i'_k$, we call the stride an intra-loop stride.

Definition 7. **Inter-Loop Stride:** Given a tensor $T$, a loop $L$, and two consecutive partial iterations $\vec{i}_M$ and $\vec{i}'_M$, if $\forall K \leq k \leq M - 1$, $i'_k = 0$, we call the stride an inter-loop stride from level $K$.

Example: If $\vec{i}_2 = (1, 3)$ and $\vec{i}'_2 = (1, 4)$, the stride we derive is an intra-loop stride. However, if $\vec{i}_2 = (1, 9)$ and $\vec{i}'_2 = (2, 0)$, we are calculating the inter-loop stride. In this case, it becomes 3 instead of 1.

Definition 8. **Relative Accesses:** Given a tensor $T$, a loop $L$, and a partial iteration $\vec{i}_M$, we define the relative accesses to be a set

$$\{A - \min(f_p(T, \vec{i}_M)) | \forall A \in f_p(T, \vec{i}_M)\}$$

Example: If $\vec{i}_2 = (1, 3)$, the calculation of relative accesses is also straightforward, which is $\{0, 1, 2, 10, 11, 12, 20, 21, 22\}$.

Definition 9. **Reuse Tuple:** A reuse tuple is composed of three elements: a tensor, a loop, and the loop level. The loop level must not exceed the maximum level of the loop.

Definition 10. **Stencil Accesses:** Given a reuse tuple $(T, L, M)$, the memory access pattern with respect to this reuse tuple is called **stencil** if and only if the reuse distance stays the same and the strides are always positive for all partial iterations $\vec{i}_M$. Moreover, if all intra-loop strides, inter-loop strides from all levels, and relative accesses stay the same for all partial iterations, we call it **perfect stencil**.

Definition 11. **Memory Trace:** A memory trace records all linearized memory accesses. For each access, we also record the following information: 1) The tensor the
access comes from, which must be a read access, and 2) The loop and the iteration that invoke the access.

With the above definitions, we can now formally define the trace-based profiling problem.

**Problem:** Given a memory trace, find all (tensor, loop, loop level) tuples whose access pattern is a perfect stencil.

### 5.3 Profiling Algorithm

In this section, we describe the profiling algorithm in detail and also analyze its time and space complexity. There are two major challenges we need to solve. First, we need to co-design the hardware while analyzing the traces. In other words, in addition to verifying and finding the candidates for perfect stencils, the analysis should also collect information for generating the hardware. Second, since trace-based profiling is a run-time analysis, the analysis can only make a conclusion after processing the entire trace. If no optimization is made, the time and space complexity grows linearly to the size of the trace, which is not scalable.

To solve the first challenge, we need to store all necessary information needed for hardware generation during the analysis. For the second challenge, to reduce time complexity, we preprocess the input program via memory address linearization and loop canonicalization, while the space complexity can be reduced via online analysis. To be more specific, we analyze the trace at the same time it is produced. Figure 5.5 shows the algorithm for inferring and
Algorithm 1 InferAndCheckPerfectStencil

Input:  
- `trace` – memory trace;
- `specs` – user specified reuse tuple.

Output: `recomms` – a list of recommendations.

for `(T, L, i)` in `trace` do
    /* T: Tensor; L: N-level loop; i: Iteration */
    if `(T, L, i)` not in `recomms` and `(T, L, i)` not in `specs` then
        `recomms` ∪= `(T, L, i)`
    end
end

for `M` ← 0 to `N` do
    `accesses` ← `fP(T, iM)`
    `reuse_dist` ← max(`accesses`) − min(`accesses`)
    /* In practice, we need to calculate both intra-loop strides and inter-loop strides */
    if not first iteration then
        `stride` ← min(`accesses`) − `prev_min`
        `relative_accesses` ← `accesses` − min(`accesses`)
        if `reuse_dist` or `stride` or `relative_accesses` changed then
            if `(T, L, i)` in `specs` then
                ERROR! Specified reuse tuple is invalid!!
            else
                `recomms` ←= `(T, L, M)`
            end
        end
        `prev_min` ← min(`accesses`)
    end
end

return `recomms`

Figure 5.5: The algorithm for perfect stencil inference and validation in trace-based profiling.

checking perfect stencils. For simplicity, we do not show the analysis for different strides (i.e., intra-loop and inter-loop strides). We also do not show the extra hardware information that needs to be stored.

The algorithm takes in two inputs: the memory trace generated by the input program and a specification, which contains a list of reuse tuples specified by
users. The output is a list of recommended reuse tuples. Since the algorithm is performed online, as soon as we get a new line of trace, we perform the analysis. At first, we assume all possible reuse tuples are perfect stencils. In other words, the recommendation list contains all possible reuse tuples. Then, according to the input trace, if a tuple no longer satisfies the conditions of perfect stencil, we remove it from the recommendation list (or we return an error if the tuple is in the user specification).

For time complexity, for each line of trace, we only do a fixed amount of computation per loop level (e.g., comparison for finding the minimum access and subtraction for finding the reuse distance). Thus, the final time complexity is linear to the number of lines of trace (i.e., the total number of accesses) times the maximum possible loop level. Since the maximum loop level is usually a small integer, the time complexity is $O(N)$, where $N$ is the number of total accesses in a program. As for space complexity, we only need to store a constant number of parameters for each reuse tuple. Thus, we can describe the space complexity as $O(T \times L \times M)$, where $T$ is the number of tensors in a program, $L$ is the number of loop nests, and $M$ is the maximum loop level. In practice, each loop might only be associated with a few tensors. Thus, the space complexity can be approximated by just $O(L)$.

### 5.4 Hardware Architecture

For the hardware, we generate data flow pipelines with line buffers, which is similar to the architecture proposed by SODA [29]. An example is shown in Figure 5.6, where the generated hardware is shown on the top of the figure. The
hardware is composed of five FIFOs (two of them are implemented as BRAMs), and one PE. The arrows denote the wire connection. For each cycle, a pixel is read from the input and sent to the leftmost FIFO. Meanwhile, the old data in the FIFO is written to the connected FIFO/BRAM and is taken in by the PE at the same time. The same operation is performed by all other FIFOs/BRAMs.

The major difference is how the hardware is executed. More precisely, how each line buffer is updated. With SODA, it updates the buffers by sending one element from the input tensor per cycle. The major problem is that there might be redundant computations (e.g., at the boundary of the input tensor). To resolve that, the host needs to prune out the redundant values. However, with trace-based analysis, we update the buffers according to the inter-loop and inter-loop strides, which avoids the redundant computations.

5.5 Integration with HeteroCL

The trace-based profiling technique can be easily integrated with the existing HeteroCL programming framework. We only need to introduce a new API `profile()`, which takes in two inputs: the run-time values of inputs and the
schedule. It checks whether the given schedule is valid. Moreover, it also returns a list of recommended reuse tuples. An example is shown in Figure 5.7.

```python
import heterocl as hcl

def deform_conv(image, offset, weight):
    r = hcl.reduce_axis(0, 3)
    c = hcl.reduce_axis(0, 3)
    out = hcl.compute((8, 8), lambda y, x:
        hcl.sum(image[offset[y+x, r+c]]
            * weight[r, c], axis = [r, c]))
    return out

s = hcl.create_schedule([image, offset, weight], deform_conv)

vImg = # run-time values of image
vOff = # run-time values of offset
vWgt = # run-time values of weight
p = hcl.profile(s, [vImg, vOff, vWgt])

if p.stencils is not None:
    for stencil in p.stencil:
        s.reuse_at(stencil.tensor,
            stencil.loop,
            stencil.level,
            stencil.info)
```

Figure 5.7: Deformable convolution in HeteroCL augmented with trace-based profiling.

In this example, we first define the deformable convolution algorithm in Lines 3 to 9. After that, we create the schedule in Line 11. Although we do not introduce any user-specified data reuse, users can easily introduce them by using `s.reuse_at()`. After that, we prepare the run-time values for each input tensor in Lines 13 to 16. Then, we feed those values along with the schedule to the profiling API in Line 16. Next, we can optimize the program according to the returned recommendations. In Line 18, we first check if there is any candidate. Then, for each reuse tuple, we apply the modified `reuse_at` primitive. The first three arguments to the primitive are the same as the one introduced in Chapter 4. The only difference is the last argument, where we provide additional information for generating the hardware. After that, we can move on with the existing HeteroCL compilation flow.
Figure 5.8: Integration of DrTrace and HeteroCL.

Figure 5.8 shows an overview for the implementation details. To generate the trace, we inject new IR nodes to the IR from the original program. The traces are produced when targeting LLVM as the back end. We implement the profiling algorithm as an independent program. To perform online analysis, we create a pipe between the HeteroCL program and the analysis program. In other words, the traces are directly written to the pipe, which is read by the analysis program. Similarly, the results are also written to a separate pipe, which is read by the HeteroCL program. Finally, we reorganize the results before returning them back to the users.

5.6 Evaluation

In this section, we perform two evaluations. First, we evaluate the time complexity of the profiling algorithm. Next, we evaluate the effectiveness of data
reuse. With the deformable convolution, we show that we can indeed capture the application-specific data reuse. We also compare it with SODA [29], a state-of-the-art stencil compilation framework. We target Xilinx Alveo U280 Accelerator Card and use Xilinx Vitis 2020.2 to get post-synthesis results and synthesize the bitstream.

### 5.6.1 Scalability

To evaluate the scalability of the profiling algorithm, we measure the run time it takes to analyze the entire trace and mutate the problem size. We show the results in Table 5.2, where we select Jacobi 3D as the problem. The first column shows problem size, which is the number of accesses. We also show the increment in the parenthesis. In the second column, we show the total run time in seconds, where the increment is also shown in the parenthesis. From the table, we can observe that the run time indeed increases linearly to the problem size.

<table>
<thead>
<tr>
<th>#Accesses</th>
<th>Total Run Time (s)</th>
<th>Trace Generation</th>
<th>Trace Parsing</th>
<th>Trace Analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>$16\times16\times16\times7$ (-)</td>
<td>0.190 (-)</td>
<td>0.103 (54%)</td>
<td>0.057 (30%)</td>
<td>0.030 (16%)</td>
</tr>
<tr>
<td>$32\times32\times32\times7$ (8×)</td>
<td>1.073 (5.6×)</td>
<td>0.703 (65%)</td>
<td>0.247 (23%)</td>
<td>0.123 (12%)</td>
</tr>
<tr>
<td>$64\times64\times64\times7$ (8×)</td>
<td>8.795 (8.2×)</td>
<td>5.114 (58%)</td>
<td>2.656 (30%)</td>
<td>1.025 (12%)</td>
</tr>
<tr>
<td>$128\times128\times128\times7$ (8×)</td>
<td>71.61 (8.1×)</td>
<td>40.36 (56%)</td>
<td>24.05 (33%)</td>
<td>7.200 (11%)</td>
</tr>
</tbody>
</table>

We also break down the run time into three parts to further analyze which part is the most time consuming. From the results, we see that we spend most of the run time on producing trace and parsing the trace, which is as expected.
Table 5.3: Evaluation on deformable convolution with and without data reuse.

<table>
<thead>
<tr>
<th></th>
<th>II</th>
<th>#LUTs</th>
<th>#FFs</th>
<th>#DSPs</th>
<th>#BRAMs</th>
<th>Latency (ms)</th>
<th>Speed Up</th>
</tr>
</thead>
<tbody>
<tr>
<td>No Optimization</td>
<td>9</td>
<td>4,375</td>
<td>8,528</td>
<td>0</td>
<td>9</td>
<td>652.4</td>
<td>1.0</td>
</tr>
<tr>
<td>With Data Reuse</td>
<td>1</td>
<td>5,484</td>
<td>9,884</td>
<td>0</td>
<td>28.5</td>
<td>33.45</td>
<td>19.5</td>
</tr>
</tbody>
</table>

5.6.2 Case Study: Deformable Convolution

In this example, we demonstrate the effectiveness of data reuse by showing the speed up before and after introducing reuse buffers. We use deformable convolution with rounded offsets as a case study. As can be seen in Figure 5.7, the offset is an input to the program. In other words, static analysis cannot make any assumption on the offset, which results in hardware without any reuse buffer. We show the results in Table 5.3.

The first thing to be noticed is the change in II. Without applying data reuse, the II is much larger. After introducing data reuse with the profiling technique, we reduce the II to 1. Moreover, by introducing only slightly more resources, we can achieve a $19.5 \times$ speed up.

5.6.3 Comparison with SODA

Finally, we compare our results with SODA in Table 5.4. We select three benchmarks, which are all perfect stencils. First of all, since the SODA DSL is incapable of describing applications with a stride greater than one, it cannot handle 2D maximum pooling. For 2D convolution and 3D Jacobi, we run faster than SODA. There are two reasons. First, as mentioned in Section 5.4, SODA may introduce redundant computations at the margins of the inputs. Second, for the
Table 5.4: Performance and resource comparison with SODA [29]. Note that the resource usage shown here only includes the compute kernels.

<table>
<thead>
<tr>
<th>Design</th>
<th>#LUTs</th>
<th>#FFs</th>
<th>#DSPs</th>
<th>#BRAMs</th>
<th>#URAMs</th>
<th>Latency (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2D Convolution</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4098x4098</td>
<td>1,693</td>
<td>2,134</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>59.8</td>
</tr>
<tr>
<td>SODA</td>
<td>1,738</td>
<td>1,768</td>
<td>0</td>
<td>26</td>
<td>0</td>
<td>57.0</td>
</tr>
<tr>
<td>Ours</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3D Jacobi</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>258x258x258</td>
<td>2,452</td>
<td>3,673</td>
<td>12</td>
<td>129</td>
<td>0</td>
<td>73.6</td>
</tr>
<tr>
<td>SODA</td>
<td>1,578</td>
<td>1,354</td>
<td>0</td>
<td>193</td>
<td>0</td>
<td>57.2</td>
</tr>
<tr>
<td>Ours</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2D Max Pool</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4096x4096</td>
<td>N/A</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SODA</td>
<td>599</td>
<td>572</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>56.4</td>
</tr>
<tr>
<td>Ours</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Jacobi benchmark, some of the SODA-generated dataflow pipeline modules do not reach an II of one, which might be a bug of the SODA compiler.

As for the resource comparison, we only show the resource usage for compute kernels. The reason is that SODA implements the I/O interface between host and accelerator directly using RTL, which is more resource efficient compared with direct synthesis with HLS. As for the comparison for compute kernels, from Table 5.4, we can see that we use fewer LUTs and FFs but use more BRAMs. This may come from the implementation details of the dataflow pipelines with line buffers. With SODA, the line buffers are implemented as arrays while in this work, we implement the line buffers with `hls::stream`. 
CHAPTER 6
CONCLUSION

There is an increasing need for FPGA-based computation recently from both cloud and edge computing. However, programming FPGA remains challenging because of the low productivity when achieving high performance at the same time. The main reason is that for existing programming frameworks, the hardware customizations are closely entangled with the algorithm, which makes the programs/designs less portable and less maintainable.

To tackle the challenges, this dissertation presents two programming frameworks targeting FPGAs and decouple essential hardware customizations from the algorithm. With the presented frameworks, we show that the programs can achieve the same level of performance while improving the productivity and portability at the same time. Moreover, we introduce trace-based profiling techniques that help validate and recommend application-specific data reuse, which further improves productivity and performance.

6.1 Dissertation Summary and Contributions

In this dissertation, we first introduce the essential techniques for building a high-performance FPGA accelerator, including compute, memory, and data type customizations. We also summarize a rich spectrum of work on programming abstractions and optimizing compilers that provide different trade-offs between performance and productivity.

After that, we present SuSy, a programming model for productively building high-performance systolic arrays. With SuSy, programmers can describe
any systolic algorithm with UREs and also efficiently explore different spatial optimizations, such as space-time transformation and reuse buffer insertion. Moreover, we provide an end-to-end compilation flow targeting Intel FPGAs. Experiment results show that we can indeed achieve high performance on not only dense tensor kernels but also bioinformatics benchmarks. We believe SuSy can bridge the gap between productivity and quality of the development of systolic arrays on FPGAs. SuSy is now available on GitHub.

Next, we present HeteroCL, a multi-paradigm programming infrastructure for heterogeneous platforms integrating CPUs and FPGAs. HeteroCL not only provides a clean abstraction that decouples the algorithm from compute/data customization, but it also captures the interdependence among them. Moreover, HeteroCL incorporates spatial architecture templates including systolic arrays and stencil with dataflow architectures. We believe HeteroCL can help developers to focus more on designing efficient algorithms rather than being distracted by low-level implementation details. HeteroCL is now publicly available on GitHub. Moreover, industry companies such as Intel have started to develop their tools using HeteroCL.

Finally, we introduce DrTrace, a trace-based profiling technique for application-specific data-dependent data reuse. By combining with HeteroCL using a new API `profile()`, the profiling technique helps users validate specified data reuse schemes and recommend potential data reuse if not specified.
6.2 Future Directions

Automation to Generate Customization Primitives. So far both HeteroCL and SuSy rely on user’s inputs for specifying the customization primitives. However, as we have seen in Chapter 5, user-specified primitives may not always be valid or may have better usage. Thus, it is vital to have a way to automatically generate customization primitives which are not only valid but also help improve the performance. By automatically generating the primitives, programmers can further focus on the design of the algorithm itself, which also improves productivity.

There are several promising approaches. We have already seen one example in Chapter 5, where we profile the input program and exploit the possible optimization opportunities either with run-time or compile-time analysis. However, sometimes the solution space for all possible primitives is too large. In this case, we can introduce other techniques such as autotuning to help prune out less effective solutions.

As for the applications, in addition to regular stencils as we have shown in Chapter 5, there still exist cases that are not strictly stencils. In these cases, we need to generate more flexible hardware architectures such as caches. One example is the histogram, which we show the code in Figure 6.1. To show the effectiveness of a custom cache, we compare the resource usage and performance with and without cache in Tables 6.1 and 6.2. To conduct this simple experiment, we set the size of input data to be $2^{20}$, with a direct-mapped cache having 32 lines, where each line can store four 32-bit numbers.

From the table, we can see that by using slightly more resources, we can
```c
void top(int* feature, int* histogram) {
  for (int i = 0; i < N; i++) {
    //pragma HLS pipeline
    m = feature[i];
    histogram[m] = histogram[m] + 1;
  }
}
```

Figure 6.1: Histogram

Table 6.1: Resource comparison for histogram.

<table>
<thead>
<tr>
<th></th>
<th>II</th>
<th>#LUTs</th>
<th>#FFs</th>
<th>#BRAMs</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Without Cache</td>
<td>141</td>
<td>4,603</td>
<td>8,711</td>
<td>9</td>
<td>300</td>
</tr>
<tr>
<td>With Cache</td>
<td>2</td>
<td>5,304</td>
<td>10,558</td>
<td>12</td>
<td>300</td>
</tr>
</tbody>
</table>

largely reduce the II from 141 to 2. Depending on the access patterns (e.g., the number of unique elements from the input data set), we can achieve as high as 58x speedup. The access patterns can be easily analyzed by our online trace-based analysis. The major issue here is the larger design space, where we have many choices on what types of caches to generate (e.g., set-associative or direct-mapped, least frequently used or least recently used).

In addition to generating caches, trace-based analysis is capable of performing more analysis. Following we list some examples. First, we can analyze the access pattern and generate multi-buffers such as a double buffer, which is useful for automatically generating the I/O modules for SuSy. Second, we can analyze whether the consecutive compute kernels can be connected with FIFOs or not by checking the access order. Similar to what DrTrace can do now, in addition to validation, we can also provide recommendations for potential FIFO connections. Finally, we can use the FIFO information to estimate the latency and throughput of a design, which can be useful to auto-tuning and auto-scheduling tools.
Table 6.2: Run time comparison for histogram.

<table>
<thead>
<tr>
<th>#Unique Elements</th>
<th>#Misses</th>
<th>Run Time (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Without Cache</td>
<td>513</td>
<td></td>
</tr>
<tr>
<td>32</td>
<td>8</td>
<td>8.9</td>
</tr>
<tr>
<td>128</td>
<td>32</td>
<td>9.2</td>
</tr>
<tr>
<td>256</td>
<td>12,944</td>
<td>9.3</td>
</tr>
<tr>
<td>4096</td>
<td>1,040,483</td>
<td>14.2</td>
</tr>
</tbody>
</table>

**Verification and Debugging.** Once we generate the customization primitives automatically from profiling and autotuning, it is important to validate the generated primitives. It would be even better if we can pinpoint the incorrect primitives. In other words, we need a verification and debugging flow, which can benefit both HeteroCL and SuSy.

For verification, we have already seen how DrTrace uses run-time profiling analysis to validate custom data reuse. There are more ways we can perform the verification and debugging. One naive way of performing verification is via software simulation. In other words, given a set of test inputs, we compare the results of an input program before and after applying the primitives. With this method, we need to carefully design the test inputs to guarantee high coverage. One major issue with simulation is that usually it is not scalable. In this case, for some primitives such as loop transformations, we can rely on static analysis such as polyhedral analysis.

For debugging, it is important to provide programmers a better debugging interface, where they can insert probes to observe any part of a program or even insert breakpoints and step through the code. With the latest HeteroCL, we have already enabled simple debugging features such as printing intermediate
values and asserting the values. These values can also be useful for the trace-based analysis, which provides feedback for automatic generation of primitives.

Integration and Interoperability of Accelerator Programming Models.

HeteroCL, SuSy, and DrTrace are not standalone tools. There are already projects built on HeteroCL such as HeteroHalide [135] and HeteroFlow [205]. Another obvious integration is between HeteroCL and SuSy. To be more specific, the HeteroCL compiler first identifies sub-programs that are systolic algorithms. Then, we rely on SuSy to generate high-performance systolic architectures. Both the identification of sub-programs and the suggestion of primitives can be achieved by DrTrace.

To further improve the interoperability, one direction is to integrate with other open-source frameworks. One example is MLIR [130], which is an intermediate representation for building reusable and extensible compiler infrastructure. MLIR enables a multi-level compilation stack with the concept of dialects, where each dialect may target for a particular application domain or specialize in a set of compilation tasks. To integrate HeteroCL with MLIR, we can implement our own HeteroCL dialect, where we keep all HeteroCL features such as decoupled customization, custom data types, and mixed-paradigm programming. Similarly, we can create a dialect for SuSy and we can partially lower a program in HeteroCL dialect to SuSy dialect. This is also where we can make use of existing dialects such as LinAlg for linear algebra optimizations, Affine for polyhedral optimizations, and Loop for loop optimizations. There are also some existing efforts on extending HLS with MLIR such as ScaleHLS [213]. By lowering to their dialects, we do not need to develop our own HLS back ends (or just implement some simple extensions).
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