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Distributed multiparty protocols such as multicast, atomic commit, or gossip are currently underutilized, but we envision that they could be used pervasively, and that developers could work with such protocols similarly to how they work with CORBA/COM/.NET/Java objects. We have created a new programming model and a platform in which protocol instances are represented as objects of a new type called live distributed objects: strongly-typed building blocks that can be composed in a type-safe manner through a drag and drop interface. Unlike most prior object-oriented distributed protocol embeddings, our model appears to be flexible enough to accommodate most popular protocols, and to be applied uniformly to any part of a distributed system, to build not only front-end, but also back-end components, such as multicast channels, naming, or membership services.

While the platform is not limited to applications based on multicast, it is replication-centric, and reliable multicast protocols are important building blocks that can be used to create a variety of scalable components, from shared documents to fault-tolerant storage or scalable role delegation. We propose a new multicast architecture compatible with the model and designed in accordance with object-oriented principles such as modularity and encapsulation. The architecture represents multicast objects as compositions of smaller objects, glued using a decentralized membership mechanism. The benefits include support for heterogeneous networks by allowing a single multicast protocol instance to simultaneously leverage different mechanisms in different parts of the Internet.

Finally, we describe and evaluate a scalable reliable multicast prototype that incor-
porates a novel approach to scaling with the number of protocol instances by leveraging regular patterns of overlap. The system achieves exceptional performance, scalability, and stability in the presence of perturbations, in part thanks to a novel application of techniques such as priority scheduling or pull-based processing. We describe a previously unnoticed relationship between memory overheads and scheduling and the performance and scalability of a reliable multicast protocol. Our results demonstrate that to build a new global Web operating system that the live objects vision leads to, the distributed protocol and the local system architecture cannot be treated in isolation.
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Chapter 1
Introduction

The work reported in this dissertation, and the long-term research agenda of the author, are motivated by the desire to make distributed computing accessible to the end user, and in particular by the vision of a world, in which distributed multiparty protocols, such as leader election, reliable multicast, atomic transactions, gossip, and consensus, are used pervasively. We envision that creating new instances of such protocols would be as easy and natural as defining new variables, and that developers could treat distributed protocols simply as reusable building blocks that can be added to their applications as needed, anywhere they seem to naturally fit as a functional part of a larger system, much in the same way one uses queues, lists, dictionaries, files, or sockets whenever necessary.

We’d like to enable developers to work with distributed multiparty protocols as one of the common programming abstractions, cleanly embedded into their development environment, and supported by the operating system, language, and programming tools. In particular, we’d like to enable building applications that use distributed protocols by leveraging the same kinds of visual rapid application development (RAD) tools based on drag and drop technology as those used today for desktop and client-server applications. We envision that instances of distributed multiparty protocols would be represented as components that can be dragged and dropped from toolboxes and easily connected to one another, and that even users with little programming experience could compose complex distributed systems with ease simply by “mashing up” various building blocks.

For example, we’d like the user to be able to build a shared document by dragging a replicated data structure template from a toolbox onto a design sheet and connecting it to a graphical user interface (GUI) on one end, and a reliable multicast protocol component on the other. The reliable multicast protocol, which would also be dragged from a toolbox, might then need to be connected to an unreliable multicast component and
a membership component, again both dragged from a toolbox or a shared folder with components created by other users, and so on. When an application composed this way is instantiated on multiple machines, a complex distributed system would arise that involves instances of reliable and unreliable multicast, membership, and data structure replication protocols running behind the GUI. Because the distributed protocols used to implement such application would be represented as reusable building blocks, users could build such systems without having to understand the intricacies of these protocols, much in the same way one can currently use sorting functions or priority queues from a standard template library without having to understanding the sorting algorithms or balanced tree data structures used to implement them.

In this dissertation, we describe a programming model and the platform designed to support this vision. The approach is based on the idea of treating instances of distributed protocols much in the same way we treat “objects” in an object-oriented programming language, or components in CORBA [198, 144, 234], .NET [98] or COM [53]. Thus, for example, we would like to be able to talk about “distributed types” of protocols, and consider a distributed transaction and leader election as protocols of a different distributed type. We would like to be able to compose distributed protocols into more complex distributed entities, and do so in a type-safe manner, with type-checking support from the platform. These distributed entities would also have distributed types, and could be recursively composed to form complex strongly-typed distributed applications. We envision that the abstraction could be used pervasively, and that the entire future Web could be built from strongly-typed distributed entities, down to the hardware level.

We do believe this is possible, and, in fact, inevitable, because it reflects the way modern software is built today, and the way developers like to think about their systems. Developers have gotten used to building systems from reusable building blocks that may be developed independently, but can be composed in a type-safe manner thanks to their
strongly-typed interfaces and the underlying “managed” runtime environment, such as Java/J2EE or .NET. Complex functionality can be designed visually, often without writing any code. The paradigm has many benefits: modularity, extensibility, collaborative development, code reuse. Making contracts between components explicit and their code more isolated reduces the risk of bugs resulting from undocumented or implicit assumptions, cross-component behaviors and side effects. So far, distributed systems developers have been denied many of these benefits.

To emphasize this object-oriented perspective on distributed protocols, we’ll refer to an instance of any distributed multiparty protocol as a live distributed object, or simply a live object. The term live object thus represents a certain distributed activity: a programming logic executed by a set of software components that might reside on different machines and communicate by sending messages over the network. The term live object will refer to all aspects of implementation and execution of a protocol instance, including the data maintained locally on each node by the software components involved in running the protocol instance, as well as any processing performed internally by those components and any messages they might exchange with one another over the network.

At first, the notion of an instance of a distributed protocol and that of an object might seem fundamentally incompatible. One might want to say that protocol instance implements an object, or that it provides access to an object, but not that a protocol instance is an object, the reason being that we typically think of “objects” as encapsulating data, or providing a service, and of protocols as means of accessing a service. However, if we look closely, the differences turn out to be insignificant. A protocol instance, much like an ordinary object, can also encapsulate data: the state maintained by the software components running it. In certain protocols, such as replicated state machines, there is really a single logical unit of data replicated across all nodes and consistently updated, whereas in some others, components running the protocol on different nodes might be in different
states, and consistency might be weaker. At the same time, an ordinary object, like many protocols, might not store any data at all: the object might be a stateless service that performs computation on demand or orchestrates the execution of other services. Similarly, both objects and protocol instances may be either entirely passive, and only respond to external events, or active, and encapsulate an internal thread of execution. If we abandon the data-centric perspective and think of “objects” in an object-oriented language simply as black boxes that might encapsulate certain state and programming logic, and that communicate with their environment by messages, the abstraction matches our live object definition naturally: a live object (a running protocol instance) also encapsulates certain state and logic, and it communicates with its environment via events: those are the events exchanged by the software components running the live object (the protocol instance) with the operating system and application components they are connected to.

The main difference between what we shall call regular objects (objects in the same sense as in CORBA, .NET or COM) and our live objects stems from the fact that while a regular object normally exists in a single location, a live object exists in multiple locations at once: at any given time, a live object (a protocol instance) in some sense exists simultaneously on each of the nodes running it. As a result of this distributed existence, the state of a live object is also distributed (parts, replicas, or versions of this state are stored simultaneously in multiple locations), and so are its interactions with the environment. One might exchange messages with a live object by interacting with any of the software components running it, on multiple nodes simultaneously.

Because of this difference, it is more difficult to classify a live object’s behavior and assign it a type. While for regular objects, one can reasonably well define their semantics in terms of request-response patterns, in a live object the patterns of interaction might be more complex because they involve exchanges of events at different locations (nodes running the protocol instance), and the set of such locations might vary (nodes might
join and leave the protocol instance). For example, an event sent to a live object on a single node might result in events delivered by the live object to the application on multiple other nodes. Live objects thus do differ from regular objects, and as we’ll argue later, trying to completely mask these differences and hide the distributed nature of protocols may have been one of the main reasons for the limited adoption of the past approaches to embedding distributed computing within object-oriented programming.

Despite these differences, one can embed distributed multiparty protocols into the object-oriented programming paradigm in a way that retains what we believe are the key benefits of object-orientation – encapsulation and support for type-safe composition – while respecting the distributed nature of protocols. In this dissertation, we propose a new object-oriented programming model for distributed protocols designed to address this limitation and a prototype development platform supporting it. In contrast to most of the prior approaches to embedding distributed protocols within an object-oriented environment, the model we propose can be applied uniformly from the front-end down to the hardware level, and it is flexible enough to accommodate a wide range of modern protocols, and yet it is easy to use.

In the remainder of this chapter, we discuss step by step the motivation, approach, prior work, and the specific contributions of this dissertation. We begin by arguing that distributed protocols are currently underutilized, and that an emerging class of interactive decentralized applications carries the potential of a pervasive use of this paradigm. In the following chapters, we focus on what we believe are key problem areas that need to be addressed for the paradigm to be adopted on a large scale.

The first of these has just been introduced: prior distributed programming platforms did not treat protocols as components in the same way as components in CORBA, .NET or COM. Our new distributed component integration model and platform designed to enable this are discussed in Chapter 2.
The remaining problem areas are focused on just one type of live objects: reliable multicast channels. As explained later in this chapter, reliable multicast protocols play a special role in our vision, in that they are extremely versatile as building blocks that can underlay implementations of many kinds of higher-level distributed components. Thus, while the overall vision is not limited to reliable multicast or to applications using it, a discussion of reliable multicast objects is highly relevant.

Prior multicast systems typically focused on a single specific protocol instance at a time. One consequence was to impose a single mechanism across the Internet, thereby ignoring necessary forms of heterogeneity. In practice, most systems are comprised of many independent, and often very differently configured, administrative domains. In Chapter 3, we propose a new architecture for building large-scale reliable systems that addresses these limitations. The architecture is inspired by object-oriented design principles, especially encapsulation, isolation, and separation of concerns, and it is compatible with the model discussed in Chapter 2. Another consequence of the single-protocol focus was to largely ignore a crucial performance metric: scalability with the number of protocols running simultaneously. In Chapter 4, we outline a new approach to achieving scalability in this dimension, by leveraging regular patterns of overlap between sets of nodes running the different protocol instances.

Also, prior work on multicast protocols has focused too much on the network. Most designs are evaluated in emulators such as NS [143], via simulations, or on systems like Emulab [309] that emphasize network loss and latency. In Chapter 4, we demonstrate that effects such as memory overheads or scheduling and the interplay between these and the distributed protocol can have serious performance implications. Our results show that in order to build a new global Web operating system that may stand as a logical outcome of pursuing our vision, distributed protocols and local system architecture cannot be treated in isolation.
We believe that the techniques discussed in this dissertation in the context of reliable multicast objects are useful for implementing other types of live objects. Our vision for achieving this is outlined in Chapter 5 and Chapter 6.

1.1 The Limited Adoption of Distributed Computing

At a first glance, the claim that distributed protocols are underutilized may seem preposterous. Many distributed protocols have already been adopted on a massive scale. In particular, technologies such as web services, service-oriented architecture (SOA) [158], or RSS [33] are commonplace, and have been cleanly integrated into programming languages and operating systems. Peer-to-peer applications are also increasingly popular, and protocols such as BitTorrent [84] and other forms of file sharing have grown to become a major source of traffic on the Internet, with the estimates ranging from 35\% and 90\% [247, 100] of overall bandwidth, to the point that they spurred a heated debate over network neutrality [316].

However, few protocols have been this successful. The web community has so far strictly adhered to the client-server paradigm, and even in the most recently proposed standards, such as BPEL [161] or SSDL [245], the notion of a multiparty computation is limited to a rather shallow concept of a business process among a fixed set of named participants. Higher-level constructs such as groups and subtle synchronization options related to rigorous notions of reliability are absent. The use of distributed protocols by this community is mostly limited to unreliable content dissemination or atomic transactions through a version of the two-phase commit protocol [270]. Essentially the same is true of the grid computing community and standards such as Jini [303], and even of the most recent initiatives, such as Croquet [272, 85], which introduce the concept of a replicated object and share some of the goals and techniques with the work reported here. Likewise, although the dynamically evolving field of peer-to-peer computing has
produced many sophisticated protocols, the most widely used of these systems are limited to a rather narrow category of tasks, such as file sharing or content distribution.

Meanwhile, the research community developed a tremendous variety of protocols. There has been a long line of work on replication [124, 123, 35, 44, 1, 267, 136], and many group communication toolkits [125, 42, 222, 95, 295, 145, 20, 13] were designed over the years to support building fault-tolerant systems. The distributed consensus [183] problem never ceased to be popular: new protocols are invented even today [178].

Although these kinds of academically interesting protocols may offer provable benefits relative to alternatives, it is rare to see even best of breed solutions in use, to say nothing of widespread use. Instead, sophisticated protocols are used almost exclusively in clusters within large data centers, or to implement transactions in financial institutions. They are buried in layers of heavyweight, proprietary middleware. Systems that use these protocols are typically designed from scratch by small groups of engineers, and reuse is uncommon. Moreover, since their creation involves a degree of “black wizardry”, they are expensive to maintain or adapt as a system evolves. When occasionally made available to developers as general-purpose components, they tend to be employed for a great variety of different tasks, often including improper uses for which they were not designed for, so that access to these tools eventually has to be limited [58].

One might argue that the reason why replication, group communication, and other types of complex multiparty distributed protocols with strong semantics have not made their way into the mainstream use is because their sophisticated properties are just not a good match for the Web. This may have been true in the past, but the Web has evolved, and as we shall argue in the following section, the next generation of Internet browsers and operating systems will likely need to use distributed protocols rather heavily to keep up with the demand for interactive “live” experience across large numbers of users.
1.2 The Active Web

A brief look at the evolution of the Web helps us identify a number of apparent trends. A premise of the work reported here is that the demand for shared, interactive, real-time experience across large groups of users is pushing data and computation away from the costly servers in data centers, and towards clients, to eliminate the central point of bottleneck, and to reduce the perceived lag. Extrapolating this trend points to an emerging category of applications that would shift data and computation directly onto the clients, and thus require distributed protocols such as replication in order to be implemented efficiently. This perspective flies in the face of contemporary industry mantras such as Google’s much-touted “cloud computing” [201], but we believe it is better supported by the facts than other visions for the future.

First, web content is increasingly dynamic, and bundled with executable code. In some sense, this has been true since the invention of the Web, since unlike the pre-assembled FTP [252] content, HTML [34] web page content was assembled on the user’s machine from parts that could reside in different locations. At the time when the initial drafts of the HTTP [110] protocol started circulating in 1995, the Netscape browser already supported JavaScript [112], an interpreted language based on Java [133], which was essentially invented for the Web. A year later, JavaScript morphed into ECMAScript [97] and became a Web standard, and a few years later gave rise to ActionScript [88], a technology used extensively in Flash [314] animations that are present on nearly every web page today. Flash itself was invented back in 1996, simultaneously with the ActiveX [101] standard for embedding executable objects, and it is still widely used for video playback in sites such as YouTube [322], for interactive games and animated commercials. Executable code became so pervasive that ActiveX and other forms scripting have become one of the main security threats (most recently, Google’s “caja” [130] attempts to address some of such concerns), and Flash advertisements on some of
the popular websites consume enough CPU cycles to seriously slow down even modern PCs. By now, the tendency to bundle content with executable code has crossed even to what traditionally has been the domain of passive and pre-assembled content: selling copies of movies, recorded on media such as optical discs and magnetic tapes, by recording companies such as Sony or Universal and their distributors, to home users. In the past, such content used to be non-interactive; once mastered and replicated in millions of copies, it only allowed passive playback of the pre-recorded content. The Blue-Ray [325] specifications completed in 2004, however, now include a language BD-J based on JavaScript, and since 2007 all new Blue-Ray players must be able to run it.

Second, web content is increasingly personalized, interactive, and involves frequent communication between the client and the server at which the content originated. The origins of such interactions, frequently referred to as remote scripting [17], date back to the introduction of the IFRAME [86] element in 1996. In the following years, Microsoft and Sun introduced Microsoft’s Remote Scripting (MSRS) [83] and JavaScript Remote Scripting (JSRS) [16]. In 2002, the term rich Internet applications [8, 195] was coined to refer to web sites that mimic the features and functionality of traditional desktop applications. Since then, several technologies such as Adobe Flex [6], Adobe AIR [5], Ajax [17], Google Web Toolkit [131], Microsoft Silverlight [209], and Java FX [211] were created, specifically to enable this sort of functionality. In these, the traditional request-response pattern of communication is replaced by series of asynchronous up-calls and downcalls between the client and the server, and the interactions have become more fine-grained and limited to a small portion of the content displayed by the client.

Third, web content is becoming short-lived, in large part because from the point of view of a typical user, the Internet is becoming less of an information archive, and more of a platform for social interactions and a meeting space for groups of users. This is visible in the growing popularity of portals such as MySpace [239], the purpose of
which appears to be not as much about documenting one’s life for archival purposes and broadcasting one’s personal information, as it is about meeting others and interacting with them in real time. Indeed, users have repeatedly expressed concern about the prospect of mining their personal records [173]. This trend towards dynamic interaction is even more visible in massively multiplayer online role-playing games (MMORPG), such as World of Warcraft (WoW) [49], and the closely-related concept of virtual realities, such as Second Life [189].

At this point, we should note that technically speaking, MMORPGs and virtual worlds are not Web applications in the strict sense. However, they do attract millions of active players, and an even larger number of casual ones, and in principle, the general model for interacting with the users is similar as in the case of a regular browser: the user navigates around a large virtual space composed of a vast web of interconnected locations (rooms, islands), watches content stored in those locations (other users, virtual objects, billboards, or screens), and sometimes can also change the world by posting new content (leaving objects behind). We believe that even though currently, one cannot navigate into MMORPGs and virtual realities using a regular web browser, this is bound to change. Users have traditionally liked “media center” applications and all-in-one devices that allow them to access different types of content through a single interface, and there have been many examples of technology convergence in the past; one recent example is video streaming, which is now embedded directly into web sites and does not require the use of an external player any more. Likewise, we expect that MMORPGs, social networks, and the Web will eventually converge into a single virtual space of dynamic, interactive content, and Web browsers of the future will serve as portals into this space (indeed, experiments with this idea have already begun [85]). We expect that the distinction between today’s Web browsers and game clients will vanish; the future Web browsers will simultaneously play both roles, serve both types of content combined
into mashups, and allow the user to navigate between different types of content seamlessly, without the need to explicitly switch between a browser, a MMORPG client, and a virtual world client. For the reasons just articulated, in the remainder of this section we’ll build our argument based on the assumption that MMORPGs are going to shape the future of the Web, and we’ll use the term “browser” in the more general sense of an application that displays the content of the future Web to the user, in a traditional 2-dimensional or 3-dimensional form, and allows the user to navigate around it.

Early systems were crude because of limited technology, but the idea goes back to the multi-user dungeons (MUD) in late 1970s, which are essentially text-based precursors of MMORPGs. The first MMORPGs, with a crude graphical interface, started to appear as early as 1991, roughly contemporaneously with the first Internet browsers. Commercial MMORPG platforms, such as Active Worlds [3], introduced the concept of a 3D web page as early as in 1995, soon to be followed by open source initiatives such as WorldForge [315] in 1998, and eventually Blizzard’s World of Warcraft in 2001. By the time of writing this thesis, the number of actively playing WoW users has grown to over 7 million. This is about as many as the number of customers of NetFlix [227], the today’s largest movie-rental company, and over twice as many as there are user channels on YouTube [322], the most popular video-publishing web site.

Some of the MUDs and MMORPGs allowed users to modify the virtual world they are in. Most recently, SecondLife implemented this capability in a particularly attractive way, and since its creation, it has gained much publicity in the media.

We believe that MMORPGs will continue to gain popularity, and that within a few years, virtual realities and other variants of MMORPG-style entertainment will become a dominant form of web content. This trend has profound implications. Note that unlike a typical, archival content, created offline, published to persist and to be indexed, a virtual reality is dynamic, and most of the traffic does not need to be indexed or archived.
Thus, for example, words spoken by a user in virtual reality, actions the user has taken, music or videos the user is currently streaming to other users, need to be efficiently distributed, but not necessarily stored, and as the user engages in new activities, the history of the user’s interactions ceases to be important. While for some users, the concept of recording their interactive experience might be attractive, doing so for all users would represent unnecessary overhead, and would require tremendous resources.

From this perspective, considering that certain types of data do not need to be stored centrally for archival purposes, one might question the need for relaying all data through the server. Indeed, in terms of content dissemination, one might compare the central server in a data center to a proxy that relays traffic, and represents a bottleneck. For the type of dynamic content that requires fine-grained, two-way asynchronous interactions with the place where it is stored, and often does not require indexing or archiving, one should consider at least partially delegating responsibility for certain tasks, in particular maintaining state and relaying updates, to the clients. This is not to say that servers should be eliminated: they play several other important roles besides just relaying updates and storing state, e.g., they provide security, and serve a number of other administrative tasks, such as organizing clients into groups, etc. Also, for certain types of content, such as the contents of a virtual room, one would need a level of persistence that may be hard to implement in a purely peer to peer fashion. Despite this, there is a merit in getting clients involved; the potential payoff is a greatly improved scalability, achieved by means of harnessing the computation power of the users’ machines.

Traditional push-based approaches to scalability such as web caching [126] are not of much help in the scenarios we outlined because the content is so dynamic. In effect, the load on the servers rises in proportion to the number of clients. To deal with this load, most MMORPGs partition the world across servers, and limit the number of users that can access a particular world to a few thousand. SecondLife takes a different approach,
and divides the virtual land into 256m x 256m square pieces, each of which is controlled by a separate server. Maintaining such infrastructure requires substantial resources: in 2006, SecondLife was reportedly [289] using over 2579 dual-core Opteron servers, and at peak usage each server was handling 3 users at a time, out of a population of about 230,000 active players. Although according to the same report, other virtual world implementations hosted up to 100 users per server, the numbers cited are still orders of magnitude below what one would need if this style of interaction were to become as massively popular as more “traditional” content providers, such as MySpace with its 110 million active users, and images and posts counted in billions [239]. Moreover, Second Life currently still offers a rather primitive experience.

From the point of view of the end user, maintaining this expensive pool of servers represents inefficiency. This inefficiency is expensive: most MMORPGs, such as WoW, require monthly subscriptions at a price comparable to the cost of high-bandwidth Internet connection. SecondLife is reportedly selling virtual land, and thus essentially renting server space, for prices comparable to top-end web hosting offerings. Google is believed to have acquired YouTube with the intention to extend its advertising to commercials in video clips, and has recently submitted a patent for this purpose [221]. Yet it is not at all clear that users will tolerate pervasive advertising in contexts such as games, social networks and private experiences. One may question both the scalability and the economic rationale behind the use of cloud computing as the model for the future Web.

We believe that in the longer term, decentralization of virtual worlds is inevitable because most content will never be sufficiently popular to justify maintaining dedicated infrastructure, and could be handled in a peer-to-peer fashion between smaller groups of users. Most studies on web traffic point to a heavy-tailed Zipf-like distribution [54, 120, 241], and studies of peer-to-peer sharing applications such as Kazaa [265] suggest that in case of the file sharing content, the distribution is even more flat and heavy-tailed. This
is consistent with the fact that the Web is becoming, in some sense, more “democratic”, and content created by users dominates. At the time of writing, the number of home-brew video clips on YouTube has grown to nearly 80 million videos, about 1000 times more than the total number of movies available at NetFlix, of which only about 5% are available for viewing online. We believe that when future virtual realities take off on a massive scale, the heavy-tailed trend will continue, and any given piece of virtual content would be accessed by perhaps 10–100 users at a time, on average, and at a rate that would make it relatively easy to support it using a peer to peer approach outlined in the following section, but that multiplied across millions of objects and users, the aggregate load would be impossible to host in a centralized fashion in a data center.

The above analysis suggests that the Internet browsers of the future will render content that is hosted in a distributed fashion, and since as we have observed, today’s content is bundled with code, creating such content will involve creating instances of distributed protocols. Our ultimate goal is to make this as painless as designing today’s web pages. Moreover, as we will see, this step creates new opportunities to automate the introduction of reliability, security, and privacy-preserving technologies.

1.3 The Emerging Paradigm

Our vision of the future Web suggests that today’s server-based web content will be replaced by content that resides on client machines, and that is maintained by the group of its clients in a collaborative, peer-to-peer fashion (Figure 1.1). We will henceforth refer to such content as a live distributed object, or simply a live object. Here, live reflects the fact that each user owns a dynamic “view” of the object that may be synchronized in real time with the view presented to other users, and may be interactive, permitting any user to modify it, whereas distributed reflects the fact that this is achieved in a decentralized manner, by running a distributed multiparty protocol. Note how this naming convention
Figure 1.1: A live distributed object accessed by multiple users. The state of the object, if any, is replicated among the users accessing the object, and is updated in a peer-to-peer fashion through a distributed multiparty protocol, by sending updates and control messages directly between clients, without a central authority acting as an intermediary.

conforms with the earlier definition of a live object as an instance of a distributed protocol. A replicated data structure maintained in a collaborative fashion by the group of its clients is certainly an example of a live object in the sense defined earlier: it exists on multiple nodes, it may have distributed (replicated) state, and the software components implementing it communicate with each other by passing messages over the network.

The reader may have noticed that while the focus of the dissertation is a general programming environment for live objects defined as instances of any type of distributed multiparty protocols, our vision of the future Web at a glance may seem to only motivate one particular type of live objects that have replicated state and graphical interface. It is not immediately clear why one would need support for features such as type-safe composition. In the remainder of this section, we explain the rationale for the more general problem statement and argue that approaches focused exclusively on the presentation aspects of the development, or that force programmers to work within a narrow model and a single class of protocols, can facilitate only a small part of the overall programming effort involved in building the future Web, and thus in order to make a difference,
we need an object-oriented programming environment that facilitates building any type of distributed components, not only the front-end, and that has the ability to leverage any type of distributed protocols as reusable building blocks. This motivates the earlier broader definition of a live object as an instance of any distributed protocol, and the need for a general-purpose development platform that can support this new class of objects.

Indeed, at the first glance, live objects of the sort just described could be realized simply as state machine replication protocols that internally leverage some form of reliable multicast. For example, if an object represents a document, opening it may correspond to joining the underlying multicast protocol and receiving a copy of the replicated state from another user. This state may include the document body, metadata, or locks on sections of it acquired by other users. Individual edits may be announced by reliable multicast to all clients using the document. Similarly, if the object represents a room in a virtual world, walking into or out of the room may correspond to joining or leaving the protocol. The replicated state may include the interior design, a list of users or objects, their positions, etc. Users may announce their actions via multicast when they speak, walk, pick up or drop objects, etc.

Given this, one might optimistically assume that to enable the future Web, it is sufficient to deploy an Internet-wide reliable multicast substrate using some scalable, high-performance protocol, wrap the protocol into some easy to understand language construct, such as a shared variable, that abstracts all of its intricacies away and hides them from the developer, and let the developers use this mechanism pervasively, on a massive scale, simply by adding application-level logic that handles user interface events, etc. Indeed, this is exactly the approach of the Croquet [272, 273] project, which paints a similar vision of the Web composed of objects driven by replication protocols, and even has a metaverse browser Cobalt [85], which looks similar to the prototype of our platform. Croquet uses a fixed communication model, based on the two-phase commit
protocol, and with peculiar real-time synchronization properties. All objects in Croquet are derived from the base class TObject and inherit its default replication behavior, augmenting it with application logic. The system is implemented in Smalltalk [127].

One one hand, the work done by the Croquet team is impressive. It offers an intuitive interface, and extremely useful capabilities such as debugging the system from within itself (a mechanism that was first explored in an earlier work on Kansas [275], a runtime environment for the programming language Self [293, 274], also inspired by Smalltalk).

On the other hand, the platform is limited to a set of built-in communication and replication mechanisms, and provides little flexibility in tweaking the underlying infrastructure. Thus, for example, it would be hard to change consistency model of a critical object to Byzantine state machine replication, protect it using a secure key management protocol, or leverage a time-critical multicast protocol for objects that might be a part of a battlefield visualization. Thus, while the environment might be well suited for one class of applications that resembles a simplistic version of Second Life, its mechanisms might be completely inadequate for uses in real systems, where the performance, reliability, security, or fault-tolerance demands might vary, and where an entirely different replication scheme and communication substrate should be used to meet these demands.

The same problem is visible in the closely related work on real-time collaborative editing. Systems of this sort started appearing as early as in 1986. Examples include CES [137], DistEdit [175], MULE [249], GROVE [99], IRIS [50], Duplex [240], Jupiter [228], adOPTed [257], REDUCE [282], and more recently, Microsoft’s Groove 2007 collaboration suite [208]. Several approaches to preserving consistency among replicas were surveyed in [281, 280], and [75]. What is most striking after reviewing this work is the diversity of approaches applied to this seemingly trivial task. Some of these approaches use voting, some use transactions or group communication, many restrict synchronization to a small part of the state, use various forms of locking, and tolerate
inconsistent ordering of updates using various application-level techniques. Clearly, no single “one size fits all” solution has a chance of massive, Internet-scale adoption: different users and applications have different needs, and protocols that cater to those needs will contain complex application-specific logic, and application-specific optimizations.

Even though most live objects could be implemented using protocols such as state machine replication [267], consensus [183], virtual synchrony [44], or other techniques based on totally ordered reliable multicast [312], users are unlikely to accept the uniformly high cost imposed by these solutions. While using these techniques would be adequate for objects that are part of a trading system or a banking application, they would be a bad choice of a transport for applications such as a distributed version of WoW or SecondLife. There, simple and efficient FIFO ordering would usually suffice or could be augmented with a simple locking scheme. Many types of updates are idempotent or made obsolete by subsequent ones. The state of the replica owned by a user who crashed or otherwise ceased to use the object is irrelevant and can be ignored, etc.

A single graphical live object could also internally rely on a variety of other protocols (Figure 1.2). For example, replication involves reliable multicasting, which involves unreliable multicast. The latter may be implemented differently depending on where the object runs: it should leverage IP multicast [91] whenever available if used in an enterprise LAN, but switch to a peer-to-peer overlay across a geographically distributed set of nodes. Reliable multicast also often relies on a protocol that provides the group of object replicas with consistent view of membership [79, 41] or failure detection [73]. Often, the protocol relies on discovery and naming services. Membership services may internally use a protocol such as Paxos [183, 71]. Certain stateful objects might need a backup protocol to persist their state when no users are accessing them.

Overall, the infrastructure “behind” a single live object with a graphical user interface running in a browser might involve protocols as diverse as gossip, multicast with
Figure 1.2: Live objects can represent low-level or high-level components. An application object with a user interface and a replicated state can be recursively decomposed into protocols, down to the hardware level, and each distributed protocol instance in such decomposition is itself a live distributed object that “runs” across a set of machines.

Different types of consistency, ordering or timing, Byzantine replication, distributed hash tables, credential management, naming, locking, and content distribution protocols, failure detectors, etc., and these might vary depending on the network topology, number of users, the expected pattern or volume of workload, etc.

In the light of this discussion, if we want to enable the future Web, we cannot focus on just one type of protocols, and we cannot focus merely on the front-end; that is why we defined the concept of a live distributed object to mean not only a front-end component in a browser that a user may interact with, but more generally, an instance of any type of distributed multiparty protocol that might form a part of the infrastructure supporting such interactive interface. In this unified perspective, the “infrastructure” protocols mentioned earlier, such as multicast, membership, naming, discovery, gossip, etc., are all live distributed objects. Some of these may be running on client machines, some within clusters in data centers, and some might be implemented in the networking hardware. In our new perspective it is “live distributed objects all the way down”. Our goal is to make it easier for developers to build such objects and to compose them into complex applications such as SecondLife.
As we shall argue in Section 1.4.1, prior attempts to marry distributed protocols and the component-oriented paradigm have not been entirely successful in the sense that in the attempt to provide an easy to use, uniform, fool-proof technology that fits all uses, they neglected to respect the diversity of the underlying protocols involved in building such systems. In consequence, they tended to impose rigid solutions with properties that for most applications are either too weak, or too strong and unnecessarily costly.

The above is nicely illustrated in the case of fault-tolerant CORBA [198]. The standard provides an object-oriented embedding of a state machine replication protocol that completely hides the distributed nature of the underlying implementation from the programmer by encapsulating groups of services and presenting them as a single, fault-tolerant remote object. The resulting model is extremely transparent, but it is based on a very rigid form of state-machine replication that can be used only with deterministic, event-driven components, and precludes the use of techniques such as multithreading, thus enforcing a style of programming that many developers would find unnatural. Moreover, the embedding is useful only for a handful of protocols with strong semantics, and is a bad fit for most others. For example, the CORBA object abstraction would not be a clean interface to atomic commit, leader election, or gossip protocols.

We believe that while developers may indeed demand uniformity, they also chafe at rigid constraints that may not fit their needs. The conclusion from these past experiences is that in building the language and infrastructure support for a future Web, the key design principle should be a respect for the diversity of distributed protocols and the heterogeneity of the Internet, achieved through an architecture that treats distributed protocols as reusable building blocks.

In this work, we explore two key aspects of this component-oriented perspective: **functional compositionality** and **structural compositionality**.

The former type of compositionality, illustrated on Figure 1.2, allows instances of
different protocols to be stacked together in a type-safe manner to build complex structures, in which the individual protocol instances act as functional components that implement different internal tasks, such as multicast, membership, state transfer, discovery, etc. In Section 2, we propose a new programming model designed for this purpose.

The latter type of compositionality, illustrated on Figure 1.3, allows a single protocol instance to be constructed in a modular way: a protocol that runs across the Internet, and spans multiple administrative domains, could be constructed from local “sub-protocols” that run within certain regions of the Internet, combined with a higher-level “glue” protocol that connects the “sub-protocols” into a single structure.

At first, it might not be obvious why this type of compositionality is necessary, and indeed, we are not aware of any prior work that would enable this type of modular protocol construction. For example, as explained in Section 1.4.3, earlier work on multicast protocols has focused almost exclusively on systems that impose uniform mechanisms across the entire network. However, recently several researchers have pointed out that the Internet is heterogeneous, and that techniques that fail to recognize this aspect tend
Recently, several techniques have been proposed that address certain types of heterogeneity: for example, there has been work on capacity-aware, topology-aware and locality-aware overlays that attempt to factor in aspects such as node capacity or network latency when deciding which nodes should establish peering relationships, or how to route data and control messages. We believe that the work on *-aware systems is important and useful, but also that there is a limit to how much one can achieve through a single, uniform solution that leverages the same protocol across the entire Internet. In our view, the path to achieving performance and scalability in a heterogeneous system leads not through a single monolithic scheme, no matter how complex and sophisticated, but through a composable, modular architecture that has the ability to leverage different mechanisms in different parts of the network.

For example, while the use of application-level multicast is adequate in WAN settings, where IP multicast is disabled, most enterprise LANs and datacenters do support IP multicast, and a modular system that has the ability to use such hardware mechanisms locally, wherever available, has a much greater potential than techniques strictly limited to application-level multicast. Similarly, while most WAN links have low throughputs, there do exist mechanisms such as National LambdaRail [225] that can move data across large distances at throughputs exceeding 10Gbps, and again, a modular system that can make use of such hardware where available has the potential to outperform techniques optimized for the “average” case. Finally, aside from all the physical aspects of heterogeneity, there is also an important human factor: the Internet is collectively owned by a large number of organizations, each of which is governed by a separate authority, with its own local management policies. Thus, while one ISP might disable IP multicast and enable peer-to-peer traffic, another ISP, given the same constraints, may do the opposite.

In Chapter 3, we propose a modular architecture, inspired by object-oriented design
principles, that enables hierarchical composition of protocols. The discussion focuses on reliable multicast, but the approach appears to be quite general, and we are currently working on extending it into a general-purpose platform that could support structural composition of protocols as diverse as multicast, virtual synchrony, or transactions. We briefly discuss elements of this platform in Chapter 5.

By now, the reader might wonder about the precise nature of the relationship between live objects and multicast, and the treatment of multicast in this dissertation. Previously, we have noted that many types of objects, in particular the types of objects with graphical user interface discussed at the very beginning of this section, can be implemented using reliable multicast; yet the concept of a live object is broader and includes many other types of protocols, as well as larger entities composed of multiple protocol instances.

Reliable multicast protocols play an especially important role in our vision, in that they are very useful as components of most distributed applications we have considered so far, and many protocols that are not classified as multicast protocols can in fact be viewed as variants of reliable multicast. For example, multicast could be used to reliably and consistently delegate tasks in a scalable role delegation system, keys or revocations in a security protocol, or lock requests in a locking protocol. At the same time, protocols such as consensus, transactions, or atomic commitment involve dissemination of data to agree upon, confirm or reject, and can be thought of as examples of reliable multicast with a particularly complex logic dictating what happens to the disseminated messages.

The importance of multicast as a building block and the similarity of certain types of commonly used protocols to multicast suggests that the feasibility of the live objects vision depends, to a large degree, on whether the model and platform can accommodate multicast objects cleanly, and whether it is possible to efficiently support the patterns of use that would emerge if our vision took off on a large scale. The key issue is related to
scalability, especially scalability in dimensions that have not been extensively explored in prior work, such as scalability in the number of multicast objects running simultaneously on overlapping sets of nodes. Addressing the scalability challenge for multicast objects, and exploring the practical architectural and performance questions revolving around the use of multicast protocols within our live objects framework is thus an important first step towards making our model useful. Indeed, we believe that techniques described in Chapter 3 and Chapter 4 in the context of multicast can be generalized; some of our ongoing work in this direction has been briefly discussed in Chapter 5.

1.4 Prior Work

In our treatment of prior work, we adopt a historical perspective: we divide the work into three functional areas, and within each, we identify the subsequent waves of research. Our account is not meant to be exhaustive: our main goal is to demonstrate how research in each of these domains has drifted into a direction that resulted in most sophisticated systems, but failed to address the fundamental needs of the developers, and how in the end, the most widely adopted solutions were often the least sophisticated ones.

1.4.1 Embedding

In this section, we focus on the problem of embedding distributed multiparty protocols into a modern object-oriented language and development environment.

The history begins around 1967 with Simula [89], the first object-oriented programming language. Together with the packet switching paradigm [26], Simula led to the development of the Actor model [148] of computation in 1973, the concept that every software artifact is an entity that communicates concurrently and asynchronously with its environment by exchanging messages. Smalltalk [127] took this concept to the ex-
treme, and proposed that every part of the computer program, including numbers and
operators, classes, and stack frames, be an object. Our vision, in which every protocol is
a live object within a larger system, and the message-passing interface we have chosen,
are directly inspired by Smalltalk.

Experiments with distribution began early in the 1980s, and many remote object
systems emerged, including Chorus [25], Argus [191, 190], Amoeba [223], Eden [10],
TABS [277], Clouds [90], Emerald [167], Camelot [278], and Network Objects [47].
The key capabilities researchers focused on were location transparency, mobility, and
support for nested transactions across groups of remote method invocations. More re-
cently, modern remote object implementations such as remote method invocation (RMI)
in Java, remoting in .NET, or web services and SOA, have incorporated some of these
mechanisms, in particular the concept of making local and remote objects accessible
through the same interface. Jini [303], built upon Java and RMI, has taken this idea
further and added elegant and clean support for code mobility.

Strictly speaking, remote objects were not distributed in the sense of the word used
in this dissertation: these objects resided in specific locations, and did not involve mul-
tiparty protocols. Another major line of research pursued in this decade, and perhaps
somewhat closer in spirit to our model, was distributed shared memory (DSM). Ivy
[188] was the first DSM system, and Linda [64], with its tuple space, was the first
example of a “language embedding”, essentially a crude form of content-based publish-
subscribe. Linda was revived again a decade ago with JavaSpaces [114], as a part of
the Jini initiative. Researchers loved Linda for its elegance and simplicity, but mod-
els based on DSM were problematic, in that they pretended that a distributed system is
not really distributed, and were intrinsically fragile in settings where faults would occur
[288]. The desire to provide transparency in terms of distribution, by hiding it from the
programmer, resulted in a mechanism that is inherently non-scalable: implementing the
shared memory abstraction in a decentralized manner involves costly synchronization.

Most other models invented throughout the 1980s (surveys and bibliography can be found in [230, 77, 65, 102, 56]) shared the general characteristics of remote objects and DSM. A notable exception, and perhaps the first attempt to embed a truly “distributed” entity into the programming language was the work on fault-tolerant objects, which dates back to the Isis system [46] in 1985. However, the model used in Isis was limited to replication, did not have the concept of an object type, and while their objects could be replicated, the replicas were assumed to reside on clusters of servers, and were contacted by the clients remotely, in the traditional client-server fashion. Another work that followed the design philosophy advocated in this dissertation was the fragmented objects model [200], which proposed objects that have replicas in multiple locations, and internally use connective objects that encapsulate a multicast protocol and expose multiple communication endpoints. However, the model had many of the same limitations as fault-tolerant objects in Isis. Later, the Globe [297] system slightly relaxed the model, by supporting composition of the sort shown on Figure 1.2. Our work on live distributed objects is inspired by and extends the Isis, fragmented objects, and Globe approach by addressing several limitations of these early systems.

Meanwhile, throughout the late 1980s and 1990s, reliable multicast systems similar to Isis flourished. The process group [40, 76, 44] and message bus [236] mechanisms were popularized as general-purpose programming abstractions. Distributed ML [180] pioneered the idea of embedding these abstractions as first-class programming language constructs. The idea was to choose a single underlying communication paradigm, and then present it through a typed interface. In the following years, many middleware platforms incorporated various forms of message buses that followed the same approach.

The typed channel abstraction provided by these systems was useful, but the embedding was very superficial. The new language entity that represented a communica-
tion port, a multicast group, or a channel had the look and feel of an object, but did not support composition. Thus, for example, different types of reliable channels were not compositions of unreliable channels and higher-level protocol layers implementing some flavor of reliability. If the abstraction supported different types of reliable channels, the desired flavor of reliability was simply passed as a parameter, chosen from a fixed list of reliability modes. Also, the new distributed entity was limited to the concept of a communication channel, but not higher-level constructs. Thus, for example, it could not represent a shared document, or a composition of a reliable multicast protocol that depends on a membership service with a membership protocol. Accordingly, the notion of a distributed type was also shallow, limited to the type of the transmitted data, and perhaps parameterized with the type of reliability supported by the channel. In essence, from the point of view of a programmer, using a communication library through these typed channels did not differ much from accessing it through an ordinary API, and the embedding did not make writing distributed applications dramatically easier.

In the attempt to address this problem, many researchers tried to develop more transparent language embeddings that would completely hide the distributed aspects of the protocol from the developer; an example of this has been the fault-tolerant variant of CORBA [198] mentioned earlier. Our earlier argument against fault-tolerant CORBA’s approach to distributed protocol embedding by transparency and hiding applies also to other, similar language-centric approaches, and illustrates what we believe is a general principle. Developers use entirely different methods to access a system depending on whether it is hosted on a single remote server [40], cloned for load-balancing on a cluster [198], or using state machine replication [267], and those are only a few of the many distributed computing paradigms. Each of these matches a distinct style of applications [229], and each has its own constraints and interfaces. This underlying diversity of styles runs contrary to transparency and uniformity, which perhaps explains why distributed
computing has remained a world of tools one either re-implements from scratch or accesses at a code level through esoteric interfaces. Hence, a successful marriage of the object-oriented and distributed computing paradigms cannot be achieved by hiding. To the contrary, the distributed nature of a protocol and its peculiar properties should be explicit, and reflected by the interface and type of the language entity representing it.

The recent trends seem to agree with this observation. Although the emerging family of web services specifications include standards for distributed paradigms such as publish-subscribe notification [134, 52], distributed transactions and other sorts of coordination [61, 87, 62], none of these mechanisms has been integrated as a programming language entity into either .NET or Java/J2EE. Writing applications that use standards such as WS-Notification [134] or WS-Eventing [52] thus generally requires either manually dealing with SOAP [138] messages, or using third-party tools such as WSRF.NET [159]. The lack of broad adoption certainly does not prove yet that these standards are not useful, but through our own experience and a dialogue with other users, we did discover these standards to be too inflexible to be a good match for many types of practical uses.

We conclude this section by comparing live objects with Jini [303], a recent initiative that, to a degree, shares the overall vision and some of the specifics of our proposal. Jini [303] introduced the concept of a single uniform Java-based Internet-wide “space” of services. Jini services could be local or remote, and could be implemented in hardware, yet to the clients, their location and physical access protocol are opaque. Jini services “live” within a global Internet-wide space of Java objects, and can be dynamically discovered and transparently accessed. Jini achieves this by dynamically retrieving the code that implements a service and encapsulates the client-server access protocol, and dynamically loading this code into the client process.

Our approach is inspired by Jini, in that we also perceive the Web as a global “space”
of protocols that “live” in it, and much like Jini, the code implementing these protocols can be dynamically loaded into the client process, in a transparent manner, and potentially with assistance of “infrastructure” objects, such as discovery or naming protocols.

However, our vision is driven by a fundamentally different philosophy. Jini is, at its core, a service-oriented technology, and is rooted in the client-server paradigm, similarly to the modern web services standards and SOA. In Jini and SOA, a service is an abstract entity with an ordinary procedure-call API, embedded in the programming language of the client, and the underlying protocols are simply a means of accessing it. In contrast, our vision focuses primarily on the protocols themselves: we attempt to accommodate any protocol type as a usable building block. Jini enthusiasts have proclaimed “the end of protocols” [304]. In our work, it is the protocols that are the very center of attention.

At a first glance, the difference may seem superficial. Jini’s procedure-call API may consist entirely of asynchronous calls, and the dynamically loaded code for accessing a Jini “service” may, in fact, run a multiparty distributed protocol such as reliable multicast. Hence, Jini could, in theory, be used in a purely peer-to-peer manner. Nevertheless, it is evident throughout the standard that the platform is driven by a client-server design philosophy, and this has profound implications. Thus, while technically the peer-to-peer style of use is possible in Jini, the platform lacks explicit support for this scenario.

First, the standard lacks [220] a rigorous notion of a “group”, and any notions dependent on it, such as consistency across multiple members of a group, or replication within a group. For example, Jini’s lookup, discovery, and join specifications [286, 284, 285] lack notions such as a consistent view of membership or synchronized state transfer, and there is no discussion of problems such as consistent failure detection, which are fundamental in building reliable systems. Thus, although services in Jini can be grouped, and clients can discover multiple service instances, in practice the expressiveness of this mechanism is extremely limited and the model is not strong enough to associate a true
semantics with these groups, such as replication, fault-tolerance, etc. In particular, Jini’s infrastructure does not appear to be capable of supporting the kinds of replicated objects described in Section 1.3.

More broadly, the notion of auto-discovery, a fundamental concept in Jini, is inherently rooted in the client-server paradigm, and makes no sense in the context of peer-to-peer replication. A client accessing a live object, such as a shared document or a virtual room, must bind to a specific protocol, and the naming and membership mechanism through which the clients discover each other must be deterministic and produce results that are consistent across the entire group. Auto-discovery introduces unpredictability that runs contrary to consistency. In our approach, we reject auto-discovery: protocols for accessing lookup services are themselves live objects, and are recursively embedded in the descriptions that clients use to instantiate object replicas. Thus, all actions that need to be performed by clients accessing a given object are consistent across the group.

Second, Jini’s infrastructure mechanisms are inflexible. In many respects, these standards resemble the WS-* family of web service specifications, and the two approaches share many weaknesses. In particular, Jini’s version of the publish-subscribe standard [255], with mechanisms such as store-and-forward agents and notification filters, resembles WS-Notification [134] and WS-Eventing [52]. In both Jini and SOA, the multicast infrastructure is a notification tree, does not support peer-to-peer recovery, and cannot provide strong end-to-end reliability guarantees needed to use multicast for replication, etc. In the same spirit, Jini’s support for atomic transactions [287], much like the corresponding web services specifications, is limited to the two-phase commit protocol. Since its invention three decades ago, this protocol has been found to have serious limitations [31], and it has been superseded with a number of more resilient and better performing alternatives [269, 170], but as of this writing, the Jini standard does not appear to permit replacing this default protocol with a different one. The core of the problem is that,
unlike in our approach, Jini’s eventing and transaction mechanisms are not “objects” in any real sense, and thus cannot benefit from the core object-oriented mechanisms, such as encapsulation, reusability, decoupling, and type-safe composition.

1.4.2 Composition

In the preceding section, we concluded that prior work on marrying object-oriented and distributed computing has been focused on the wrong set of issues. The main motivating factor has been the uniformity, transparency, and ease of use, but the desire for elegant, transparent language embedding is in conflict with the diversity of distributed protocols, and as we argued, we believe that the developers tend to reject rigid “one size fits all” solutions that may not precisely fit their specific needs. In this section, we focus on support for what we believe is the true essence of object-oriented programming: type-safe composition, encapsulation, extensibility, and reusability. Each of these concepts directly or indirectly depends on the notion of a protocol type, hence protocol “types”, the ways of expressing them and the relations between them, are central to our discussion.

In most object-oriented programming languages, the hierarchy of types reflects two concepts: structural inheritance and functional subtyping. As noted in [276], the two concepts are independent: inheritance is focused on inheriting the mechanism, it saves the programming effort by allowing for code reuse, incremental development, and specialization. On the other hand, subtyping, as defined in [276, 12], is focused on inheriting the behavior of an object, hence it is focused on replacing the existing mechanism by another, equivalent mechanism, rather than reusing existing code. Behavior of a derived class, defined as a set of event traces or histories, may not be a subset of the behavior of the base class. Likewise, two classes that do not share code, and are not derived from one another, may behave identically. Thus, inheritance and subtyping are orthogonal.

Past approaches to associating “types” with distributed protocols fall roughly into
two categories, depending on which of these two approaches they opted for, and the systems that fall into these two categories have, in some sense, complementary sets of features. In what follows, we shall shed light on their relative strengths and weaknesses.

This part of the history begins in 1962 with Petri Net [250], a mathematical representation of a distributed system, in which computers communicate via messages. Petri Net was the first attempt to formally model the behavior of distributed protocols, and ironically, nearly five decades later, it might just be the most popular formalism for modeling the interaction between web services and web service composition [212]. Over the following three decades, several other such formalisms, sometimes referred to as process calculi, emerged: the Actor model [148], trace theory [203], Communicating Sequential Processes (CSP) [153], Calculus of Communicating Systems (CCS) [214], Algebra of Communicating Processes (ACP) [32], history monoid [268], π-calculus [216, 215], and Activities [179]. Based on those formalisms or their variants, several languages were created, such as Occam [264], LOTOS [55], and Wright [9] based on CSP, SAL [7] based on the Actor model, or dataflow languages Lucid [302] and Lustre [67].

This early work on process calculi is important, in that it has provided the foundations for formally modeling and reasoning about protocol behaviors, which, as we have argued previously, can be used as a basis for defining protocol types. In our work, we have also adopted this perspective: in Section 2.1.4, we define live object types in terms of the patterns of events that can flow between the protocol replicas and their environment.

However, the early process calculi focused on interactions between named sets of participants. As such, they were sufficient for expressing the behavior of a business process, but lacked the notion of a group and the expressive power to describe strong semantics, such as replication, consensus, atomic transactions, etc. Most recently, the web services family of specifications and related formalisms, such as WSFL [187], XLANG,
BPEL [161], JXTA [128], Web Services Conversation Language (WSCL) [24], SSDL [245], OWL-S [202], have been proposed for describing interactions between groups of services. Unfortunately, although these formalisms can capture logic such as conditional branching, preconditions, or concurrency, they all lack expressive power to support replication, much like the models they were based on (usually CSP or π-calculus).

Further work on process calculi, such as PEPA [96], ambient calculus [63], or fusion calculus [246], has focused on issues such as uncertainty or mobility, a recent survey can be found in [2]. As recently noted in [118], still none of the current process calculi can express the replication semantics, and they offer weak support for composition.

The second wave of research, starting with I/O automata [196] in 1987, and continuing into early 1990s with BAN logic [57], GNY logic [129], TLA [182], and various temporal logics [141], has produced very expressive formalisms that could capture very complex reliability and security properties of protocols. I/O automata and temporal logic have been successfully used to formally specify group membership and group communication [14, 39, 149, 171, 79]. For the first time, a solid foundation has been laid out for formally defining a behavioral type system for distributed protocols, and several researchers have made steps in this direction, e.g., in the work on type signatures for network stacks [38] and layers of the Ensemble group communication system [39, 149].

Probably the first example of use of formal behavioral protocol specifications in the context of protocol composition was the work on strongly-typed protocol stack composition in Horus [169] and Ensemble [294] in the late 1990s. Horus and Ensemble were not object-oriented programming environments, their protocols were not objects, and their specifications were not types in the strict sense. They had a number of limitations, such as support only for strictly vertical protocol stacks, and lacked a clean object-oriented embedding. Nevertheless, this work has preceded and inspired the work described in this dissertation, and although its objectives have been different, it represents an important
technical advance on the path towards realizing the live objects vision.

However, the early work on automatically verifying compositions of protocol layers in Horus and Ensemble has not evolved into a formal behavioral type system and language embedding. At that time, most researchers have focused on using formalisms such as I/O automata in the context of proving the formal properties of protocols rather than on using them as a foundation for behavioral distributed protocol type systems. The Promela [155] specification language, its descendants [224, 29, 30], and the model checker SPIN [156] targeting it, the work on Proof-Carrying Code (PCC) [226], and the use of theorem provers for dynamic protocol layer composition in Ensemble [194], have all focused on the relationship between the protocol code and its formal specification. While the use of theorem provers at the source code level is useful in enforcing typed contracts between components, it is completely orthogonal to the problem of defining such contracts and comparing them, and only the latter is relevant in the context of component integration.

Perhaps a part of the reason why researchers have not more actively pursued this direction at the time has been due to the fact that complete protocol specifications in formalisms such as I/O automata were excessively complex and detailed. While the protocol type should be essentially a theorem that specifies the protocol’s behavior at an abstract level, the code can be thought of as an actual proof of this theorem at a very mechanical level. When comparing the behavior of two protocols to determine whether one is a subtype of another, such low-level implementation mechanics are irrelevant. Much work has been done to combat these problems, and in particular on improving the modularity of specifications in I/O automata and related formalisms [166, 39, 318, 147, 172, 115], but as stated earlier, the focus was mainly on proving protocol properties.

Independently, starting with STREAMS [258] in 1984, and continuing for the next two decades, many protocol composition frameworks have been proposed, initially only
for point-to-point communication. RTAG [15] modeled protocols as grammars. Subsequent work based on x-Kernel [160] introduced protocol graphs [237], and was the first to introduce principles such as encapsulation, reusability, and composability; our model is strongly influenced by this work. Other work from this period includes Consul [218] and ADAPTIVE [266]. Horus [296] was the first to use protocol composition in the context of distributed protocols. As mentioned earlier, however, Horus microprotocols could only be stacked vertically, and they all had identical interfaces.

BAST [121, 122] was the first framework in which distributed protocols could be arbitrarily composed and had strong types. Indeed, live objects and BAST share many similarities, e.g., BAST strategies are similar to our proxies. However, typing in BAST reflected the manner in which objects are constructed: a protocol “type” was simply the type of the class implementing it. Composition was achieved via inheritance, by creating new protocol libraries that inherit and override existing code. The creators of BAST concluded [122] that inheritance was not a good basis for defining a type system. We strongly agree with this statement. While this language-centric approach may seem natural, it is flawed in the sense that it severely limits extensibility. Where a protocol of type $A$ is expected, only a protocol that was physically derived from $A$ can be used, even though many independent implementations could have precisely the same behavior, and be functionally perfect replacements for $A$. Inspired by the work on BAST, we created a model in which there is no construct equivalent to inheritance or “importing” a library.

In the following years, many other protocol composition frameworks were proposed, e.g., a membership service in [152], Coyote [37], Cactus [151], and most recently Appia [217, 206]. However, the focus in those systems had drifted to areas unrelated to type-safe composition. For example, in Coyote and Appia, all protocol layers had access to the same events, and registered for those they were interested in. This improved performance by avoiding the overhead of forwarding events between the protocol layers,
but it also went against object-oriented design principles, such as encapsulation.

Meanwhile, after major middleware providers incorporated message buses and other sorts of eventing substrates into their systems throughout the 1990s, their attention had turned to the concept of a typed event channel, where the channel type was parameterized by the type of events flowing through it. The idea was first explored in 1993 in Distributed ML [180], which incorporated virtually synchronous groups into ML [132]. Later examples of use of the typed channel concept and formal definitions of distributed types include $D\pi$ [146]. Since around 2000, the typed channel idea was incorporated into several systems via mechanisms through which the programmer could control the type of received events, e.g., in MSMQ [207], COM+ [232], CORBA Event Service [234], TAO Event Service [144], CORBA Notification Service [233], ECO [140], Cambridge Event Architecture (CEA) [18], Java Message Service [283], and Distributed Asynchronous Collections (DAC) [106, 105, 104, 103]. Some of these systems were nothing more than just variants of content-based publish-subscribe, but some, like DAC, and earlier Distributed ML, were actual language embeddings. DAC went further, in that it provided an entire family of typed event channels with various reliability properties. However, much as was the case with BAST, the types of these channels were essentially the types of the protocols implementing them, and in this sense, DAC has not departed from the inheritance-based proposed earlier in BAST.

At the time of this writing, modern business process specifications, such as BPEL, JXTA, WSCL, or SSDL, and the earlier work on protocol layer specifications in Horus [169] and Ensemble [294], are the closest to our overall vision; they specify behaviors, and as standards created by developers, they are designed with properties such as simplicity, interoperability, and composability in mind.

Our work is an attempt to find a common framework, within which we could embed the many different past approaches, and leverage the earlier work on TLA, I/O automata,
temporal logic, and formal specifications such as [14, 39, 149, 171, 79], within a com-
mon strongly-typed and object-oriented protocol composition environment.

1.4.3 Replication

In this last section, we focus on replication mechanisms that might support live objects.
Our discussion will center around reliable multicast, as a replication technology most
relevant in this context. Although, as stated earlier, our overall vision is not limited to
reliable multicast protocols, it is clear that whether our approach can be adopted on a
massive scale depends to a large degree on whether we can implement reliable multicast
in a way that scales in the major dimensions.

Work on replication dates back to the invention of the primary-backup scheme [11]
and the invention of the two-phase commit protocol [135] in late 1970s. In the following
years, researchers focused on devising mechanisms with strong semantics [124, 123,
35, 44, 1, 267, 136]. Most of these mechanisms were much stronger than what the
live objects vision requires, yet at the same time, due to their complex and thus costly
semantics, they were relatively slow, and their scalability was limited.

Having recognized the scalability challenge, many researchers turned their attention
to combating these problems. It quickly became clear that even the most basic forms of
reliability, such as ensuring that in a system without node crashes, all recipients receive
the same data despite the possible packet loss in the network, are difficult to ensure in
a scalable manner. While hardware mechanisms such as IP multicast could unreliably
disseminate data to hundreds of nodes, reliability required collecting feedback from the
recipients in a scalable manner, and for the latter, hardware offered no support.

Throughout the 1990s, many reliable multicast protocols have been proposed with
the simple semantics mentioned above: RBP [74], MTP [116], MTP-2 [51], RMP [308],
XTP [306], TMTP [320], LBRM [154], RAMP [176], RLM [204], SRM [113], RMTP
[248], RMTP-II [219], LMS [244], TRAM [78], SMFTP [213], RMDP [261], Digital Fountains [59], H-RMC [205], and ARM [321], among others. Comprehensive surveys and analysis of these approaches can be found in [251, 243, 185, 235, 142]. Here, we limit ourselves to a brief summary. The earliest implementations, which relied on the exchange of acknowledgements (ACK) or negative acknowledgements (NAK) between the sender and the recipients, suffered from what has been known as an ACK or NAK implosion: with a large group of recipients, the overhead of receiving and processing feedback at the sender was the main factor limiting performance. SRM pioneered the use of IP multicast to limit this overhead, by allowing a single node to report a network loss to the entire network, which prevented other nodes from doing the same. However, the technique was based on the assumption that losses are correlated, whereas in modern networks, losses occur mostly on the recipients, in the operating system. Packets are dropped due to buffer overfill, because the system sometimes becomes so overloaded that the applications are unable to process the incoming data. In such scenarios, losses are uncorrelated, and systems such as SRM exhibit what is sometimes referred to as a crying baby syndrome. One node with a flaky network interface can destabilize the entire network by issuing NAK requests for losses that are localized, thus causing unnecessary IP multicast retransmissions. RMTP pioneered a more practical approach, by having the recipients hierarchically aggregate ACK/NAK information, and perform peer-to-peer recovery. The latest of systems cited here focused on augmenting the reactive approaches based on ACK/NAK feedback with proactive approaches based on forward error correction (FEC) [259, 231, 162, 181], but this technique only makes sense on networks with high loss rates, e.g., wireless, or in applications where achieving low latency at the expense of other performance metrics, such as throughput, is important. In most systems, losses are negligible and tend to be bursty, and the use of FEC runs against the general engineering principle of optimizing for the common case at the expense of
the rare cases. Recently, some of these protocols were evaluated in the context of grid computing, and tree-based protocols such as RMTP, and similar techniques based on token rings, were reported as the most appropriate for this environment [184].

A common characteristic of these early approaches is that they focused on scalability in terms of the number of recipients, but ignored entirely the problem of scaling with the number of simultaneously active multicast protocols. It is not hard to see that if the live objects vision is massively adopted, each node might participate in tens to hundreds of multicast protocols corresponding to the different objects displayed in the user’s browser, hence this dimension of scalability is very important. Most of the early systems that leveraged IP multicast were designed for use with a single multicast protocol at a time: some did not support multiple protocols at all, while others ran each protocol instance independently, and had overheads linear in the number of protocols.

Running each protocol instance independently is particularly problematic with protocols such as RMTP, which construct peer-to-peer tree-like or ring-like structures to aggregate ACK/NAK information and perform peer-to-peer recovery. Recall that the main reason for creating such structures is to prevent the sender, or any other node in the system, from having to interact with a large number of other nodes, a situation that would create a bottleneck similar to ACK/NAK implosion. However, if different protocol instances construct their ACK trees independently, and those ACK trees overlap on the same set of recipients, individual nodes may still have large numbers of neighbors: perhaps $\Theta(1)$ in each ACK tree, but $\Theta(m)$ in total with $m$ overlapping trees (Figure 1.4).

Furthermore, systems that use IP multicast, and allocate a separate IP multicast address for each protocol instance, also suffer from a problem known as a state explosion. One might naïvely think that scalability with IP multicast comes for free, but in reality, each IP multicast group requires a certain amount of resources, in particular each router has to maintain forwarding state proportional to the number of multicast trees passing through
Figure 1.4: With overlapping ACK trees, nodes can have unbounded indegrees. Even if in each individual ACK tree, a node interacts with no more than \( k \) other nodes, this upper bound grows linearly with the number of protocols the node is participating in.

Several techniques have been proposed to remedy this problem [253, 290, 109], but as of today, the problem still persists, and is recognized as a serious issue even in large data centers. One can verify this experimentally by having one machine \( A \) on a switched Ethernet subscribe to a random set \( X \) of multicast groups, and flood the network with packets, and another machine \( B \), on the same switched network, subscribe to a random set \( Y \) of multicast groups, where \( X \cap Y = \emptyset \), and observe that as a result of flooding, CPU usage on machine \( Y \) will rise. With 2 nodes and 1 high-performance switch, the author observed a linear growth of about 1% of CPU utilization per 1000 multicast groups, clearly indicating that hardware filtering is failing, and the operating system on machine \( B \) is involved. The study in [313] shows that in such scenarios, the router also becomes increasingly overloaded and eventually becomes lossy. In large data centers, with tens of thousands of nodes, the problem is potentially even more serious.

In this work, we propose a way to alleviate the problem by sharing workload across multicast protocols in scenarios where there is a correlation between the sets of nodes involved in running different protocols. In particular, as we shall argue, this is the case for some of the scenarios targeted by live objects. The overall concept is somewhat similar
to shared ACK trees [186], but it is used in an entirely different setting. More recently, a few multicast channeling and scalable overlay construction techniques, somewhat related to the problem we have described, but designed for unreliable multicast and using a very different approach, have been independently proposed in [292, 80].

Although no longer a part of the mainstream, work on IP multicast based techniques has been ongoing until today, mostly in the context of high-performance clusters and grid computing. Some of the recent protocols include MDP [197], DyRAM [199], and NORM [4]. Other approaches and surveys can be found in [157, 27, 28, 19, 150, 184]. Generally, these systems appear to share weaknesses with the systems discussed earlier.

Meanwhile, starting in 1993 with the Isis toolkit [125, 42], and later systems such as Totem [222], Transis [95], Horus [295], Ensemble [145], JGroups [20, 21], and most recently, the Spread toolkit [13], another group of researchers focused on building group communication systems with strong reliability properties. Unlike the former group of systems, which were designed for scalability in the number of nodes, group communication systems often did not scale with the number of nodes, but did explicitly support a simultaneous use of multiple multicast protocols. Nevertheless, scalability in this dimension was still very limited: although Isis and Spread can support large numbers of lightweight multicast groups [13, 125, 262], the groups seen by applications are an illusion; in actuality, there is just one physical multicast group. In Isis, the group consists of the union of the members of the lightweight groups. Spread uses a slightly different variant of this approach: client systems connect to a smaller set of servers, and each application-level multicast is relayed through one of these; each server multicasts the requests of its clients in the physical group, and the remaining servers actively filter each incoming message, accepting it only if they have any clients in the lightweight group to which it is addressed; finally, messages are unicast to clients. Both techniques incur a high cost. In Isis, all nodes are burdened by undesired traffic in lightweight groups to
which they do not belong, whereas in Spread the servers are a point of contention, and the indirect communication pathway results in high latency.

A decade of work on IP multicast based reliable multicast protocols has also led researchers to realizing that the scalability of reliable multicast is, to a large degree, limited by the ability of the protocol to sustain stable throughput in spite of minor perturbations, which are common in real systems. The issue was particularly nicely illustrated in the work on Bimodal Multicast [43], where it has been shown that artificially freezing a selected node to simulate effects such as an excessive load or flaky network interfaces has a dramatic effect on throughput, to a degree that grows with system size. Our experience confirms these observations, and we believe that understanding the phenomena that cause instabilities and mechanisms that can be used to prevent them is an essential step towards realizing our vision. Much research has been done to address these problems by leveraging probabilistic techniques such as gossip, e.g., in Bimodal Multicast [43] or Lightweight Probabilistic Broadcast [107]. However, while probabilistic techniques are amazingly efficient at curing instabilities, they did not leave us with a complete understanding of what the underlying cause is, in part because the throughputs these systems achieved, at the level of 100-200 messages/s, were nowhere close to the hardware limits, and the somewhat degenerate scenarios that they were tested against were not quite representative of a healthy network, where, as our experience shows, minor perturbations and instabilities are still a major factor affecting scalability. Other attempts at addressing the instability problem included the work on multicast congestion control [299, 260, 311, 317, 165, 310]. Here, the focus was mostly on incorporating TCP-like flow control mechanisms and achieving fairness between different protocol instances.

In the period from 2000 until 2005, problems with the adoption of IP multicast by the Internet service providers (ISP) [94] spurred another wave of research, focusing on replacing hardware-based dissemination techniques such as IP multicast with application-
level multicast (ALM) protocols, in which multicast forwarding trees are formed by the end-hosts subscribed to a particular multicast group. Systems in this category include e.g., Overcast [164], NICE [23], NARADA [82], Scribe [70], Bullet [177], BitTorrent [84], Splitstream [69], and Chainsaw [242]. ALM protocols can be remarkably scalable, and perform well in tasks such as video streaming, for which they have been highly optimized. However, this over-specialization is also a weakness. Many of these systems, e.g., Overcast or NICE, are designed to disseminate data one-way from a single source to a large number of users, and would not be very useful for implementing a virtual room or similar functionalities with multiple interacting endpoints. Others, such as Scribe or SplitStream, do not have any end-to-end loss recovery mechanisms. Bullet and BitTorrent offer recovery mechanisms that are probabilistic in nature, and it is not clear what their specific guarantees are, and how useful they might be in the context of replication. Moreover, in most ALM systems, messages follow circuitous routes from source to destination, incurring very high latency. For example, SplitStream and Chaisaw have delays measured in seconds.

While the prior work on ALM is important, and the lack of a widespread adoption of hardware-based techniques makes it clear that the future Web will have to leverage some sort of an application-level scheme, the ALM systems share two common weaknesses. First, scaling in the number of simultaneously active protocols is still largely ignored. Existing ALM systems fall roughly into two categories: systems like Overcast, which run each protocol independently, and systems like NARADA, which build a backbone tree-like or mesh-like network, and run multicast over this common structure. In the former group, overheads are linear with the number of protocols, and nodes can have unbounded indegrees, much as for the RMTP-like protocols discussed previously. In fact, the issue is even more acute, because nodes can also have unbounded outdegrees, and may be forced to forward traffic to large numbers of destinations. On the other hand,
in the latter systems, the mapping of the actual protocol onto the backbone structure often results in some of the client nodes having to relay high rates of messages that do not interest them, which incurs overheads, and due to the symmetric, peer-to-peer nature of these systems, this burden may be randomly assigned to clients that may not have sufficient capacity to play this role.

Second, existing ALM protocols tend to overload under-provisioned clients and fail to utilize spare capacity of the better provisioned ones: most of these systems are insensitive to the heterogeneity of the Internet, and either spread the load uncontrollably, or attempt at an even distribution, neither of which is desirable. Reports of bad performance of popular peer-to-peer systems in such settings [36, 48] have spurred research on capacity-aware overlays and supporting tools that attempt to distribute node indegrees, forwarding overheads and other load factors proportionally to the declared nodes capacities [301, 298, 324]. Much in the same way, earlier experiences with the unpredictability of routing in DHTs, on which many peer-to-peer schemes are based, spurred research on a topology-aware and proximity-aware overlay construction [68, 305, 319, 323], which avoids creating direct peering relationships between nodes separated by large distances or network latencies. As already mentioned earlier, we believe that the work on capacity-aware, topology-aware and locality-aware overlays is a step in the right direction, but also that ultimately, what we need is component-oriented techniques of the sort we propose in Chapter 3 that would allow federation of independently developed, and locally optimized systems, into global, Internet-wide structures.

To conclude this section, we briefly mention one other line of relevant prior work: publish-subscribe systems. Its beginnings can be traced back to the first experiments with USENET [108] in 1979, and the creation of the NNTP [168] protocol in 1986. A year later, a news tool in the Isis system was the first form of publish-subscribe implemented over a multicast protocol. In 1993, the concept of a message bus [236] was
proposed, which evolved the concept into the form that was later used within a number of commercial middleware products. Early *topic-based* publish-subscribe systems, such as Tibco Rendezvous [291], were essentially multicast substrates, but optimized towards a slightly different model, where events were handed off to the communication medium, which served the role of a reliable event store, and might be delivered at a later time, persisted for fault-tolerance or logged for querying, etc. The end-to-end guarantees might be weak or non-existent. Nevertheless, techniques used to implement recent topic-based publish-subscribe systems, such as Herald [60] or Corona [254], are similar to those used in ALM, and the distinction between the two has become somewhat blurry. The comments we have made earlier about ALM apply to those systems, too. Today, most research in this area seems to focus on the *content-based* publish-subscribe model, in which recipients might specify complex queries, thus effectively selecting a subset of the data stream. Gryphon [279] was the first such system; more recent examples include Siena [66] and Onyx [93]. The content-based publish-subscribe model has the potential to be useful in building the future Web. Often, the user would want to observe only a subset of events related to a particular object, for example an avatar in a virtual space might only receive updates on objects located within a 90-degree viewing angle ahead of it, and at a distance smaller than 100m. Nevertheless, a scalable content-based publish-subscribe substrate still needs to face many of the same performance and scalability challenges as the reliable multicast systems discussed earlier, and introducing expressive queries, by itself, does not contribute in any way to alleviating these problems. The same could be said about expressive variants of publish-subscribe that permit temporal queries, such as Cayuga [92]. The problems these system solve, albeit important, are to a large degree orthogonal to the types of scalability we focus on in this dissertation.
1.5 Contributions

In this section, we briefly summarize the key contributions made by this dissertation. A much more comprehensive discussion can be found in Chapter 6.

In Chapter 2, we propose a novel programming model that combines the distributed computing and object-oriented paradigms, and we describe some of the techniques used to implement a prototype of the system. Our new model and the prototype implementation have several advantages over the prior work in the area.

- Our approach is unique in that it creates the opportunity to combine the “best of breed” from several previously disjoint lines of work on distributed object embeddings, protocol composition, and protocol specifications. We have combined ideas from systems as diverse as Jini, Smalltalk, Ensemble, x-Kernel, BAST, WS-* family of specifications, I/O automata, and Object Linking and Embedding (OLE), to create a seamless whole that is extremely natural, intuitive, and appealing to the developers, yet sufficiently powerful to accommodate a variety of protocols within a single unified object-oriented environment.

- Unlike earlier approaches, discussed in Section 1.4.1, our object-oriented embedding is not limited to any single class of distributed objects, such as remote objects, replicated objects, or publish-subscribe objects, and may be the first development platform that is genuinely protocol-agnostic, in the sense that it can support any type of a distributed protocol as a reusable component. Existing embeddings are “protocol agnostic” only in the limited sense that one could choose among several different protocols to implement their distributed primitives.

- In contrast to existing distributed object systems, which focus on one category of application objects, such as replicated data structures or front-end components, our object model extends from the user-interface layer down to the hardware level, and may be the first such system designed for distributed multiparty components.
Earlier systems based on a similar vision, such as Jini, were fundamentally rooted in the client-server paradigm, and offered no explicit support for distributed protocols: mechanisms such as discovery, transactions, and notification, defined as distinguished infrastructure services in Jini, are simply *objects* in our framework.

- Our model for the composition of distributed protocols uses a behavioral notion of a distributed protocol type and supports functional composition in a language-agnostic manner, in contrast to many earlier protocol composition frameworks that typically either lacked the notion of typed composition, or defined protocol types by the types of the implementing classes and achieved composition through inheritance. Horus and Ensemble used behavioral protocol specifications, but these systems were not general-purpose platforms for component integration; their applicability was mostly limited to composing reliable multicast protocol stacks.

- Unlike earlier language-centric approaches, ours supports a clean integration with legacy applications. Our prototype has been used to implement “live” spreadsheets, in which ranges of cells are connected to multicast protocols, and to interface to relational databases via triggers.

- In contrast to most existing language-centric component integration platforms that either require communicating components to import the same external library and agree on a common interface, or use expensive techniques such as serialization to move data between the two connected parties, our platform completely eliminates notions such as “static dependency”, “external library” and “object inheritance”, and has a (limited) ability to connect certain pairs of binary-incompatible components by dynamically generating efficient proxy code.

In Chapter 3, we propose a novel architecture for hierarchical protocol composition that allows a single instance of a reliable multicast protocol to leverage different hardware mechanisms and different implementation strategies in different parts of the network and
at different levels in the hierarchy. Our approach has numerous advantages listed below. We are currently not aware of any prior work that would offer a similar range of benefits.

- Our technique does not rely on proxies or other infrastructure, and can generate efficient overlays or use mechanisms such as IP multicast to move data directly between the clients. While our architecture does rely on some infrastructure components, these components play the role similar to DNS, and do not participate in data dissemination or in the recovery protocol.

- We present a protocol construction that uses a new kind of a membership service. Our membership service maintains membership information in a distributed form in the network, and rather than routing all membership events into a single point or disseminating information to all clients, uses its distributed information to assign roles to nodes running the protocol in a decentralized manner. Unlike most protocols, which rely on global sequence of membership views, protocols in this model are controlled by a decentralized, but consistently evolving hierarchy of membership views maintained by a background infrastructure.

- Based on our experience with the model and initial evaluation, we believe that the approach can be used to construct protocols with very strong reliability properties, in particular various forms of state machine replication, and might be generalized to support an even broader class of protocols.

In Chapter 4, we describe our implementation of a subset of the architecture discussed in Chapter 3, a simple high-performance reliable multicast system optimized for use in enterprise LANs and data centers. We report on our experiences and discuss architectural insights gained by building this system. Our work is novel in the following respects.

- We outline a new approach to scaling reliable multicast with the number of simultaneously running protocols, by leveraging structural similarities between the sets
of nodes running different protocols to amortize work across different protocol instances. While our technique is not completely general and does not yield benefits in all scenarios, and we lack realistic traces to evaluate its usefulness in practice, it appears to be a good match for a range of applications.

- Our system leverages IP multicast and delivers messages directly from senders to receivers, and does not use filtering, yet uses relatively few IP multicast addresses, thus avoiding the state explosion problem discussed in Section 1.4.3.

- We describe a previously unnoticed connection between memory usage and local scheduling policy in managed runtime environment (.NET), and multicast performance in a large system.

- We discuss several techniques, such as priority I/O scheduling and “pull” protocol stack architecture, developed based upon these observations, that can increase performance by reducing instabilities causing broadcast storms, unnecessary recovery and other disruptive phenomena. While the techniques we used are themselves not new, their use in this context, and the insights behind it, are novel.

- Our system achieves exceptional performance with low CPU footprint. The maximum throughput decreases by only a few percent while scaling from 2 to 200 nodes and degrades gracefully with loss and other types of perturbations.
Chapter 2
Programming

In this chapter, we describe the live distributed objects programming model. We explain how live objects can be defined, constructed, and composed. We define live object types and the meaning of notions such as *object reference* in the new model, and we explain how the new concepts are embedded into the development environment.

The chapter is divided into two parts. In Section 2.1, we focus on aspects of the programming model independent of any concrete implementation, such as introducing the definitions and concepts, overall design philosophy, types, language abstractions, and composition. In Section 2.2, we focus on our prototype implementation, in particular on the embeddings of the concepts introduced in Section 2.1 into a concrete operating system and a concrete programming language. Although the techniques discussed in Section 2.2 were used in a specific context, we believe they are fairly general.

2.1 Programming Model

2.1.1 Objects and their Interactions

To remind the definition introduced earlier: a *live distributed object* (or *live object*) is an instance of a distributed protocol executed by a set of components that may reside on different nodes and communicate by sending messages over the network; the notion of a live object encompasses all internal aspects of the protocol’s execution, such as internal state, processing logic, and any network messages exchanged internally. A live object communicates with its environment via typed events, as in Smalltalk.

For example, a running instance of a reliable multicast protocol might be executed by a set of processes that have linked to a communication library implementing this...
protocol, and that have created instances of a reliable multicast protocol stack. These reliable multicast protocol stack instances correspond to the “software components” in the above definition: each is located on a different node, and each maintains its own local state, such as a sequence of messages sent, received, acknowledged, stable, delivered, or persisted, perhaps the last received checkpoint etc. The different reliable multicast protocol stack instances might leverage IP multicast to communicate with one another, and they might create point-to-point TCP connections. The entire infrastructure consisting of the protocol stack instances, their local states, and their network communication, represents a running live distributed object. This live object may communicate with its software environment via events such as \textit{send}(m) and \textit{receive}(m), passed between the protocol stack instances located on different nodes and the instances of application code linked to those protocol stacks. From the point of view of the software environment, the exact form of state maintained by the protocol stack instances on each node, and the patterns of physical communication over the network, are irrelevant. The only aspect that matters is the kinds of events that may be exchanged with the protocol stack instances, and the various guarantees that the protocol might make in terms of the patterns of those events. For example, we may know that the protocol accepts \textit{send}(m) events, and that there is a certain form of a guarantee that each of these events is eventually followed by a corresponding \textit{receive}(m) event on each node, and that \textit{receive}(m) events are generated by the protocol in a manner that preserves some form of ordering. This type of characterization of a protocol instance through events it consumes or produces and their patterns, and ignoring any implementation aspects including the exact form of network communication or internal data structures, is a key defining feature of our approach.

When node $Y$ executes live object $X$, we’ll say that \textit{a proxy of live object $X$ is running on $Y$}. Thus, a live object is executed by the group of its proxies (Figure 2.1). Proxies correspond to the “software components” or “protocol stack instances” mentioned above.
Figure 2.1: Live objects are executed by proxies that interact via endpoints. A proxy is a software component that runs a protocol instance on a node. To access a live object, a node starts the corresponding proxy. Proxies on different nodes can communicate by sending messages over the network. Proxies of different objects running on the same node can communicate via endpoints: strongly-typed, bidirectional event channels.

A live object proxy is a functional part of the object running on a node.

We model proxies in a manner reminiscent of I/O automata [196]. A proxy runs in a virtual context consisting of a set of live object endpoints: strongly-typed bidirectional event channels, through which the proxy can communicate with other software on the same node (Figure 2.1). Unlike in I/O automata [196], a proxy can use any external resources, such as local network connections, clocks, or the CPU. These interactions are not expressed in our model and they are not limited in any way. However, interactions of a live object proxy with any other component of the distributed system must be channeled through the proxy’s endpoints.

All proxies of the same live object run that live object’s code. Unlike in state machines [198, 267], we need not assume that proxies run in synchrony, in a deterministic manner, or that their internal states are identical. We do assume that each proxy of a live object X interacts with other components of the distributed system using the same set of endpoints, which must be specified as part of X’s type. To avoid ambiguity, we sometimes use the term instance of endpoint E at proxy P to explicitly refer to a running event channel E, physically connected to and used by P.

Live objects have behavioral types, expressed in terms of the patterns of events their
proxies exchange with their software environment. Types will be discussed in more detail in the following section; here, we’ll just limit ourselves to a brief example. Suppose that object $A$ logs messages on the nodes where it runs, using a reliable, totally ordered multicast to ensure consistency between replicas. Object $B$ might offer the same functionality, but be implemented differently, perhaps using a gossip protocol. As long as $A$ and $B$ offer the same interfaces and equivalent properties (consistency, reliability, etc.), we’ll want to consider $A$ and $B$ to be implementations of the same type. The concept of behavioral equivalence is the key here; we define it more carefully in Section 2.1.2.

A natural concern to raise at this point is one related to the notion of a live object’s identity. One might expect that each live object has associated with it a unique identifier in some common global namespace. This is often the case for various types of distributed entities, such as multicast groups or web services, which are usually identified by some sort of a globally unique address. However, we do not make any assumptions about the existence of globally unique object identifiers. A live object in general might not have any sort of a global identifier at all, or it might have multiple independent identifiers.

To understand the reasons motivating this decision, consider a regular object in a desktop environment, for example a C++ object. The object resides in memory, hence one may think of it as being identified by its memory address. However, one may just as well create a C++ object in a section of shared memory mapped to different processes at different addresses, at which point an object’s identity defined in this manner ceases to make sense. In a managed environment such as .NET, objects could be moved around, and their addresses might change. By modern standards, a system that uses memory addresses as identifiers would be considered buggy. In effect, regular objects lack any meaningful notion of a unique address or name. Yet despite this, we can still talk about their identity, in the sense of there being a single distinct individual entity that might encapsulate a logical unit of data or an internal thread of execution.
They key here seems to be the realization that an object reference is simply a description of how to access or interact with the same single entity that encapsulates the unit of data or processing, and the different references are all valid, functionally equivalent descriptions of this sort. A globally unique identifier or address is a special type of a description that relies on the existence of some common address space or a namespace.

Accordingly, we consider the live object’s identity to be determined not by an identifier or by address of any sort, but by a complete description of the protocol instance, including the protocol’s code as well as any parameters that might affect its execution, and that would distinguish it from different instantiations of the same protocol code. We will consider all software components executing this description at any point in time as running the same protocol instance, and thus representing parts of the same live object.

For example, an instance of a reliable multicast protocol that uses IP multicast and a membership service could be uniquely identified by the description of the protocol, including any parameters that might determine the precise semantics or control the built-in optimizations, plus parameters such as an IP multicast address used to transfer data, an IP address of the membership service, and the name of the multicast group within the namespace governed by this membership service. Any node that executes this description, with all the specific parameters embedded in it, will be appending messages to, and reading from the same message sequence. It is thus fair to say that all such nodes are executing the same protocol instance, or that they are running the same live object.

Accordingly, a reference to a live object $X$ is simply a complete set of instructions for constructing and configuring a proxy of $X$ on a node; this definition corresponds to the “complete description of the protocol instance” in the preceding discussion. Thus, when node $Y$ wants to access live object $X$, node $Y$ uses a reference to $X$ as a recipe with which it can create a new proxy for $X$ that will run locally on $Y$. The proxy then executes the protocol associated with $X$. For example, it might seek out other proxies
for $X$, transfer the current distributed state from them, and connect itself to a multicast channel to receive updates.

Unlike proxies, which can have state, references are just passive, stateless, portable recipes. In the context of what we have just discussed, it would make no sense for live object references to carry a mutable state; in order to ensure that all nodes constructing a proxy from the reference indeed follow the same protocol, we need to know that each of these nodes uses the exact same set of instructions. For the same reason, we do not use auto-discovery: as a description of a protocol instance, a live object reference cannot contain ambiguous elements that could be resolved differently depending on the network location or other local factors, thus resulting in different nodes taking inconsistent actions within the same protocol instance, using different instances of external services, or otherwise winding up with an inconsistent view of failures, membership, naming etc.

The instructions in a live object reference must be complete, but need not be self-contained. Some of their parts can be stored inside online repositories, from which they need to be downloaded. Rather than using a fixed API and a fixed method of identifying such repositories, such as URLs or other identifiers, we simply model the access protocols that need to be used to contact these repositories to download the missing part of the reference as live objects. The references to these access protocols are recursively embedded within the reference that uses this sort of indirection. This way, given a live object reference, a node can always dereference it without any prior knowledge of the protocol. An exception is thrown if dereferencing fails (for example, if a repository containing a part of the reference is unavailable).

Defining live objects through their references (complete descriptions of protocol instances) has profound implications. For example, we do not make any assumptions about “connectedness”, i.e. the ability of nodes running the live object to reach one another. Indeed, we do not even assume that any communication takes place. In an
extreme example, a live object description may state that nodes executing it generate a
certain type of an event and deliver it to the application at regular time intervals, without
any synchronization. In this case, we will still think of all nodes executing this descrip-
tion as executing the same live object. Of course, this is a degenerate example; our goal
is to potentially express more sophisticated protocols with complex behaviors.

One concern that may arise at this point is the question of membership. We have just
stated that nodes executing the complete protocol description at any point in time are
part of the same live object, but the set of such nodes might change, hence the definition
might seem ambiguous. Again, our approach to modeling this aspect of protocol execu-
tion is to not make membership an explicit part of the model, but rather capture it as a
dependency on another live object. Thus, we will not assume that the machines running
the live object “know” about one another, or that their access to the protocol is some-
how coordinated. If the knowledge of the set of components executing the live object or
coordination of this sort are essential for the correct operation of the protocol, we will
capture this as a dependency of this live object on another live object – one that repre-
sents an instance of a membership protocol. If the live object internally needs to make
assumptions about connectivity, we will model this as a dependency on a membership
protocol with specific guarantees in terms of handling partitioning failures. Similarly,
we will not make any assumptions about the failure model. If the components running
the protocol depend on such assumptions, these assumptions will again be captured as
dependencies on other live objects that represent specific kinds of membership services
or that encapsulate failure detection, discovery, and similar infrastructure protocols.

By now, it will not come as a surprise to the reader that we do not assume live objects
to have replicated state. Thus, a live object could be an instance of a replicated state
machine protocol tolerant of Byzantine failures, where local states evolve synchronously
in a lock step manner, but it could also be an instance of a protocol where the local state
of protocol members is not synchronized in any way, an instance of a gossip protocol where these local states might be loosely synchronized, or an IP multicast channel, where no local state is kept.

Considering the generality of our definitions, the reader may worry that the model is not capable of expressing anything meaningful; after all, it is hard to express anything without making assumptions. Note, however, that in our approach, strong assumptions can indeed be expressed; assumptions about connectedness, synchrony, membership, failure models, state, and so on are not a built-in, core part of the basic model, but they could be expressed as dependencies on other live objects that represent protocols implementing the respective functionality. The given object is then defined as requiring those other objects for its correct operation, and its behavior in terms of failures, membership changes, partitioning events, and in various other such aspects, is then defined in terms of the patterns of events that the object exchanges with the objects it depends on.

This design is motivated by the desire to make our model flexible, and extend its applicability and benefits such as reusability and encapsulation as far towards the network and hardware as possible, to avoid imposing on the developers assumptions that might not fit their application scenarios. Also, it allows us to model aspects such as failure detection, network connectedness, membership, or synchrony using the same language, and the same behavioral type system.

To stress the fact that our model is designed to facilitate component integration and that it is designed to be used pervasively at all levels of application development, we adopt a somewhat radical perspective, in which the entire system, all applications and infrastructure, including low-level network services, such as failure detection, naming, membership, discovery, are live objects, typically expressed as compositions of, or connected to other, simpler objects. Accordingly, endpoints of a live object’s proxy will be connected to endpoints exposed by proxies of other live objects running on the same
Figure 2.2: Applications are composed of interconnected live objects. Objects are “connected” if endpoints of some pair of their proxies are connected. The connected objects can then affect one-another by having their proxies exchange events through these endpoints. A single object can be connected to many other objects. Here, a reliable multicast object $r$ is simultaneously connected to an unreliable multicast object $u$, a membership object $m$, and an application object $a$. The same object can be accessed by different machines in different ways. For example, membership object $m$ is used in two contexts: by the reliable multicast object $r$ (left), and by replicas of a membership service (right). The latter employs a replicated state machine $s$, which persists its state to replicas of a storage object $p$.

Node (Figure 2.2). When proxies of two different objects $X$ and $Y$ are connected through their endpoints on a certain node $Z$, we’ll say that $X$ and $Y$ are connected on $Z$. When two objects have proxies on overlapping sets of nodes, their respective proxies may connect and interact. We can think of the live objects as interacting through their proxies.

Example (a). Consider a distributed collaboration tool that uses reliable multicast to propagate updates between users (Figure 2.2). Let $a$ be an application object in this system that represents a collaboratively edited document. Proxies of $a$ have a graphical user interface, through which users can see the document and submit updates. Updates are disseminated to other users over a reliable multicast protocol, so that everyone can see the same contents. The system is designed in a modular way, so instead of linking the UI code with a proprietary multicast library, the document object $a$ defines a typed endpoint reliable channel client, with which its proxies can submit updates to a reliable multicast protocol (event send) and receive updates submitted by other proxies and propagated using multicast (event receive). Multicasting can then be implemented by a
separate object $r$, which has a matching endpoint *reliable channel*. Proxies of $a$ and $r$ on all nodes are connected through their matching endpoints. Similarly, object $r$ may be structured in a modular way: rather than being a single monolithic protocol, $r$ could internally use object $u$ for dissemination and object $m$ for membership tracking. Endpoints *unreliable channel* and *membership* serve as contracts between $r$ and its internal parts $u$ and $m$. Object $m$ is an example of an “infrastructure” object; it provides $r$ with a notion of a “group”, which $r$ uses internally to control its own configuration.

Figure 2.2 illustrates several features of our model. First, a pair of endpoints can be connected multiple times: there are multiple connections between different instances of the *reliable channel* endpoint of object $r$ and the *reliable channel client* endpoint of $a$, one connection on each node where $a$ runs. Since objects are distributed, so are the control and data flows that connect them. If different proxies of $r$ were to interact with proxies of $a$ in an uncoordinated manner, this might be an issue. To prevent this, each endpoint has a type, which constrains the patterns of events that can pass through different instances of the endpoint. These types could specify ordering, security, fault-tolerance or other properties. The live objects runtime will not permit connections between $a$ and $r$, unless their endpoint types declare the needed properties.

A single object could also define multiple endpoints. One case when this occurs is when the protocol involves different roles. For example, the membership object $m$ has two endpoints, for clients and for service replicas. The role of the proxy in the protocol depends on which endpoint is connected. In this sense, endpoints are like interfaces in object-oriented languages, giving access to a subset of the object’s functionality. Another similarity between endpoints and interfaces is that both serve as contracts and isolate the object’s implementation details from the applications using it. We also use multiple endpoints in object $r$, proxies of which require two kinds of external functionality: an unreliable multicast, and a membership service. Both are obligatory: $r$ cannot
be activated on a platform unless both endpoints can be connected.

Earlier, we commented that not all live objects replicate their state. We see the latter in the case of the persistent store \( p \). Its proxies present the same type of endpoint to the state machine \( s \), but each uses a different log file and has its own state.

Our model promotes reusability by isolating objects from other parts of the system via endpoints that represent strongly typed contracts. If an object relies upon external functionality, it defines a separate endpoint by which it gains access to that functionality, and specifies any assumptions about the entity it may be connected to by encoding them in the endpoint type. This allows substantial flexibility. For example, object \( u \) in our example could use IP multicast, an overlay, or BitTorrent, and as long as the endpoint that \( u \) exposes to \( r \) is the same, \( r \) should work correctly with all these implementations. Of course this is conditional upon the fact that the endpoint type describes all the relevant assumptions \( r \) makes about \( u \), and that \( u \) does implement all of the declared properties.

### 2.1.2 Defining Distributed Types

The preceding section introduced endpoint types, as a way to define contracts between objects. We now define them formally and give examples of how typing can be used to express reliability, security, fault-tolerance, and real time properties of objects.

Formally, the type \( \Theta \) of a live object is a tuple of the form \( \Theta = (E, C, C') \). \( E \) in this definition is a set of named endpoints, \( E = \{(n_1, \tau_1), (n_2, \tau_2), \ldots, (n_k, \tau_k)\} \), where \( n_i \) is the name and \( \tau_i \) is the type of the \( i \)th endpoint.

For example, if \( \Theta \) is the type of reliable multicast objects like object \( r \) in Figure 2.2, it may define three endpoints, \( E = \{e_r, e_u, e_m\} \), where \( e_r = \text{("reliable channel", } \tau_r) \) represents the reliable channel endpoint of type \( \tau_r \) exposed to application objects such as \( a \) on Figure 2.2, \( e_u = \text{("unreliable channel", } \tau_u) \) represents the unreliable channel endpoint of type \( \tau_u \) that needs to be connected to an unreliable multicast object such as \( u \) on
Figure 2.2, and finally, $e_m = ("membership", \tau_m)$ represents the membership endpoint of type $\tau_m$ that needs to be connected to a membership object such as $m$ on Figure 2.2.

$C$ and $C'$ represent sets of constraints describing security, reliability, and other characteristics of the object ($C$), and of its environment ($C'$). $C$ models constraints provided by the object, such as semantics of the protocol: guarantees that the object’s code delivers to other objects connected to it. $C'$ models constraints required, which are prerequisites for correct operation of the object’s code. Constraints can be described in any formalism that captures aspects of object and environment behavior in terms of endpoints and event patterns. Rather than trying to invent a new, powerful formalism that subsumes all the existing ones, we build on the concepts of aspect-oriented programming [174], and we define $C$ to be a finite function from some set $A$ of aspects to predicates in the corresponding formalisms. For example, constraints $C = \{(a_1, \phi_1), (a_2, \phi_2), \ldots, (a_m, \phi_m)\}$ would state that in formalism $a_1$ the object’s behavior satisfies formula $\phi_1$, and so on.

Examples of various practically useful formalisms and constraints that can be expressed in these formalisms are discussed in the following section.

Type $\tau$ of an endpoint is a tuple of the form $\tau = (I, O, C, C')$. $I$ is a set of incoming events that a proxy owning the endpoint can receive from some other proxy, $O$ is a set of outgoing events that the proxy can send over this endpoint, and $C$ and $C'$ represent constraints provided and required by this endpoint, defined similarly to constraints of the object, but expressed in terms of event patterns, not in terms of endpoints (for example, an endpoint could have an event of type time, and with a constraint that time advances monotonically in successive events). Each of the sets $I$ and $O$ is a collection of named events of the form $E = \{(n_1, \epsilon_1), (n_2, \epsilon_2), \ldots, (n_k, \epsilon_k)\}$, where $n_i$ is the name of the $i$th event and $\epsilon_j$ is its type.

For example, if $\tau_m$ is the type of a membership endpoint such as the one that $r$ exposes to $m$ in Figure 2.2, then $I$ might include event $m_v = ("membership view", \epsilon_v)$.
that proxies of $r$ may receive from proxies of $m$, and $O$ might include events $m_j = ("join group", e_j)$ and $m_l = ("leave group", e_l)$ that proxies of $r$ can send to proxies of $m$. The three types of events would constitute the interface between $r$ and $m$.

Event types can be value types of the underlying type system, such as .NET or Java primitive types and structures, or types described by WSDL [81], but not arbitrary object references or addresses in memory. We assume that events are serializable and can be transmitted across the network or process boundaries. As explained later, references to live objects are simply textual descriptions in a live object composition language, hence they are serializable, and can also be passed inside events. The subtyping relation on the event types is inherited from the underlying type system.

The purpose of creating endpoints is to connect them to other, matching endpoints, as described in Section 2.1.1 and illustrated on Figure 2.2. Connect is the only operation possible on endpoints. For endpoint types $\tau_1 = (I_1, O_1, C_1, C'_1)$ and $\tau_2 = (I_2, O_2, C_2, C'_2)$ we say that they match, denoted $\tau_1 \propto \tau_2$, when the following holds.

$$\tau_1 \propto \tau_2 \iff O_1 \leadsto I_2 \land O_2 \leadsto I_1 \land C_1 \Rightarrow C'_2 \land C_2 \Rightarrow C'_1 \quad (2.1)$$

The relation $\leadsto$ between two sets of named events expresses the fact that events from the first can be understood as events from the second. Formally, we write this as follows:

$$E \leadsto E' \iff \forall (n,e) \in E \exists (n,e') \in E' \quad e \ll e' \quad (2.2)$$

The operator $\ll$ on types of any kind represents the subtyping relation in this dissertation.

The types of events, and the corresponding subtyping relation, are inherited from the underlying object-oriented environment.

The relation $\Rightarrow$ between two sets of constraints expresses the fact that the constraints in the first set are no weaker than constraints in the second. Formally, we write this as:

$$C \Rightarrow C' \iff \forall (a,\phi) \in C' \exists (a,\phi') \in C \quad \phi \Rightarrow \phi' \quad (2.3)$$

Relation $\Rightarrow$ is simply a logical consequence in formalism $a$. 
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Intuitively, the definition of $\Rightarrow^*$ states that if $C'$ defines a constraint $\phi'$ defined in some formalism $a$, then $C$ must define a constraint $\phi$ that is no weaker than $\phi'$, also in formalism $a$. For example, if $C'$ defines some reliability constraint expressed in temporal logic, then $C$ must define an equivalent or stronger constraint, also in temporal logic, in order for $C \Rightarrow^* C'$ to hold.

The formal definition of $\tau_1 \propto \tau_2$ may be intuitively understood as imposing the following two conditions.

1. For each output event $n$ of type $\epsilon$ of either endpoint, its counterpart must have an input event with the same name $n$, and with a type $\epsilon'$ such that $\epsilon \prec \epsilon'$. This guarantees that if proxies of two live objects expose endpoints of type $\tau_1$ and $\tau_2$ and those endpoints are connected to one another, all events that originate in one of the proxies and are passed through its corresponding endpoint can be delivered through the other connected endpoint and correctly interpreted by the other proxy. This condition ensures that in a mechanical sense, communication between proxies connected by such endpoints is possible.

2. The provided constraints of each of the endpoints must imply (be no weaker than) the required constraints of the other. This ensures that the endpoints mutually satisfy each other’s requirements. This will be further explained below.

For an example of the second condition, consider an application object $a$ and a multicast channel object $m$ connected through a pair of endpoints, both of which have the same name and types $\tau$ and $\tau'$, accordingly. Assume that the two types $\tau, \tau'$ mechanically fit and define events through which proxies of $a$ can issue multicast requests to proxies of $m$, and through which proxies of $m$ can deliver multicast messages to proxies of $a$. Now, the type $\tau$ of $a$’s endpoint might include a required constraint stating that messages are delivered at most once and in FIFO order, and a provided constraint declaring that its multicast requests will have unique identifiers and that they will never be issued twice.
The type $\tau'$ of $m$'s endpoint might include a required constraint stating that multicast requests should have unique identifiers, and a provided constraint declaring that it will deliver messages at most once, but also at least once with probability 0.99, and in total order. The sets of constraints defined by $\tau$ and $\tau'$ are compatible: $a$ satisfies the unique identifier requirement, and $m$ provides the at most once and FIFO ordering semantics.

For a pair of endpoint types $\tau_1$ and $\tau_2$, the former is a subtype of the latter if it can be used in any context in which the latter can be used. Since the only possible operation on an endpoint is connecting it to another, matching one, the relation $\tau_1 \triangleleft \tau_2$ holds iff $\tau_1$ matches every endpoint that $\tau_2$ matches, i.e. $\tau_1 \triangleleft \tau_2 \Leftrightarrow \forall \tau \in \tau_2 (\exists \tau' \in \tau \triangleright \tau')$, which after expanding the definition of $\triangleleft$ can be formally expressed as follows:

$$\tau_1 \triangleleft \tau_2 \Leftrightarrow O_1 \leadsto O_2 \land I_1 \leadsto I_2 \land C_1 \triangleright C_2 \land C'_1 \triangleright C'_2 \quad (2.4)$$

Intuitively, $\tau_1 \triangleleft \tau_2$ if (a) $\tau_1$ defines no more output events and no fewer input events than $\tau_2$, (b) the types of output events of $\tau_1$ are subtypes and the types of input events of $\tau_1$ are supertypes of the corresponding events of $\tau_2$, and (c) the provided constraints of $\tau_1$ are no weaker and the required constraints of $\tau_1$ are no stronger than those of $\tau_2$.

Subtyping for live object types is defined in a similar manner. Type $\Theta_1$ is a subtype of $\Theta_2$, denoted $\Theta_1 \triangleleft \Theta_2$, when $\Theta_1$ can replace $\Theta_2$. Since the only thing that one can do with a live object is connect it to another object through its endpoints, this boils down to whether $\Theta_1$ defines all the endpoints that $\Theta_2$ defines, and whether the types of these endpoints are no less specific, and whether $\Theta_1$ guarantees no less and expects no more than $\Theta_2$. Formally, for two types $\Theta_1 = (E_1, C_1, C'_1)$ and $\Theta_2 = (E_2, C_2, C'_2)$, we define:

$$\Theta_1 \triangleleft \Theta_2 \Leftrightarrow E_1 \leq E_2 \land C_1 \triangleright C_2 \land C'_1 \triangleright C'_2 \quad (2.5)$$

Relation $\leq$ between sets of named endpoints used above is defined as follows:

$$E \leq E' \Leftrightarrow \forall (n, \tau) \in E', \exists (n, \tau) \in E \tau \triangleleft \tau' \quad (2.6)$$
The use of types in our platform is limited to checking whether the declared object contracts are compatible, to ensure that the use of objects corresponds to the developer’s intentions. The live objects platform performs the following checks at runtime:

1. When a reference to an object of type $\Theta$ is passed as a value of a parameter that is expected to be a reference to an object of type $\Theta'$, the platform verifies that $\Theta \triangleleft \Theta'$.

2. When an endpoint of type $\tau$ is to be connected to an endpoint of type $\tau'$, either programmatically or during the construction of composite objects, the platform verifies that the two endpoints are compatible i.e. that $\tau \simeq \tau'$.

Practical uses of endpoint matching and object subtyping relations in our platform are further discussed in Section 2.1.5.

We believe that in practice, this limited form of type safety is sufficient for most uses. For provable security, the runtime could be made to verify that live object’s code implements the declared type prior to execution. Techniques such as Proof-Carrying Code (PCC) [226], and domain-specific languages with limited expressive power such as our Properties Language [238], could facilitate this.

### 2.1.3 Constraint Formalisms

In this section, we discuss different formalisms that can be used to express constraints in the definitions of object and endpoint types. The details of concrete formalisms and their concrete syntax are beyond the scope of this dissertation, and are an ongoing work. Our objective in building the model was not to lock into a specific formalism, such as temporal logic, but rather to provide an environment in which different existing formalisms can be embedded. An example of how such specifications fit into the live object definitions in our platform can be found in Section 2.2.2. We discuss our progress and plans
for future refinement in more detail in Section 6. Here, we will focus on explaining what types of formalisms can be embedded in our model, and how constraints in those formalisms can be defined in terms of proxies, endpoints, and events.

The issue is subtle because on the one hand, a type system will not be very helpful if it has nothing to check, but on the other hand, there are a great variety of ways to specify protocol properties. It is not much of an exaggeration to suggest that every protocol of interest brings its own descriptive formalism to the table. As noted earlier, many prior systems have effectively selected a single formalism, perhaps by defining types through inheritance. Yet when we consider protocols that might include time-critical multicast, IPTV, atomic broadcast, Byzantine agreement, transactions, secure key replication, and many others, it becomes clear that no existing formalism could possibly cover the full range of options; hence the need for extensibility. Our goal is to provide a framework, in which users can define custom formalisms, and then use those to annotate their objects.

As noted in Section 6, defining an ontology for formalisms is a future work at this point, but the general structure and an initial starting point at this stage is the following: the “mechanical” part of an object or endpoint type that lists the endpoints and events, along with their names, provides the basic structure. A constructed predicate that represents an endpoint or object constraint and that captures a certain aspect of behavior is then expressed in terms of this structure. A predicate can thus talk about endpoints being connected or not, it can talk about the occurrence of events flowing through specific endpoints, and although it cannot refer to specific instances of any given endpoint, it can potentially refer to the set of all instances of an endpoint, and express conditions such as “everywhere” (in all endpoint instances) or “somewhere” (in some of the endpoint instances), which correspond to general and existential quantifiers, as well as potentially to different notions of time, such as a global time, causality etc. This is perhaps best explained through examples.
For example, one formalism popular in the systems literature and possible to embed cleanly in our model is temporal logic [141, 79]. Here, we assume a global time and a set of locations, and a function that maps from time to events that occur at those locations. In the context of endpoint constraints, we can think of instances of the particular endpoint as the equivalent of “locations” or “nodes” in temporal logic formulas, and the endpoint’s incoming and outgoing events, and the explicit connect and disconnect events assumed by our model, as the “events” of the temporal logic. Constraints are then expressed as formulas over these events, identifying the legal event sequences within the (infinite) set of system histories.

Example (b). Consider the reliable channel endpoint, exposed by the reliable channel \( r \) in the example in Section 2.1.1. The endpoint’s type might define one incoming event \( \text{send}(m) \) and one outgoing event \( \text{receive}(m) \), parameterized by message body \( m \). Constraints provided by the channel object \( r \) might include a temporal logic formula, which states that if event \( \text{receive}(m) \) is delivered by \( r \) through some of the instances of the endpoint sooner than \( \text{receive}(m') \), then for any other instance of the endpoint, if both events are delivered, they are delivered in the same sequence.

Note how the formulas in this example have been constructed. They are built upon the following kinds of basic elements and patterns:

- event \( P \) occurs at . . . instance of endpoint \( Q \)
- . . . some of the instances of endpoint \( Q \) . . .
- . . . all of the instances of endpoint \( Q \) . . .
- . . . precedes . . . at . . . instance of endpoint \( Q \)
- if . . . then . . .

Note how each of these only refers to endpoints, occurrences of events at given endpoints, time and causality, and refers to the individual instances of endpoints either anonymously via an existential quantifier, or as a group via a general quantifier.
Readers familiar with group communication [40, 76] might wonder how to make the notion of *all instances of an endpoint* more rigorous. Indeed, the general quantifier refers to all instances of a given endpoint that might exist on any node in the network at any point in time, including the nodes running the object now, nodes that existed in the past, or nodes that will join the protocol and create a proxy and an instance of the endpoint in the future. Reliability properties, however, are usually expressed in terms of finite membership views with a fixed list of nodes. These views form a sequence, and new views are generated as nodes join or leave the protocol.

We have previously stated in Section 2.1.1 that to make the system flexible and extensible, we chose to not make strong assumptions about synchrony, failure models, or membership a part of the core model, but rather express them as dependencies on other live objects. An example of this was shown on Figure 2.2: there, the reliable multicast object $r$ was connected to the membership object $m$. Proxies of $r$ interacted through $m$ with the membership service, registered as members of the group by passing events to proxies of $m$, and received membership views through their endpoints.

In order to express dependency on membership, the designer of the multicast object $r$ will simply define a membership endpoint, and specify the requirements and guarantees made by the membership service as constraints on the endpoint type. The developer will then specify constraints on the occurrences of events between the communication and membership endpoints to express virtually synchronous semantics, much in the same way it is done in group communication specifications [79].

In the context of Example (b), the developer could thus define a constraint stating that if an event $\text{send}(m)$ occurs after event $\text{view}(k, s)$, but not after $\text{view}(k + 1, s')$ at any endpoint instance, then event $\text{receive}(m)$ cannot occur at any endpoint instance before $\text{view}(k, s)$, or after $\text{view}(k + 1, s')$. If the membership endpoint defines the appropriate conditions for events $\text{view}(k, s)$ to form a notion of a group, for example as in [79], then
this condition effectively constrains delivery of each message to a certain fixed and well
defined set of participants. Note that this sort of a constraint still uses the same small
number of elements and patterns introduced in the example; the only difference is that
the condition now involves events on two types of endpoints. One can thus still express
rigorous notions such as “group” in this model despite its apparent simplicity. Seman-
tics in the presence of failures, partitioning, connectedness, and similar aspects can be
captured in a similar way, through constraints that link events between two or more end-
points, one of which is an “infrastructure” endpoint that connects proxies of the object to
proxies of an external membership, failure detector, or some other infrastructure object.

One issue with behavioral typing in general is the incompleteness of specifications,
in a purely formal sense. Example (b) illustrates a safety property of a type for which
temporal logic is especially convenient. In prior work [79], temporal logic has been used
to specify a range of properties of reliable multicast protocols. However, the FLP im-
possibility result establishes that these protocols cannot guarantee liveness in traditional
networks. Thus, while we can express liveness constraint in such a logic, no protocol
could achieve it. In effect, one may question the usefulness of such a protocol type in
real systems. We come back to this issue in Section 6.

Temporal logic is just one of many useful formalisms. Real-time and performance
guarantees are conveniently expressed as probabilistic guarantees on event occurrences,
e.g., in terms of predicates such as “at least $p$ percent of the time, $\text{receive}(m)$ occurs at
all endpoint instances at most $t$ seconds following $\text{send}(m)$,” or “at least $p$ percent of the
time, $\text{receive}(m)$ occurs at all different endpoint instances in a time window of at most
$t$ seconds”. Note that these predicates are still confined to the basic structure laid out
earlier, and talk about event occurrences at different endpoint instances using existential
or general quantifiers, and only augmenting it with the probability of occurrence and the
temporal distances between events at specific locations.
Yet another useful formalism would be a version of temporal logic that talks about the number of endpoint instances in time. For example, constraints of the sort “at most one instance of the publisher endpoint may be connected at any given time” could describe single-writer semantics and other similar assumptions made by the protocol designer. Constraints of this sort could also express various fault-tolerance properties, e.g., define the minimum number of proxies to maintain a certain replication level, etc. Again, the shape of these constraints again follows the basic pattern, this time augmenting the quantifiers with patterns such as “at most \( k \) endpoint instances” or “at least \( k \) endpoint instances”. Again, if these need to be made more rigorous and need to refer to numbers of endpoint instances within specific membership views, one can easily achieve that by defining such constraints in terms of events on endpoints connected to membership or other infrastructure objects.

In our work on a security architecture, still underway, we are looking into using a variant of BAN logic [57] to define security properties provided by live objects or expected from their environment. It seems that the structure laid out above, with endpoints, events, different kinds of quantification, defining events across two or more endpoints, and perhaps the use of time and causality, could be carried over to this setting as well.

In general, with formalisms like those listed above, type checking might involve a theorem prover, and hence may not always be practical. In practice, however, the majority of object and endpoint types would choose from a relatively small set of standard constraints, such as best-effort, virtually-synchronous, transactional, or atomic dissemination, total ordering of events, etc. Predicates that represent common constraints could be indexed, and stored as macros in a standard library of such predicates, and the object and endpoint types could simply refer to such macros. The runtime would then be able to perform type checking by comparing such lists, using cached “known” facts, for example that a virtually synchronous channel is also best-effort and ordered.
One might wonder why we do not simply compile a list of reliability, security, properties, and list all properties that a protocol satisfies. Following this idea, a virtually synchronous reliable multicast protocol would list *best effort* and *FIFO* among the many guarantees it provides. The reason for the more general definition is the desire to support new types of protocols, new types of guarantees, and indeed, even new types of formalisms, thus making the model extensible.

By taking advantage of late binding and reflection, features of .NET and Java platforms, it is easy to make these mechanisms extensible in a “plug and play” manner. We’ll describe the way this is achieved in our platform in Section 2.2.2.

### 2.1.4 Language and Type System Embeddings

Our model has a good fit with modern object-oriented programming languages. There are two aspects of this embedding. On one hand, live object code can be written in a language like Java and C#, as shown in Section 2.2.2. On the other hand, live objects, proxies, endpoints, and connections between them are first-class entities that can be used within C# or Java code. The types that the runtime associates with these entities are based upon and extend the set of types in the underlying managed runtime environment. In this section, we’ll discuss each of the new programming language entities we introduce. An example of their use is shown in Code 2.1.

**A. References to Live Objects.** Operations that can be performed on these references include reflection (inspecting the referenced object’s type), casting, and dereferencing (the example uses are shown in Code 2.1, in lines 03, 05, and 06 accordingly). Dereferencing results in the local runtime launching a new proxy of the referenced object (recall from Section 2.1.1 that references include complete instructions for how to do this). The proxy starts executing immediately, but its endpoints are disconnected. A reference to the new proxy is returned to the caller (in our example it is assigned to a...
/* This is an example code of a handler for a proxy’s incoming event. The event in this example is carrying a reference to some other live object. */

void ReceiveObject(ref<liveobject> ref_object)
{
    /* We can use reflection to inspect the referenced object’s type at runtime, e.g., to make decisions based on reliability or security properties or needs. */
    if (referenced_type(ref_object) is SharedFolder)
    {
        /* Casting provides access to the desired set of endpoints. */
        ref<SharedFolder> ref_folder := (ref<SharedFolder>) ref_object;
        /* Dereferencing a reference creates a local proxy, which immediately starts executing. At this point, custom wrappers might also be instantiated. */
        SharedFolder folder := dereference(ref_folder);
        /* Communication with the proxy is only possible by connecting to one of its endpoints. We request the desired endpoint, by specifying its name. The exact type of the endpoint is pre-determined by the proxy’s class. */
        external<FolderClient> folder_ep := endpoint(folder, "folder");
        /* Unlike interfaces, endpoints do not expose methods; to communicate via the proxy’s endpoint, we need to create a matching private endpoint. */
        internal<FolderClient> my_ep := new_endpoint<FolderClient>();
        /* Here would be code that registers handlers for any incoming events that may arrive from the proxy through the newly created endpoint. */
        my_ep.AddedElement += ...;
        /* After connecting, events start to flow in both directions, and callbacks on both sides of the connection are invoked to notify the communicating parties that the connection has been established. */
        connection my_connection := connect(folder_ep, my_ep);
        /* The remaining code would store the connection reference for the duration of the session. Disposing the reference would terminate the connection. */
        ...
    }
}

Code 2.1: A live object event handler code in a C#-like language. We use a simplified syntax for legibility. Here, “ReceiveObject” is a handler of an incoming event of a live object proxy. The event is parameterized by a live object reference “ref_object”. If the reference is to a shared folder, the code launches a new proxy to connect to the folder’s protocol and attaches a handler to event “AddedElement” generated by this protocol, in order to monitor this folder’s contents.
local variable \textit{folder}). This reference controls the proxy’s lifetime. When it is discarded and garbage collected, the runtime disconnects all of the proxy’s endpoints and terminates it. To prevent this from happening, in our example code we must store the proxy reference before exiting (we would do so in line 11).

Whereas a proxy must have a reference to it to remain active, a reference to a live object is just a pointer to a “recipe” for constructing a proxy for that object, and can be discarded at any time.

An important property of object references is that they are serializable, and may be passed across the network or process boundaries between proxies of the same or even different live objects, as well as stored on in a file, etc. The reference can be dereferenced anywhere in the network, always producing a functionally equivalent proxy - assuming, of course, that the node on which this occurs is capable of running the proxy. In an ideal world, the environmental constraints would permit us to determine whether a proxy actually can be instantiated in a given setting, but the world is obviously not ideal. Determining whether a live object can be dereferenced in a given setting, without actually doing so, is probably not possible.

The types of live object references are based on the types of live objects, which we will define formally below. To avoid ambiguity, if $\Theta$ is a live object type, and $x$ is a reference to an object of type $\Theta$, we will write $\text{ref}<\Theta>$ to refer to the type of entity $x$.

The semantics of casting live object references is similar to that for regular objects. Recall that if a regular reference of type $IFoo$ points to an object that implement $IBar$, we can cast the reference to $IBar$ even if $IFoo$ is not a subtype of $IBar$, and while as a result the type of the reference will change, the actual referenced object will not. In a similar manner, casting a live object reference of type $\text{ref}<\Theta>$ to some $\text{ref}<\Theta'>$ produces a reference that has a different type, and yet dereferencing either of these references, the original one or the one obtained by casting, result in the local runtime creating the same
proxy, running the same code, with the same endpoints. A reference can be cast to \texttt{ref<\Theta> \texttt{without causing exception at runtime as long as the actual type of the live object constructed by this reference is a subtype of} \Theta.}

**B. References to Proxies.** The type of a proxy reference is simply the type of the object it runs, i.e. if the object is of type \Theta, references to its proxies are of type \Theta. Proxy references can be type cast just like live object references. One difference between the two constructs is that proxy references are local and cannot be serialized, sent, or stored. Another difference is that they have the notion of a lifetime, and can be disposed or garbage collected. Discarding a proxy reference destroys the locally running proxy, as explained earlier, and is like assigning \texttt{null} to a regular object reference in a language like Java. The live object is not actually destroyed, since other proxies may still be running, but if all proxy references are discarded (and proxies destroyed), the protocol ceases to run, as if it were automatically garbage collected.

Besides disposing, the only operation that can be performed on a proxy reference is accessing the proxy endpoints for the purpose of connecting to the proxy. An example of this is seen in line 07, where the proxy of the shared folder object is requested to return a reference to its local instance of the endpoint named “folder”.

**C. References to Endpoint Instances.** There are two types of references to endpoint instances, \textit{external} and \textit{internal}. An external endpoint reference is obtained by enumerating endpoints of a proxy through the proxy reference, as shown in line 07. The only operation that can be performed with an external reference is to connect it to a single other, matching endpoint (line 10). After connecting successfully, the runtime returns a connection reference that controls the connection’s lifetime. If this reference is disposed, the two connected endpoints are disconnected, and the proxies that own both endpoints are notified by sending explicit \textit{disconnect} events.

An internal endpoint reference is returned when a new endpoint is programmatically
created using operator \textit{new} (line 08). This is typically done in the constructor code of a proxy. Each proxy must create an instance of each of the object’s endpoints in order to be able to communicate with its environment. The proxy stores the internal references of each of its endpoints for private use, and provides external references to the external code per request, when its endpoints are being enumerated. Internal references are also created when a proxy needs to dynamically create a new endpoint, e.g., to interact with a proxy of some subordinate object that it has dynamically instantiated.

An internal reference is a subtype of an external reference. Besides connecting it to other endpoints, it also provides a “portal” through which a proxy that created it can send or receive events to other connected proxies. Sending is done simply by method calls, and receiving by registering event callbacks (line 09).

An important difference between external and internal endpoint references is that the former could be serialized, passed across the network and process boundaries, and then connected to a matching endpoint in the target location. The runtime can implement this e.g., by establishing a TCP connection to pass events back and forth between proxies communicating this way. This is possible because events are serializable.

Internal endpoint references are not serializable. This is crucial, for it provides isolation. Since any interaction between objects must pass through endpoints, and events exchanged over endpoints must be serializable, this ensures that an internal endpoint reference created by a proxy cannot be passed to other objects or even to other proxies of the same object. Only the proxy that created an endpoint has access to its “portal” functionality of an endpoint, and can send or receive events with it.

\textbf{D. References to Connections.} Connection references control the lifetime of connections. Besides disposing, the only functionality they offer is to register callbacks, to be invoked upon disconnection. These references are not strongly typed. They may be created either programmatically (as in line 10 in Code 2.1), or by the runtime during the
construction of a composite proxy. The latter is discussed in detail in Section 2.1.5.

E. **Template Object References.** Template references are similar to generics in C# or templates in C++. Templates are parameterized descriptions of proxies; when dereferencing them, their parameters must be assigned values. Template types do not support subtyping, i.e., references of template types cannot be cast or assigned to references of other types. The only operation allowed on such references is conversion to non-template references by assigning their parameters, as described in Section 2.1.5.

Template object references can be parameterized by other types and by values. The types used as parameters can be object, endpoint, or event types. Values used as parameters must be of serializable types, just like events, but otherwise can be anything, including `string` and `int` values, live object references, external endpoint references, etc.

**Example (c).** A channel object template can be parameterized by the type of messages that can be transmitted over the channel. Hence, one can, e.g., define a template of a reliable multicast stream and instantiate it to a reliable multicast stream of video frames. Similarly, one can define a template dissemination protocol based on IP multicast and parameterize it by the actual IP multicast address to use. A template shared folder containing live objects could be parameterized by the type of objects that can be stored in the folder and the reference to the replication object it uses internally.

F. **Casting Operator Extensions.** This is a programmable reflection mechanism. Recall that in C# and C++, one can often cast values to types they do not derive from. For example, one can assign an integer value to a floating-point type. Conversion code is then automatically generated by the runtime, and injected into this assignment. One can define custom casting operators for the runtime to use in such situations. Our model also supports this feature. If an external endpoint or an object reference is cast to a mismatching reference type, the runtime can try to generate a suitable wrapper, provided that such wrapper is available. Currently, the use of this feature in our system is very
limited; we’ll comment on this further.

**Example (d).** Consider an application designed to use encrypted communication. The application has a user interface object \( u \) exposing a *channel* endpoint, which it would like to connect to a matching endpoint of an encrypted channel object. But, suppose that the application has a reference to a channel object \( c \) that is not encrypted, and that exposes a *channel* endpoint of type lacking the required security constraints. When the application tries to connect the endpoints of \( u \) and \( c \), normally the operation would fail with a type mismatch exception. However, if the channel endpoint of \( c \) can be made compatible with the endpoint of \( u \) by injecting encryption code into the connection, the compiler or the runtime might generate such wrapper code instead. Notice that proxies for this wrapper would run on all nodes where the channel proxy runs, and hence could implement fairly sophisticated functionality. In particular, they could implement an algorithm for secure group key replication. In effect, we are able to wrap the entire distributed object: an elegant example of the power of the model. ■

The same can be done for object references. While casting a reference, the runtime may return a description of a composite reference that consists of the old proxy code, plus the extra wrapper, to run side by side (we discuss composite references in Section 2.1.5). In addition to encryption or decryption, this technique could be used to automatically inject buffering code, code that translates between “push” and “pull” interface, code that persists or orders events, automatically converts event data types, and so on.

Currently, our platform uses casting only to address certain kinds of binary incompatibilities, as explained in Section 2.2.2, but it is possible to extend the platform to support more sophisticated uses of casting, such as in the example above, and define rules for choosing among the available casting operators when more that one is found.
2.1.5 Construction and Composition

As noted in Section 2.1.4, a live object “exists” if references to it exist, and it “runs” if any proxies constructed from these references are active. Creating new objects thus boils down to creating references, which are then passed around and dereferenced to create running applications. Object references are hierarchical: references to complex objects are constructed from references to simpler objects, plus logic to “glue” them together. The construction can use four patterns, for constructing composite, external, parameterized, and primitive objects. We shall now discuss these, illustrating them with an example object reference that uses each of these patterns, shown in Code 2.2.

A. Composite References. A composite object consists of multiple “internal” objects, running side by side. When such an object is instantiated, the proxies of the internal objects run on the same nodes (like objects \( r \) and \( u \) in Figure 2.2). A composite proxy thus consists of multiple embedded proxies, one for each of the internal objects. A composite reference contains embedded references for each of the internal proxies, plus the logic that glues them together. In the example reference shown in lines 05 to 18 in Code 2.2, there is a separate section “component name : reference” for each of the embedded objects, specifying its internal name and reference. This is followed by a section of the form “connection endpoint1 endpoint2”, for each internal connection. Finally, for every endpoint of some embedded internal object that is to be exposed by the composite object as its own, there is a separate section “export endpoint”.

This would be a good moment to illustrate the use of formalisms discussed in Section 2.1.2. Recall that connecting a pair of endpoints of types \( \tau \) and \( \tau' \) is only legal if \( \tau \propto \tau' \). Accordingly, a composite reference containing sections of the form “connection endpoint1 endpoint2” is only legal if the types of endpoint1 and endpoint2 match. These types can be determined based on the types of the corresponding objects, which can be either read directly off the reference, or deduced. In the live objects platform, the type
/* an object based on a parameterized template */
parameterized object

/* a template for label that can be collaboratively edited */
using template primitive object 0x3
{
  parameter “Channel” :
    /* a complex object built from multiple component objects */
    composite object
    {
      component “DisseminationObject” :
        external object “MyChannel” as Channel
          /* parameters ‘‘Identifier’’ and ‘‘Channel’’ represent standard types */
          from external object “QuickSilver” as Folder<Identifier, Channel>
            /* the standard, built-in, locally configured ‘‘registry’’ object */
            from primitive object 0x2
      component “ReliabilityObject” :
        /* specification of some loss recovery object, omitted for brevity */
        ...
          /* an internal connection between a pair of component endpoints */
          connection
          endpoint “UnreliableChannel” of “DisseminationObject”
          endpoint “UnreliableChannel” of “ReliabilityObject”
            /* endpoints of the components to be exposed by the composite object */
          export
          endpoint “ReliableChannel” of “ReliabilityObject”
    }
}

Code 2.2: An object reference using a shared document template. The template is parameterized by a reliable communication channel. The channel is composed of a dissemination object and a reliability object, connected to each other via their “UnreliableChannel” endpoints, much like objects r and u in Figure 2.2. The “ReliableChannel” endpoint of the reliability object is exposed by the composite object. The dissemination object reference is to be found as an object named “MyChannel” of type “Channel” in an online directory. The reference to the repository is retrieved, as an object named “QuickSilver” of type “Folder” containing channels, in yet another online repository, which is a standard object (the local registry object).
Figure 2.3: A class diagram and a proxy structure of a composite object. When constructing a proxy of a composite object, the runtime automatically constructs the proxies of all embedded objects, establishes connections between them, and stores all references for the embedded proxies and connections inside of a composite proxy. All embedded entities are garbage collected with the composite proxy. The composite proxy can expose some of the embedded proxy endpoints as its own.

check is performed statically, as well as dynamically. A static check is performed when the developer composes objects in a visual designer. A dynamic check is performed when a composite reference is dereferenced to create a proxy, or when two endpoints are connected programatically.

When a proxy is constructed from a composite reference, the references to any internal proxies and connections are kept by the composite proxy, and discarded when the composite proxy is disposed of (Figure 2.3). The lifetimes of all internal proxies are thus connected to the lifetime of the composite. Embedded objects and their proxies thus play the role analogous to member fields of a regular object.

B. External References. An external reference is one that has not been embedded and must be downloaded from somewhere. It is of the form “external object name as type from reference”, where reference is a reference to the live object that represents an access protocol for some online repository containing live object references, and name is the name of the object, the reference to which is to be retrieved from this repository. The type $\Theta$ of the retrieved object is expected to be a subtype of type, and the type of the external reference is $\text{ref}<\text{type}>$. One example of such a reference is shown in lines 08 to 10, and another (embedded in the first one) in lines 09 to 10.

The repository access protocol could be any object of type $\Theta <\text{folder}$, where type
folder is a built-in type of objects with a simple dictionary-like interface. Objects of this type have an endpoint with input event \textit{get}(n) and with output events \textit{item}(n, r) and \textit{missing}(n). The condition \(\Theta \triangleleft \text{folder}\) is another example of a type check that is performed statically, when an external reference is composed in a visual designer, as well as dynamically, when the runtime attempts to create a proxy of a protocol that will be used to download the missing information from the repository.

To retrieve an external reference, the runtime creates a repository access protocol proxy from the embedded reference, runs it, connects to its folder endpoint, submits the \textit{get} event, and awaits response. Once the response arrives, the repository protocol proxy can be immediately discarded (or cached for future use). The reference retrieved from the repository is then type-checked against the type parameter in the \textit{as type} clause. Its type \text{ref}<\Theta> must be such that \(\Theta \triangleleft \text{type}\).

The \textit{as type} clause allows the runtime to statically determine the type of the reference without having to engage in any protocol, which in turn enables static type checks at design time. In case of composite, parameterized, or primitive references, the runtime can derive the type right from the description, and this additional annotation is not needed. The \textit{as type} clause can still be used in the other categories of references, however, as a form of an explicit type cast, e.g., to “hide” some of the object’s endpoints.

The types in the reference (such as \textit{Channel} in line 08 or \textit{Folder<Id, Channel>“} in line 09) could either refer to the standard, built-in types, or they could be described explicitly using a language based on the formalisms in Section 2.1.2. To keep our example simple, we assume that all types are built-in, and we refer to them by names.

\textbf{C. Parameterized References.} These references are based on template objects introduced in Section 2.1.4. They include a section \textit{using template reference}, where reference is an embedded template object reference, and a list of assignments to parameter values, each in a separate section of the form \textit{parameter name : argument},
where the argument could be a type description or a primitive value, e.g., an embedded object reference. For example, the reference in Code 2.2 is parameterized with a single parameter, Channel. The type of the parameter need not be explicitly specified, for it is determined by the template. In our example, the template expects a live object reference to a reliable communication channel. The specific reference used here to instantiate this template is the composite reference in lines 05 to 18.

Parameterized references are yet another example of a scenario that involves type checking. Whether we are dealing with a type parameter, or a value parameter that represents a live object or an endpoint reference, the runtime statically and dynamically checks that the type of the entity passed as a value of a given parameter is a subtype of the parameter type deduced from the embedded definition of the parameterized object.

D. Primitive References. The types of references mentioned so far provide means for recursively constructing complex objects from simple ones, but the recursion needs to terminate somewhere. Hence, the runtime provides a certain number of built-in protocols that can be selected by a “known” 128-bit identifier (lines 02 and 10 in Code 2.2). Of course even a 128-bit namespace is not infinite, and many implementations of the live objects runtime could exist, each offering different built-in protocols. To avoid chaos, we reserve primitive references only for objects that either cannot be referenced using other methods, or where doing so would be too inefficient. We will discuss two such objects: the library template and the registry object.

D1. Library. A library is an object of type folder, representing a binary containing executable code, from which one can retrieve references to live objects implemented by the binary. The library template is parameterized by URL of the location where the binary is located (see Code 2.3, lines 02 to 06). The binary can be in any of the known formats that allow the runtime to locate proxy code, object and type definitions in it, either via reflection, or by using an attached manifest (we show one example of this in
Code 2.3: An example live object reference for a custom protocol. The protocol is implemented in a library downloadable from http://www.mystuff.com/mylibrary.dll. Objects running this protocol are of type “MyType1”, and can be found in the library under name “MyProtocol1”. The library template provides the folder abstraction introduced in Section 2.1.5.

Section 2.1.2). After a proxy of a library is created, the proxy downloads the binary and loads it. When an object reference retrieved from a library is dereferenced, the library locates the corresponding constructor in the binary, and invokes it to create the proxy.

**D2. Registry.** The registry object is again a live object of type *folder*, i.e. a mapping of names to object references. The registry references are stored locally on each node, can be edited by the user, and in general, the mapping on each node may be different. Proxies of the registry respond to *get* requests by returning the locally stored references.

The registry enables construction of complex “heterogeneous” objects that can use different internal objects in different parts of the network, as follows.

**Example (e).** Consider a multicast protocol constructed in the following manner: there are two LANs, each running a local IP multicast based protocol to locally disseminate messages: local multicast objects \(x\) and \(y\) (Figure 2.4). A pair of dedicated machines on these LANs also run proxies of a tunneling object \(t\), connected to proxies of \(x\) and \(y\). Object \(t\) acts as a “repeater”, i.e. it copies messages between \(x\) and \(y\), so that proxies running both of these protocols receive the same messages. Now, consider an application object \(a\), deployed on nodes in both LANs, and having some of its proxies...
Figure 2.4: An example of a hybrid live object. The hybrid multicast object \( m \) is constructed from two local protocols \( x, y \) that disseminate data in two different regions of the network, e.g., two LANs, combined using a tunnel object \( t \) that acts as a repeater and forwards messages across the two LANs. Different proxies of the composite object \( m \), running on different nodes, are configured differently. Some use an embedded proxy of object \( x \), while others use an embedded proxy of object \( y \).

Code 2.4: A portable reference to the hybrid object of Figure 2.4. The use of registry allows for hiding the local configuration details by adding a level of indirection.

The reader might be concerned that the portability of live objects is threatened by use
Code 2.5: An example of a correct use of the “registry” pattern. The registry object in this example is a locally configured multicast platform, which could then be used by external references like the one in Code 2.4. Here, the local instance of the communication platform is configured with the address of a node that controls a region of the Internet, from which other objects can be bootstrapped.

of the registry. References that involve registry now rely on all nodes having properly configured registry entries. For this reason, we use the registry sparingly, just to bootstrap the basic infrastructure. Objects placed in the registry would represent the entire products, e.g., “the communication infrastructure developed by company XYZ”, and would expose the folder abstraction introduce earlier, whereby specific infrastructure objects can be loaded. An example of such proper use is shown in Code 2.5.

2.1.6 Deployment Considerations

As mentioned before, object references are serializable and portable, hence “deploying” an object is as simple as disseminating its reference over the network. In Section 2.2, we explain how one can do so via a drag and drop interface.

In general, we want to think of a system as composed entirely of live objects. Thus, live object references would be stored inside, and used by, other live objects. Any live
Figure 2.5: A live object dynamically controlling its own deployment. Objects may be able to dynamically create their own proxies, and control the lifetime of those proxies, by interacting with a “platform” object. The “platform” could expose a “hosting” endpoint that will be available to the proxies of objects “hosted” by the platform. Proxies could use this endpoint to request the instantiation of new proxies on other machines, or removing existing proxies. Objects could thus autonomously migrate between physical nodes, and “live in the network” in a fairly literal sense.

object that has a state, e.g., one based on a replicated state machine, a totally ordered reliable multicast protocol with state transfer such as virtual synchrony, etc., can keep serialized references to other objects as a part of that state. In Section 2.1.4, we also showed an example how live object code may dynamically instantiate proxies of other objects and connect to them. Hence, a live object that has state can also dynamically create and connect to other live objects, much in the same way as ordinary objects can create other objects, store them in their private member fields, or invoke their methods.

Not only can live objects dynamically spawn other objects, but they can also control their own deployment. To see this, consider a “platform” object \( p \) that runs on some set of nodes (Figure 2.5), and has a replicated internal state, in which it keeps references to various “hosted” objects and the sets of nodes on which they are to be deployed. The platform object \( p \) exposes a “hosting” endpoint, through which one could request a new proxy of some application object \( o \) to be deployed on some of the nodes on which \( p \) runs. In response to such request, \( p \) would update its replicated state, and the proxy of \( p \) running in the target location would spawn a proxy of \( o \) and maintain a reference to that proxy, thereby controlling this proxy’s lifetime.

Suppose that \( p \) exposes the “hosting” endpoint to hosted object \( o \), which can there-
fore issue its own hosting requests. Object $o$ could now autonomously “migrate” between nodes as needed. For example, if $o$ is a fault-tolerant backup object powered by some replication protocol, $o$ can try to deploy its replicas on nodes that are using it frequently, or in proximity of such nodes, as well as control its replication level, and dynamically migrate out of nodes with flaky network interfaces, low on power, etc. In effect, live objects can create and store references to other objects, instantiate other objects and interact with them, and even autonomously “migrate” between nodes.

Although clearly useful, this capability also points to a potential security issue associated with the live objects framework, for it enables viral propagation by malfunctioning. or deliberately malicious objects. To prevent the abuse of this mechanism, in future large-scale deployments one would need a form of distributed resource control.

### 2.2 Prototype Implementation

Our implementation of the live object runtime runs on Microsoft Windows with .NET Framework 2.0. The system has two major components: an embedding of live objects into Windows drag and drop technologies, discussed here, and embedding of the new language constructs into .NET, discussed in Section 2.2.2.

#### 2.2.1 OS Embedding via Drag and Drop

Our drag and drop embedding is visually similar to Croquet [272, 273], and mimics that employed in Windows Forms, tools such as Visual Studio (or similar ones for Java), and in the Object Linking and Embedding (OLE), XAML, and ActiveX standards used in Microsoft Windows to support creation of compound documents with embedded images, spreadsheets, drawings in vector graphic, etc. The primary goal is to enable non-programmers to create live collaboration applications, live documents, and business ap-
Applications that have complex, hierarchical structures and non-trivial internal logic, just by dragging visual components and content created by others from toolbars, folders, and other documents, into new documents or design sheets.

Our hope is that a developer who understands how to create a web page, and understands how to use databases and spreadsheets as part of their professional activities, would use live objects to glue together these kinds of components, sensors capturing real-world data, and other kinds of information to create content-rich applications, which can then be shared by emailing them to friends, placing them in a shared repository, or embedding them into standard productivity applications.

Live object references are much like other kinds of visual components that can be dragged and dropped. References are serialized into XML, and stored in files with a “liveobject” extension. These files can easily be moved about. Thus, when we talk about emailing a live application, once can understand this to involve embedding a serialized object reference into an HTML email. On arrival, the object can be activated in place. This involves deserializing the reference (potentially running online repository access protocols to retrieve some of its parts), followed by analysis of the object’s type. If the object is recognized as a user interface object, its proxy is then created and activated.

Live objects can also be used directly from the desktop browser interface. We configured the Windows shell to interpret actions such as double-click on “liveobject” files by passing the XML content of the file to the live objects runtime, which processes it as described above. Note that although our discussion has focused on GUI objects, the system also supports services that lack user interfaces.

We have created a number of live object templates based on reliable multicast protocols, including 2-dimensional and 3-dimensional desktops, text notes, video streams, live maps, and 3-dimensional objects such as airplanes and buildings. These can be mashed up to create live applications such as the ones on Figure 2.6.
Figure 2.6: Screenshots of the live objects platform in action. The 3-dimensional spatial desktop, the area map embedded in this space, as well as each of the airplanes and buildings (left) are all separate live objects, with their own embedded multicast channels. Similarly, the green desktop and all text notes and images embedded in it are independent live objects. Each of the objects could be accessed from any location on the network, and separately embedded in other objects to create various web-style mashups, collaborative editors, online multiplayer games, and so on. Users create these by simply dragging objects into one another.

Although the images in Figure 2.6 are evocative of multi-user role-playing systems such as Second Life (SL) [189], live objects differ in important ways. In particular, live objects can run directly on client nodes, in a peer-to-peer fashion. In contrast, systems such as SL are tightly coupled to the data centers on which the content resides and is updated in a centralized manner. In SL, the state of the system lives in that data center. Live objects keep state replicated among users. When a new proxy joins, it must obtain some form of a checkpoint to initialize itself, or starts in a “null” state.

As noted earlier, live objects support drag and drop. The runtime initiates a drag by creating an XML to represent the dragged object’s reference, and placing it in a clipboard. When a drop occurs, the reference is passed on to the application handling the drop. The application can store it as XML, or it can deserialized it, inspect the type of the dropped object, and take the corresponding action based on that. For example, in the spatial desktop on Figure 2.6, one is only allowed to drop objects with a 3-dimensional user interface. Likewise, the only types of objects that can be dropped onto airplanes are those that represent textures or streams of 3-dimensional coordinates. The decision
in each case is made by the application logic of the object handling the drop.

Live objects can also be dropped into OLE-compliant containers, such as Microsoft Word documents, emails, spreadsheets, or presentations. In this case, an OLE component is inserted with an embedded XML of the dragged object’s reference. When the OLE component is activated (e.g., when the user opens the document), it invokes the live objects runtime to construct a proxy, and attaches to its user interface endpoint (if there is one). This way, one can create documents and presentations, in which instead of static drawings, the embedded figures can display content powered by any type of a distributed protocol. Integration with spreadsheets and databases is also possible, although a little trickier because these need to access the “data” in the object, and must trigger actions when a new event occurs.

As mentioned above, one can drag live objects into other live objects. In effect, the state of one object contains a reference to some other live object. This is visible in the desktop example on Figure 2.6. This example illustrates yet another important feature. When one object contains a reference to another (as is the case for a desktop containing references to objects dragged onto it), it can dynamically “activate” it: dereference, and connect to the proxy of the stored object, and interact with the proxy. For example, the desktop object automatically “activates” references to all visual objects placed on it, so that when the desktop is displayed, so are all objects, the references of which have been dragged onto the desktop.

By now, the reader will realize that in the proposed model, individual nodes might end up participating in large numbers of distributed protocol instances. Opening a live document of the sort shown on Figure 2.6 can cause the user’s machine to join hundreds of instances of a reliable multicast protocol underlying the live objects embedded in the document. This leads to scalability concerns. Overcoming these problems has been the primary motivation for the work reported in Chapter 4.
2.2.2 Language Embedding via Reflection

Extending a platform such as .NET to support the new constructs discussed in Section 2.1.4 would require extending the underlying type system and runtime, thus precluding incremental deployment. Instead, we leverage the .NET reflection mechanism to implement dynamic type checking. This technique does not require modifications to the .NET CLR, and it should be possible to implement in other managed environments, such as Java. The idea is to use ordinary .NET types as “aliases” representing our distributed types. Whenever such an alias type is used in a .NET code, the live objects runtime understands that what is meant by the programmer is actually the distributed type.

The use of aliases is similar to the pseudo-code shown in Code 2.1, which resembles actual .NET code. The .NET type SharedFolder in lines 05 and 06 is an alias for a live object type, and the .NET type FolderClient in lines 07 and 08 is an alias for an endpoint type. When asked to perform operations on .NET objects of those types, such as casting in line 05, dereferencing in line 06, or connecting endpoints in line 10, the runtime uses its own metadata and the distributed type information it has previously collected to perform the operation. Thus, for example, during the casting process invoked in line 05, the live objects runtime will invoke its own subtyping code to check whether the casting is legal. In the process of performing this check, it will compare the lists of endpoints defined by the respective object types, and then it will compare the types of endpoints, by comparing the events, and finally checking whether the sets of constraints provided and required are compatible, exactly as it was described in Section 2.1.2. The only part of the type checking process that is not handled by the runtime is the comparison between individual constraints in the given formalism. To perform those checks, the runtime will invoke the custom code implementing those formalisms, which can be defined in an external library, much in the same way we can define custom live objects and custom live object and endpoint types. This will be discussed in more detail below.
/* annotates ‘IChannel’ as an alias for a live object type */
01 [ObjectTypeAttribute]

/* defines a required constraint for the object type */
02 [ConstraintAttribute(ConstraintKind.Required, “0x1”,
03 “at most one instance of Channel can be connected”)]

interface IChannel<
/* templates are modeled as .NET generics */
05 [ParameterAttribute(ParameterClass.ValueClass)] Message Type>
06 {
07 [EndpointAttribute(“Channel”)]
08 [ConstraintAttribute(ConstraintKind.Required, “0x2”,
09 “event Send never precedes event Connect”)]
10 [ConstraintAttribute(ConstraintKind.Provided, “0x2”,
11 “event Send never precedes event Receive”)]
12 EndpointTypes.IDual<
13 Interfaces.IChannel<Message Type>,
14 Interfaces.IChannelClient<Message Type>;

/* returns an external reference to endpoint ‘‘Channel’’ */
15 ChannelEndpoint { get; }
16
17 [EndpointAttribute(“Membership”)]
18 [ConstraintAttribute(ConstraintKind.Required, “0x2”,
19 “event Send never precedes event Connect”)]
20 [ConstraintAttribute(ConstraintKind.Provided, “0x2”,
21 “event Send never precedes event Receive”)]
22 EndpointTypes.IDual<
23 Interfaces.IMembershipClient,
24 Interfaces.IMembership>

/* returns an external reference to endpoint ‘‘Membership’’ */
25 MembershipEndpoint { get; }
26 }

Code 2.6: Declaring a live object type from an annotated .NET interface. The interface is associated with the live object type via an “ObjectType” attribute (line 01). The interface may then be used anywhere to represent the represented live object type. The live objects runtime uses reflection to parse such annotations in binaries it loads and build a library of built-in objects, object types and templates. Object and type templates are defined by specifying and annotating generic arguments (line 05). Constraints are also expressed by attributes (lines 02, 08, 10). The texts of those constraints (lines 03, 09, 11) is parsed by the user’s pluggable implementation of the respective formalisms.
Alias types are defined by decorating .NET types with custom attributes, as shown in Code 2.6 and Code 2.7. For example, to define a new type of live objects, one defines a corresponding alias as a .NET interface annotated with *ObjectTypeAttribute* (line 01 in Code 2.6). When the runtime loads a new .NET library with custom code, it always first scans the binary for all .NET types annotated this way as aliases. It then uses .NET reflection mechanisms to analyze the structure of the .NET classes used as aliases, and parses all custom annotations to collect information about the distributed entities corresponding to those alias types. The collected metadata is then used by the runtime to extend the type system. It registers all newly encountered types of objects and endpoints, and definitions of objects and object templates, in its internal structures. When the next type check is performed, the newly collected types can be used, alongside with the built-in types of objects and endpoints. Indeed, the live objects runtime uses exactly the same mechanism to bootstrap its initial type system; it simply scans its own .NET libraries on startup to find the annotated classes and interfaces. Currently, the process is somewhat time consuming, and depending on the hardware, starting a new live object by double-clicking a “.liveobject” file can result in about 1s delay. However, once the process is started and the minimal typesystem has been bootstrapped, new libraries are loaded and analyzed on demand, and the process is much faster.

While the use of aliases is convenient as a way of specifying distributed types, alias types are, of course, not distributed, and the .NET runtime does not understand subtyping rules defined in Section 2.1.2. The actual type checking is done dynamically. When the programmer invokes a method of an alias to request a type cast or to connect endpoints, the runtime uses its internal list of aliases to identify the distributed types involved and performs type checking itself. The physical .NET types of aliases are irrelevant. Indeed, if the runtime determines that two different .NET types are actually aliases for the same distributed type, it will inject a wrapper code, as explained further.
in this section.

In the example of Code 2.6, the runtime would register IChannel as an alias for a type of live objects that have two endpoints named “Channel” and “Membership”. This information is derived from the structure of the alias. An alias for a live object type is expected to be a .NET interface that has only .NET properties as its members (lines 07-15 and 17-25), each property corresponding to one named endpoint that all live objects of this type will expose. The property has to be annotated with EndpointAttribute (lines 07 and 17), and it can only have a getter (lines 15 and 25), which must return a value of a .NET type that is already an alias for some endpoint type. In the example in Code 2.6, EndpointTypes.IDual<Interface1, Interface2> (lines 12-14 and 22-24) is expected to be an alias for a type of endpoints. When building its metadata structures for the live object type described by alias IChannel, the runtime will lookup its list of aliases to locate EndpointTypes.IDual, and if one does not exist, it will parse the .NET type EndpointTypes.IDual to create an alias based on its annotations (if the type is not annotated as an alias, a runtime exception will be thrown). In this example, the runtime will find that this alias describes a type of endpoints that is parameterized. It will have to first resolve aliases Interface1 and Interface2, and then substitute the result to create the endpoint type. Finally, it will use the resulting endpoint type as the type of the endpoint “Channel” or “Membership”, accordingly, in the definition of the live object type that is going to be represented by alias IChannel.

We just saw that aliases can take parameters, as it was the case in the example with EndpointTypes.IDual above. Such aliases represent parameterized entities. For example, we could define a live object type template parameterized by the type of another live object. A practical use of this is a typed folder template, i.e. a folder that contains only references to live objects of a certain type. For example, an instance of this template could be a folder that contains reliable communication channels of a particular type.
Another good example is a “factory” object that creates references of a particular type, e.g., an object that configures new reliable multicast channels in a multicast platform.

The example alias in Code 2.6 also describes a parameterized template; instances of this template represent channels that can only transmit messages of particular types. Parameters of the represented live object type are modeled as generic parameters of the alias. Each generic parameter is annotated with ParameterAttribute (line 05), to specify the kind of parameter it represents. The classes of parameters supported by the runtime include Value, ValueClass, ObjectClass, EndpointClass, and a few others that are not important in our discussion. Value parameters are simply serializable values, including .NET types or references to live objects. The others represent the types of values, types of live objects, and types of endpoints. In this example, the generic parameter MessageType is annotated as a ValueClass, i.e. a type of serializable events. Note how MessageType is then used as an alias to parameterize the types of endpoints (lines 13, 14, 23, and 24 in Code 2.6). Indeed, if an object represents channel for messages of a particular type, then the endpoints exposed by proxies of this object will define send(m) and receive(m) events as carrying messages m of that type.

The last aspect of the live object type definition in Code 2.6 is the manner in which we specify constraints. Each constraint is defined as a custom attribute of type ConstraintAttribute, applied either to the definition of the interface (for constraints applied to object types, as in lines 02-03), or to the particular endpoint (for constraints applied to endpoint types, as in lines 08-09, 10-11, 18-19, and 20-21). When the runtime parses the annotations for an alias type, and finds an annotation with ConstraintAttribute, it uses it to extend the metadata of the respective live object or endpoint type with information representing a constraint. Constraint information is then used during type checking.

For example, in Code 2.6, in lines 08-09 there is a custom attribute specifying a required endpoint constraint. The attribute takes as an argument a 128-bit hexadecimal
number (0x2) that identifies a particular formalism, and then a string that represents some constraint in this formalism (as in line 09). In this example, constraint strings are simply English sentences; as mentioned before, discussion of the exact syntax of any particular formalism is outside the scope of this dissertation.

When the runtime encounters such custom attribute, it looks for an external library that defines the formalism with this identifier (0x2). Definition of new formalisms resemble the definitions of alias types. Each such definition would be an ordinary .NET class annotated with a custom attribute `ConstraintClassAttribute`, which instructs the live objects runtime that will parse the library for annotations that the class annotated this way should be registered on the list of known formalisms, much in the same way aliases are registered on the list of known aliases.

The class defining the formalism should implement a method `Parse`, which takes as an argument a string representing a constraint, and the structural information about the endpoint, such as the list of incoming and outgoing events it defines. The constraint string is passed as the third argument to `ConstraintAttribute` (as in lines 03, 09, 11, 19, and 21), and the endpoint information is built by the runtime by analyzing the structure of the alias type, as explained earlier. The `Parse` method returns an object that represents a constraint. As mentioned before, the returned constraint object is then attached to the endpoint or object type, as a part of its description, and used during type checking.

Constraint objects are mostly opaque to the runtime, except a few standard methods they must all define, including `IsWeakerThan`. The method takes as an argument another constraint object representing a constraint in the same formalism. When the runtime needs to compare two endpoint types to determine if one is a subtype of or a match for another, it compares constraints in the matching formalisms by invoking the `IsWeakerThan` method on pairs of constraint objects to test whether one constraint implies another. The constraint objects are taken from the internal metadata of the types.
being compared. The exact implementations of *Parse* and *IsWeakerThan*, and the language and syntax or constraints, are up to the developer who designs the respective formalism. The only thing different formalism have in common is that they build their constraint objects based on the same kind of structural information: a list of endpoints, events, their names, and types. Additional abstractions, such as time or causality, are concepts internal to the individual formalisms.

Having defined the object’s type, we can define the object itself. This is again done via annotations. An example definition of a live object template is shown in Code 2.7. A live object template is again defined as a .NET class, the instances of which represent the object’s proxies. The class is annotated with *ObjectAttribute* (line 01) to instruct the runtime to build a live object definition from it. This template has two parameters: the type parameter representing the type of messages carried by the channel (line 03), and a “value” parameter - the reference to the naming infrastructure object that this channel should use (lines 08-09). To specify the type of the live object, one inherits from an alias .NET interface representing a live object type (line 03). This forces our class to implement properties returning the appropriate endpoints (lines 19-25). The actual endpoints are created in the constructor (lines 11-12). While creating endpoints, we connect event handlers for incoming events (hooking up as in line 12, and implementing these handlers, as in line 27).

To conclude this section, we discuss one important aspect of the language embedding related to the use of aliases. We have previously stated that two .NET types can serve as aliases to the same distributed type, and that the runtime would treat them as interchangeable. The situation is actually quite common, since it relates to the way we support component integration: rather than having two live object implementations import a shared library, the developers must actually define the types of objects endpoints within their .NET libraries. For example, suppose that binary *Foo.dll* created
Code 2.7: Declaring a live object template by annotating a .NET class. The .NET class is decorated with “ObjectAttribute” (line 01). It can have generic parameters (line 03), as well as constructor parameters (line 08), all of which are parameters to the template. To specify the template live object’s type, the class must implement an interface that is annotated to represent a live object type (line 04, referencing the definition shown in Code 2.6). In the body of the class, we create endpoints to be exposed by the proxy (created in lines 11-12, exposed in lines 19-25), handle incoming events (line 27) and send events through its endpoints.
by one developer defines an object type alias \textit{IChannel} as in Code 2.6, and an object template alias \textit{MyChannel} as in Code 2.7. Now, suppose that a different, unrelated binary \textit{Bar.dll} created by another developer also defines an alias \textit{IChannel} in exactly the same way, as in Code 2.6, and then uses this alias, e.g., in the definition of an application object that could use channels of the corresponding distributed type. If someone now creates a composite objects that uses components defined in \textit{Foo.dll} and \textit{Bar.dll} and connects their endpoints, both binaries are loaded by the live objects runtime, and we end up with two distinct and binary-incompatible .NET aliases \textit{IChannel}, representing the same distributed type. When the runtime attempts to connect endpoints, or when the programmer makes an assignment between these two alias types, a binary mismatch occurs: even though both aliases represent the same endpoint type, their .NET types are not the same, and an assignment is not legal in .NET.

The mechanism used to resolve this problem is based on the casting extensions discussed previously in Section 2.1.4. In general, whenever the programmer casts one alias type \textit{X} to another alias type \textit{Y}, the runtime will not perform a simple .NET cast, but run a custom conversion. First, the runtime identifies the distributed types represented by the two aliases. Then, the subtyping code is invoked to test whether one distributed type is a subtype of another. In particular, if \textit{X} and \textit{Y} are aliases of the same distributed type, this test will always succeed. Then, the runtime generates a wrapper code that implements the .NET interface of alias \textit{Y}, and then invokes its constructor, passing an object of type \textit{X} as an argument. The wrapper initialized this way is returned as a result of casting. The wrapper now functions as if it were an entity of the type represented by alias \textit{Y}. For example, if \textit{Y} is the type of a live object, the wrapper will implement getters for properties representing individual endpoints. When methods of \textit{Y} are invoked, the wrapper routes those calls to methods of \textit{X}, perhaps rearranging or casting arguments and results accordingly. For example, the wrapper will implement a getter for a property
representing an endpoint by invoking the respective getter of a property defined by \( X \), perhaps running a cast if necessary. In effect, the wrapper acts as a façade to a “backend” object of a .NET type \( X \), exposing a “frontend” that looks like \( Y \).

The code of the wrapper is dynamically generated, compiled, and loaded by the live objects runtime, so that the wrapper code can be efficient. In general, conversion between every pair of .NET types annotated as aliases requires different code because method calls might need to be forwarded differently, and the arguments and results of method calls might need to be adjusted differently. If the runtime were to generate a separate wrapper code for each pair of aliases, the space overhead of such implementation could be as high as \( \Theta(N^2) \), where \( N \) is the total number of aliases. To avoid this, the wrapper code is separated into a frontend and a backend. In a wrapper that casts from \( X \) to \( Y \), a \( Y \)-specific frontend code implementing interface \( Y \) takes an \( X \)-specific backend that encapsulates an object with interface \( X \). The interface between the frontends and backends is standardized, so that each frontend code can be glued to each backend. For each alias type, frontend and backend code is generated in advance, at the time the library containing the alias is loaded. Later, when the runtime needs to create a wrapper, it simply picks the appropriate frontend and backend and assembles them together. The advantage of this solution is that its space overhead is \( \Theta(N) \); there is no need for a custom wrapper for each pair of aliases, only a separate frontend/backend pair for each alias. Additionally, code generation in this scheme happens only once every time a new .NET library is loaded into the process, since all the frontends and backends are generated at once into the same source file, compiled together and loaded as a single .NET assembly. This allows the system to reduce overhead resulting from the need to represent each chunk of dynamically generated code as a separate .NET assembly, with all its metadata that occupies system memory.
Chapter 3
Extensibility

In this chapter, we describe an architecture that supports structural composition of the sort discussed in Section 1.3, and exemplified on Figure 1.3. The architecture is compatible with the programming model described in the preceding chapter, and indeed, it has been specifically designed to support it. The reader will easily recognize the similarity between concepts such as live object proxy from Chapter 2 and a protocol agent. On the other hand, the architecture described here can also be used independently, e.g., as a basis, on top of which one can design a new interoperability standard similar to the WS-* family of specifications. To maintain the “generic” flavor of this section, we will avoid direct references to live objects throughout most of the discussion. Instead, we will present the architecture as a general-purpose framework for reliable publish-subscribe eventing, and we will relate the discussion to existing web services standards in this category, specifically WS-Eventing and WS-Notification.

While the presentation is focused on multicast, it should be noted that our approach is more general, and can be used to run a broad variety of protocols. In Chapter 5, we give a brief overview of the Properties Framework, a new programming language that translates programs in a simple declarative rule-based language into code that runs on top of the architecture discussed here, and that can support protocols as diverse as virtual synchrony, consensus, and transactions, along with weaker models.
3.1 Introduction

3.1.1 Terminology

In the following discussion, we employ the standard terminology found in the publish-subscribe literature, where events are associated with topics, produced by publishers and delivered to subscribers, and the prospective publishers and subscribers register with a subscription manager (Figure 3.1).

Unlike in some of the existing standards and middleware systems, here we assume that the distinction between publishers, subscribers, and subscription managers is purely functional. A single node might play more than one role, and different roles might be played by different nodes. In particular, publishers can be decoupled and independent from subscription managers, and there might exist multiple publishers for a single topic. In many applications, e.g., in replication, nodes could be thought of as simultaneously playing the roles of publishers and subscribers. In the context of replication, we’ll sometimes use terms “group” and “topic” interchangeably. Formally, we define “group X” as “the set of subscribers for topic X”.

Similarly, we’ll treat “subscription manager” as a logical concept that does not need to refer to a single physical entity. It may be replicated to tolerate failures, or hierarchical, to scale. Different publishers or subscribers may contact different replicas or proxies.
3.1.2 Technical Challenges

Our primary objective and the key technical challenge is to support efficient structural composition in a manner preserving a degree of genericity, so that the resulting infrastructure could support a broad variety of protocols. However, as an interoperability layer, our architecture is also aimed at addressing the specific weaknesses of the existing interoperability technologies for scalable eventing, such as WS-Notification and WS-Eventing. The latter technologies share the following limitations.
1. **No forwarding among recipients.** Many content distribution schemes build overlays within which content recipients participate in message delivery. In current web services notification standards, however, recipients are passive (limited to data reception). For example, given the tremendous success of BitTorrent for multicast file transfer, one could imagine a future event notification system that uses a BitTorrent-like protocol for data transfer. But BitTorrent depends on direct peer-to-peer interactions by recipients.

2. **Not self-organizing.** While both standards permit the construction of notification trees, such trees must be manually configured and require the use of dedicated infrastructure nodes (“proxies”). Automated setup of dissemination trees by means of a protocol running directly between the recipients is often preferable, but the standards preclude this possibility.

3. **Weak reliability.** Reliability in the existing schemes is limited to per-link guarantees resulting from the use of TCP. In many applications, end-to-end guarantees are required, and often of strong flavor, e.g., to support virtually synchronous, transactional or state-machine replication. Because receivers are assumed passive and cannot cache, forward messages or participate in multiparty protocols, even weak guarantees of these sorts cannot be provided.

4. **Difficult to manage.** It is hard to create and maintain an Internet-scale dissemination structure that would permit any node to serve as a publisher or as a subscriber, for this requires many parties to maintain a common infrastructure, agree on standards, topology and other factors. Any such large-scale infrastructure should respect local autonomy, whereby the owner of a portion of a network can set up policies for local routing, availability of IP multicast, etc.

5. **Inability to use external multicast frameworks.** The standards leave it entirely to the recipients to prepare their communication endpoints for message delivery.
This makes it impossible for a group of recipients to dynamically agree upon a shared IP multicast address, or to construct an overlay multicast within a segment of the network. Yet such techniques are central to achieving high performance and scalability, and can also be used to provide QoS guarantees or to leverage emergent technologies.

### 3.1.3 Design Principles

To meet the goals formulated in the preceding section, we adopted the following set of design principles:

1. **Programmable nodes.** Senders and recipients should not be limited to sending or receiving. They should be able to perform certain basic operations on data streams, such as forwarding or annotating data with information to be used by other peers, in support of local forwarding policies. The latter must be expressive enough to support protocols used in today’s content delivery networks, such as overlay trees, rings, mesh structures, gossip, link multiplexing, or delivery along redundant paths.

2. **External control.** Forwarding policies used by subscribers must be selected and updated in a consistent manner. A node cannot predict a-priori what policy to use, or which other nodes to peer with; it must thus permit an external trusted entity or an agreement protocol to control it: determine the protocol it follows, install rules for message forwarding or filtering, etc.

3. **Channel negotiation.** The creation of communication channels should permit a handshake. A recipient might be requested to, e.g., join an IP multicast address, or subscribe to an external system. The recipient could also make configuration decisions on the basis of the information about the sender. For example, a LAN
domain asked to create a communication endpoint for receiving could select a well-provisioned node as its entry point to handle the anticipated load.

4. **Managed channels.** Communication channels should be modeled as contracts in which receivers have a degree of control over the way the senders are transmitting. In self-organizing systems, reconfiguration triggered by churn is common and communication channels often need to be reopened or updated to adapt to the changing topology, traffic patterns or capacities. For example, a channel that previously requested that a given source transmits messages to one node may notify the source that messages should now be transmitted to some two other nodes.

5. **Hierarchical structure.** The principles listed above should apply to not just individual nodes, but also to entire administrative domains, such as LANs, data centers or corporate networks. This allows the definition and enforcement of Internet-scale forwarding policies, facilitating cooperation among organizations in maintaining the global infrastructure. The way messages are delivered to subscribers across the Internet thus reflects policies defined at various levels (for example, policies “internal” to data centers, and a global policy “across” all data centers).

6. **Isolation and local autonomy.** A degree of a local autonomy of the individual administrative domains should be preserved; such as how messages are forwarded internally, which nodes are used to receive incoming traffic or relay data to other domains, etc. In essence, the internal structure of an administrative domain should be hidden from other domains it is peering with and from the higher layers. Likewise, the details of the subcomponents of a domain should be as opaque to it as possible.

7. **Reusability.** It should be possible to specify a policy for message forwarding or loss recovery in a standard way and post it into an online library of such policies as a contribution to the community. Administrators willing to deploy a given policy
within their administrative domain should be able to do so in a simple way, e.g.,
by drag-and-drop, within a suitable GUI.

8. Separation of concerns. Motivated by the end-to-end principle, we separate im-
plementation of loss recovery and other reliability properties from the unreliable
dissemination of messages, as well as from message ordering, security, and sub-
scription management. This decoupling gives our system an elegant structure and
a degree of modularity and flexibility unseen in existing architectures.

3.1.4 Our Approach

Our architecture supports structural composition by viewing instances of protocols run-
ning among sets of nodes as “objects”. For a publish-subscribe topic X, and some subset
S of nodes among all the publishers and subscribers to X, we can think of all the mes-
sages, state, and in general, any resources and activities pertaining to an instance of a
protocol that disseminates events in topic X, as a live object OS. In particular, if A is
the set of all publishers and subscribers to X across the Internet, then OA represents the
“entire” Internet-wide publish-subscribe protocol instance for topic X, disseminating
events from any publisher to any subscriber. Given such set of A, we now can partition
it into subsets B1, B2, ..., BN of nodes residing in some N top-level administrative do-
 mains. Now, suppose that within each domain Bi, nodes run a “subset” of the protocol
logic locally. For example, all nodes within a given Bi might construct a spanning tree,
or perform local loss recovery only with other nodes within Bi (Figure 3.3). Thus, we
could think of nodes within each Bi as running a “subprotocol” OBi, i.e. exchanging a
subset of all the messages and performing a subset of all the actions of protocol OA. In
this sense, we can think of object OA as being “composed of” all objects OBi. This may
continue recursively, leading to a hierarchical decomposition of OA, down to the level of
individual nodes, which could be thought of as “leaf” objects that run “subsets” of the
Figure 3.3: A hierarchical decomposition of the set of publishers and subscribers. The set of all nodes is partitioned into subsets residing in top-level administrative domains. These are further recursively sub-partitioned along the boundaries of the sub-domains.

Protocol logic limited to local actions, such as interacting with the application.

Hierarchies of this sort have been previously exploited, e.g., in RMTP [248], and in the context of content-based filtering [22]. The underlying principle, implicit in many scalable protocols, is to exploit locality in terms of network topology, latency, or other metrics. Following this principle, sets of nodes, clustered based on proximity or interest, cooperate semi-autonomously in message routing and forwarding, loss recovery, managing membership and subscriptions, failure detection, etc. Each such set is treated as a single cell within a larger infrastructure. A protocol running at a global level connects all cells into a single structure, and scalability arises as in the divide-and-conquer principle. Additionally, the cells can locally share workload and amortize dissemination or control overheads, e.g., buffer messages from different sources and locally disseminate such combined bundles, etc. Thus, structural decomposition of the sort just described is already used quite pervasively, albeit usually very closely tied to the protocol logic. Our goals is to provide a generic framework that allows such constructions to be done in a generic manner, and where the management of node hierarchies can be automated.

In the architecture described here we actually go a step further. Following our principles of isolation and local autonomy, each administrative domain should manage the registration of its own publishers and subscribers internally, and it should be able to decide how to distribute messages among them or how to perform loss recovery according
to its local policy, without regard to the way it is done in other administrative domains and at other levels in the hierarchy. Unlike in most hierarchical systems, where hierarchy and protocol are inseparable, and hence the “sub-protocols” used at all levels of the hierarchy are identical, in our architecture we decouple the creation of the hierarchy from the specific “sub-protocols” used at different levels of the hierarchy and we allow the “sub-protocols” to differ. Thus for example, our architecture permits the creation of a single, global dissemination scheme for a topic that uses different mechanisms to distribute data in different organizations or data centers. Likewise, it permits the creation of a single Internet-scale loss recovery scheme that employs different recovery policies within different administrative domains. Previously, this has only been possible with proxies, which can be costly, and which introduce latency and bottleneck. In this paper, we propose a way to do this efficiently, and in a very generic, flexible manner. The key elements of our approach involve:

1. A distributed scheme for maintaining a hierarchical decomposition of the set of all nodes involved in a protocol in a consistent manner. We propose a new type of a membership service that is decentralized and composed of autonomous elements managing different regions of the network, yet that at all times maintains a level consistency of its distributed data structures that is sufficient to implement protocols such as virtual synchrony. By avoiding collecting all information or routing all events into one location, the structure is able to limit the amount of information and processing in any of its parts to $\Theta(1)$, and can potentially scale without limits. Our membership service forms a “backbone” of the Internet, and plays the role somewhat similar to DNS, but unlike DNS, it is consistent, and its role is not limited to passive delivery of data: the service not only maintains data in a distributed manner, but also makes “decentralized” decisions.

2. A concept of a protocol agent, similar to a live object proxy, and an example of
how existing protocols can be modeled as hierarchies of interconnected agents.

3. A mechanism through which the decentralized membership service can construct and consistently maintain hierarchies of protocol agents collaboratively hosted by all publishers and subscribers involved in running the given protocol. While any dissemination, loss recovery, and other protocol-related tasks are performed directly by the protocol agents, and without the involvement of any external infrastructure, the membership service plays the role of a distributed “administrator”, an external, God-like entity that provides all protocol members with subsets of a global, agreed-upon “view” of the world.

3.2 Architecture

3.2.1 The Hierarchy of Scopes

Our architecture is organized around the following concepts: management scope, forwarding policy, channel, filter, session, recovery protocol, recovery domain, and protocol agent.

A management scope (or simply scope) represents a set of jointly managed nodes. It may include a single node, span over a set of nodes residing within a certain administrative domain, or include nodes clustered based on other criteria, such as common interest. In the extreme, a scope may span across the entire Internet. We do not assume a 1-to-1 correspondence between administrative domains and the scopes defined based on such domains, but that will often be the case. A LAN scope (or just a LAN) will refer to a scope spanning all nodes residing within a LAN. The reader might find it easier to understand our design with such examples in mind.

A scope is not just any group of nodes; the assumption that they are jointly managed is essential. The existence of a scope is dependent upon the existence of an infrastructure
that maintains its membership and administers it. For a scope that corresponds to a LAN, this could be a server managing all local nodes. In a domain that spans several data centers in an organization, it could be a management infrastructure, with a server in the company headquarters indirectly managing the network via subordinate servers residing in every data center. No such global infrastructure or administrative authority exists for the Internet, but organizations could provide servers to control the Internet scope in support of their own publishers or to manage the distribution of messages in topics of importance to them. Many global scopes, independently managed, can co-exist.

Like administrative domains, scopes form a hierarchy, defined by the relation of membership: one scope may declare itself to be a member (or a sub-scope) of another. If X declares itself to be a member of Y, it means X is either physically or logically a part (subset) of Y. Typically, a scope defined for a sub-domain X of an administrative domain Y will be a member of the scope defined for Y. For example, a node may be a member of a LAN. The LAN may be a member of a data center, which in turn may be a member of a corporate network. A node may also be a member of a scope of an overlay network. For a data center, two scopes may be defined, e.g., monitoring and control scopes, both covering the data center, with some LANs being a part of one scope, or the other, or both. The corporate scope may be a member of several Internet-wide scopes.

The generality in these definitions allows us to model various special cases, such as clustering of nodes based on interest or other factors. Such clusters, formed, e.g., by a server managing a LAN and based on node subscription patterns, could also be treated as (virtual) scopes, all managed by the same server. Nodes would thus be members of clusters, and clusters (not nodes) would be members of the LAN. As we shall explain below, every such cluster, as a separate scope, could be locally and independently managed. For example, suppose that we are building an event notification system that needs to disseminate events reliably, and is implemented by an unreliable multicast mechanism.
Figure 3.4: An example hierarchy of management scopes in a game. The combined hierarchy for all topics may in general not be a tree.

coupled to a reliability layer that recovers lost packets. In the proposed architecture, different clusters could run different multicast or loss recovery protocols; this technique is used in the platform described in Chapter 4. Thus, if one cluster happens to reside within a LAN that permits the use of IP multicast, it could use that technology, while a different cluster on a network that prohibits IP multicast, or consisting of a large number of nodes across the Internet, could instead form an end-to-end multicast overlay.

The scope hierarchy need not necessarily be a tree (Figure 3.4). There may be many global scopes, or many super-scopes for any given scope. However, a scope decomposes into a tree of sub-scopes, down to the level of nodes. The span of a scope $X$ is the set of all nodes at the bottom of the hierarchy of scopes rooted at $X$. For a given topic $X$, there always exists a single global scope responsible for it, i.e. such that all subscribers to $X$ reside in the span of $X$. Publishing a message to a topic is thus always equivalent to delivering it to all subscribers in the span of some global scope, which may be further recursively decomposed into the sets of subscribers in the spans of its sub-scopes.

Suppose that Alice and Bob are sitting with their laptops in a cafeteria, while Charlie is in a library. Both the cafeteria’s wireless network and the local network in the library are separately managed administrative domains, and they define their own management scopes. Alice’s and Bob’s laptops are also scopes, both of which become members of the cafeteria’s scope. Now suppose that Alice opens her virtual realities browser and enters a
virtual place “Room1” in the virtual reality, while Bob and Charlie enter “Room2”. Each of the virtual rooms defines a global, internet-wide scope that could be thought of as “the scope of all users in this room, wherever they are”. If the networking support for Alice and Bob is still provided by the cafeteria and library wireless networks respectively, when the students enter the rooms, the cafeteria’s and library’s scopes become members of these global scopes (Figure 3.4).

### 3.2.2 The Anatomy of a Scope

The infrastructure component administering a scope is referred to as a *scope manager* (SM). A single SM may control multiple scopes. It may be hosted on a single node, or distributed over a set of nodes, and it may reside outside of the scope it controls. It exposes a *control interface*, a web service hosted at a well-known address, to dispatch control requests (e.g., “subscribe”) directed to the scopes it controls (Figure 3.5).

A scope maintains communication *channels* for use by other scopes. A *channel* is a mechanism through which a message can be delivered to all those nodes in the span of this scope that subscribed to any of a certain set of topics. In a scope spanning a single node, a channel may be just an address/protocol pair; creating it would mean arranging for a local process to open a socket. In a distributed scope, a channel could be an IP multicast address; creating it would require all local nodes to listen at this address. It
could also be a list of addresses, if messages are to be delivered to all of them, or if addresses are to be used in a random or a round-robin fashion. In an overlay network, for example, a channel could lead to a small set of nodes that forward messages across the entire overlay. In general, a scope that spans a set of nodes can thus be governed by a *forwarding policy* that determines how messages originating within the scope, or arriving through some channel, are disseminated internally within the scope.

Continuing our example, the cafeteria and the library would host the managers of their scopes on dedicated servers, and each of the student laptops would run a local service that serves as a scope manager for the local machine. The library’s SM may be on a campus network with IP multicast enabled. When the cafeteria’s SM requests a channel from the library’s SM, the latter might, e.g., dedicate some machine as the entry point for all messages coming from the cafeteria, instruct it to retransmit these messages to the IP multicast address, and instruct all other laptops to join the IP multicast address. Similarly, the cafeteria’s SM might setup a local forwarding tree. In most settings, a scope manager would live on a dedicated server. It is also conceivable to offload, in certain scenarios, parts of the SM’s functionality to nodes currently in the scope (e.g., to Alice’s and Bob’s laptops), but a single “point of contact” for the scope must still exist.

The control interfaces “exposed” by scopes (interfaces exposed by their scope managers) are “accessed” by other scopes (i.e. by their SMs). When interacting, scopes can play one of a few standard roles, corresponding to the three principal interaction patterns: *member-owner*, *sender-receiver*, and *client-host* (see Figure 3.6). A *member* registers with an *owner* to establish a relation of membership, i.e. to “declare” itself as a sub-scope of the owner. After such a relationship has been established, the member may then register with the owner as a publisher or subscriber in one or more topics. Depending on the topics for which the member has registered and its role in these topics, it may be requested by the owner to perform relevant actions, e.g., by forwarding messages or
participating in the construction of an overlay structure. At the same time, the owner is responsible for tracking the health of its members, and in particular for detecting failures and performing local reconfiguration.

The *client-host* relationship is similar to member-owner, in that a *client* can register with a *host* as a publisher or as a subscriber. However, unlike the member-owner relationship, which involves a mutual commitment, the client-host relationship is more casual, in the sense that the host cannot rely on the client to perform any tasks for the system, or even to notify the host when it leaves, and similarly, the client cannot rely on the host to provide it with the same quality of service and reliability properties as the regular members. Thus for example, while a member can form a part of a forwarding tree, a client will not; the latter will also typically get weaker reliability guarantees, because the protocols run by the scope members will not be prevented from making progress when transient clients are unreachable. The same applies to publishers. A long-term publisher that forms a part of a corporate infrastructure will register as a member, but handheld devices roaming on a wireless network will usually register as clients.

The *sender-receiver* relationship is similar to a publisher registering as a client or member, in that the *sender* registers with the *receiver* to send data. However, whereas
a member registers with its owner to publish to the set of all subscribers in a topic, including nodes inside as well as nodes outside of the owner, a sender will register with a receiver to establish a communication channel between the two to disseminate messages only within the scope of the receiver. When a publisher registers as a member with an owner scope that is not the global scope for the given topic, the owner may itself be forced to subscribe with its super-scope. The sender-receiver relationship is horizontal; no cascading subscriptions take place. On the other hand, while a member scope never exchanges data with the owner (instead, it is “told” by the owner to form part of a dissemination structure that the owner controls), the sender-receiver relationship serves exactly this purpose; the two parties involved in the latter will negotiate protocols, addresses, transmission rates, etc.

The reader should recognize in our construction the design principles we articulated earlier. Scopes, whether individual nodes, LANs or overlays, are externally controlled using the control interfaces exposed by SMs, may be programmed with policies that govern the way messages are distributed internally, forwarded to other scopes, etc., and transmit messages via managed communication channels, established through a dialogue between a pair of SMs, and dynamically reconfigured.

### 3.2.3 Hierarchical Composition of Policies

Following our hierarchical approach, we now introduce a structure, in which forwarding policies defined at various levels are merged into a hierarchical, Internet-wide overlay.

Each scope is configured with a policy dictating how messages are forwarded among its members, based on criteria such as the topic the message was published on, or where the message locally originated. We will say that a message “locally originated at X” within scope Y if X is a member of Y such that either it contains a publisher, or that contains a node that received the message from outside of X. Depending on the for-
warding policy at the local or at its parent, messages may locally originate in multiple locations. A policy defined for a particular scope \( X \) is always defined at the granularity of \( X \)’s members (not individual nodes). The way a given sub-scope \( Y \) of \( X \) delivers messages internally is a decision made autonomously by \( Y \), and opaque to \( X \). Similarly, while \( X \)’s policy may specify that \( Y \) should forward messages to a certain scope \( Z \), it is up to \( Y \)’s local forwarding policy to determine how to perform this task, e.g., which of its members should be selected to establish channels to \( Z \).

For example, a policy governing a global scope might determine how messages in topic \( T \), originating in a corporate network \( X \), are forwarded between the various organizations. A policy of a scope of the given organization’s network might determine how to forward messages among its data centers, and so forth. A global policy may request that organization \( X \) forward messages in topic \( T \) to organizations \( Y \) and \( Z \). A policy governing \( X \) may then determine that to distribute messages in \( X \), they must be sent to \( LAN_1 \), which will forward them to \( LAN_2 \). The same policy might also specify which LANs within \( X \) should forward to \( Y \) and \( Z \), and finally, the policies of these LANs will delegate these forwarding tasks to individual nodes they own.

When all the policies defined at all the involved scopes are combined together, they yield a global forwarding structure that completely determines the way messages are disseminated (Figure 3.7). Although in the examples above, the forwarding policies are simply graphs of connections, i.e. each message is always forwarded along every channel, in general this does not have to be the case. A channel could be constrained with a filter that decides, on a per-message basis, whether to forward or not, and may optionally tag the message with custom attributes (more details are in Section 3.2.4). This allows us to express many popular techniques, e.g., using redundant paths, multiplexing between dissemination trees, etc.

Every scope manager maintains a mapping from topics to their forwarding policies.
Figure 3.7: Channels created in support of policies defined at different levels. Despite the fact that the individual policies are defined independently from each other, our approach ensures that a single, globally consistent structure always emerges as a result.

Figure 3.8: A forwarding policy as a code snippet. The code runs in an abstract context and may be packaged as a live object. The interface between the policy and its context can be defined, e.g., in WSDL [81], and compiled down, e.g., to a Java or .NET interface.

A forwarding policy is defined as an object that lives within an abstract context, and that exposes a certain fixed set of standardized events to which members must be prepared to react, and operations and attributes the policy may inspect. A scope manager might thus be thought of as a container for objects representing policies. The interfaces that the container and the policies expose to each other and interact with are standardized, and may include, for example, an event informing the policy that a new member has been added to the set of members locally subscribed to the topic, or an operation exposed by the container that allows the policy to request a member to establish a channel to another member and instantiate a given type of filter (Figure 3.8). A scope manger thus provides a runtime environment in which forwarding policies can be hosted. This allows
Figure 3.9: Forwarding graphs for different topics are superimposed. Two members of the scope could be linked by multiple channels created by the policy in support of different topics, each with a different filter.

policies to be defined in a standard way, independent not only of the platform, but also, to a degree, independent of the type of the administrative domain. Naturally, different types of physical environments might offer different classes of resources, e.g., certain environments might support IP multicast, while others might not. Still, one can abstract the description and management of communication resources through a standardized interface, and decouple policies from the physical assets they might be instantiated over.

For example, one can imagine a policy that uses some novel mesh-like forwarding structure with a sophisticated adaptive flow and rate control algorithm. Our architecture would allow that policy to be deployed, without any modifications, in the context of a LAN, data center, corporate network, or a global scope. In effect we have separated the policy from the details of how it should be implemented in a particular domain. Policies may be implemented in any language, expose and consume WSDL-like APIs, stored online in protocol libraries, downloaded as needed, and executed in a secure manner.

Graphs of connections for different topics, generated by their respective policies, are superimposed by the SM (Figure 3.9). SM maintains an aggregate structure of all channels and filters created by its forwarding policies, and issues requests to the SMs of its members to create channels, instantiate filters, etc. If multiple policies request channels between the same pair of nodes, the SM will not create multiple channels, but rather a single channel, for multiple topics simultaneously. To avoid the situation where every member talks to every other member, the SM may use a single forwarding policy for sets of topics, to ensure that channels created for different topics overlap. The system
Figure 3.10: A channel split into sub-channels and a corresponding filter tree. Most of these filters would be extremely simple and could be implemented at a hardware level. Described in Chapter 4 could take advantage of this property.

3.2.4 Communication Channels

Consider a node $X$, which is a member of a scope $Y$ that, based on a forwarding policy at $Y$, has been requested to create a communication channel to scope $Z$ to forward messages in topic $T$. Following the protocol, $X$ asks the SM of $Z$ for the specification of the channel to $Z$ that should be used for messages in topic $T$. The SM of $Z$ might respond with an address/protocol pair that $X$ should use to send over this channel. Alternatively, a forwarding policy defined for $T$ at scope $Z$ may dictate that, in order to send to $Z$ in topic $T$, scope $X$ should establish channels to members $A$ and $B$ of $Z$, constrained with filters $\alpha$ and $\beta$. After $X$ learns this from the SM of $Z$, it contacts SMs of $A$ and $B$ for further details. Notice that the channel to $Z$ decomposes into sub-channels to $A$ and $B$ through a policy at a target scope $Z$. This procedure will continue hierarchically, until the point when $X$ is left with a tree with filters in the internal nodes and address and protocol pairs at the leaves (Figure 3.10). Now, to send a message along a channel constructed in this way, $X$ executes filters, starting from the root, to determine recursively which sub-channels to use, proceeding until it is left with just a list of address and protocol pairs, and then transmits the message. Filters will usually be simple, such as modulo-$n$; hence $X$ can perform this procedure very efficiently. Indeed, with network cards becoming increasingly powerful and easily programmable, such functionality may even
Figure 3.11: A channel may specify a protocol or decompose into sub-channels. In the latter case, an additional policy determines how messages are multiplexed across the sub-channels of a channel to achieve the desired type of load balancing or redundancy.

Figure 3.12: Channel policies are realized by per-subchannel filters. At runtime, each filter decides whether to forward and might optionally tag the message in transit.

be offloaded to hardware, for example using the approach proposed in [307].

Accordingly, to support the hierarchical composition of policies described in the preceding section, we define a channel as one of the following: an address/protocol pair, a reference to an external multicast mechanism, or a set of sub-channels accompanied by filters. In the latter case, the filters jointly implement a multiplexing scheme that determines which sub-channels to use for sending, on a per-message basis (Figure 3.11, Figure 3.12). Consider now the situation where scope $X$, spanning a set of nodes, has been requested to create a channel to scope $Y$. Through a dialogue with $Y$ and its sub-scopes, $X$ can obtain a detailed channel definition, but unlike in prior examples, $X$ now spans a set of nodes, and as such, it cannot execute filters or send messages. To address this issue, we now propose two simple, generic techniques: delegation and replication (Figure 3.13). Both of them rely on the fact that if $X$ receives messages in a topic $T$, then some of its members, $Z$, must also receive them (for otherwise $X$ would not declare itself as a subscriber and it would not be made part of the forwarding structure for topic
Figure 3.13: A distributed scope delegates or replicates channels to its members. In the case of delegation, full responsibility for either the entire channel, or its sub-channels, is passed on to a sub-scope. In the case of replication, a channel or sub-channel is replicated, each replica is constrained with a modulo-\(k\) filter, and the different replicas are then individually delegated to different sub-scopes.

In case of delegation, \(X\) requests such a sub-scope \(Z\) to create the channel on behalf of \(X\), essentially “delegating” the entire channel to its member. The problem can be recursively delegated, down to the level where a single physical node is requested to create the channel, and to forward messages it receives along the channel. A more sophisticated use of delegation would be for \(X\) to delegate sub-channels. In such case, \(X\) would first contact \(Y\) to obtain the list of sub-channels and the corresponding filters, and for each of these sub-channels, delegate it to its sub-scopes. In any case, \(X\) delegates the responsibility for forwarding over a channel to its sub-scopes.

Our approach is flexible enough to support even more sophisticated policies. An example of one such policy is a replication strategy, outlined here. In this scheme, scope \(X\) could request that \(n\) of its sub-scopes create the needed channel, constraining each with a modulo-\(n\) filter based on a message sequence number. Hence, while each of the sub-scopes would create the same channel on behalf of its parent scope (hence the name “replication”), sub-scope \(k\) would only forward messages with numbers \(m\) such that \(m \mod n = k\). By doing this, \(X\) effectively implements a round-robin policy of the sort proposed in protocols such as SplitStream [69]. Although all sub-scopes would create the same channel, the round-robin filtering policy would ensure that every
message is forwarded only by one of them. This technique could be useful, e.g., in the cases where the volume of data in a topic is so high that delegation to a single sub-scope is simply not feasible.

Our point is not that this particular way of decomposing functionality should be required of all protocols, but rather that for an architecture to be powerful enough and flexible enough to be used with today’s cutting-edge protocols and to support state-of-the-art technologies, it needs to be flexible enough to accommodate even these kinds of “fancy” behaviors. Our proposed architecture can do so. The existing standards proposals, in contrast, are incredibly constraining. Each only accommodates a single rather narrowly conceived style of event notification system.

3.2.5 Constructing the Dissemination Structure

A detailed discussion of how forwarding policies can be defined and translated to filter networks is beyond the scope of this paper. We describe here just one simple, yet fairly expressive scheme.

Suppose that the forwarding policies in all scopes define forwarding trees on a per-topic basis and possibly also depending on the location at which the message locally originated. The technique described here implicitly assumes that messages do not locally originate in more than one location, i.e. that the forwarding policy at each level is a tree, not a mesh. The scheme may be extended to cover more general cases with redundant paths and randomized policies, but we omit it here, for it would unnecessarily complicate our example.

A scope manager thus maintains a graph, in which the scope members are linked by edges, labeled with constraints such as $\beta:X$, $\mu:Y$, . . . , meaning that a message is forwarded along the edge if it was sent in topic $\beta$ and locally originates at $X$, or if it was sent in topic $\mu$ and locally originates at $Y$, and so on. We shall now describe, using a
Figure 3.14: An example hierarchy of scopes with cascading subscriptions. Subscribe requests issued by student laptops cause cascading requests that propagate up to the root scope $X$ that represents the entire campus.

A simple example, how a structure of channels is established based on scope policies, and how filters are instantiated. We shall then explain how messages are routed.

Consider the structure of scopes depicted on Figure 3.14. Here $A$, $B$, $C$, $D$, and $E$ are student laptops. $P$, $Q$, and $R$ are three departments on a campus, with independent networks, hence they are separate scopes. $X$ represents the entire campus. All students subscribe to topic $T$. Topic $T$ is local to the campus, and $X$ serves as its root. The scopes first register with each other. Then, the laptops send requests to subscribe for topics to $P$, $Q$ and $R$. Laptop $A$ requests the publisher role, all others request to be subscribers. None of $P$, $Q$ or $R$ are roots for the topic, hence they themselves subscribe for topic $T$ with $X$, in a cascading manner. Now, all scopes involved create objects that represent local forwarding policies for topic $T$, and feed these objects with the “new member” events. The policy at $P$ for messages in $T$ originating at $A$ creates a channel from $A$ to $B$. Similarly, the policy at $X$ for messages in $T$ originating at $P$ creates channels $P$ to $Q$ and $Q$ to $R$ (Figure 3.15). Each channel has a label of the form “$X-Y$, $T$:Z”, meaning that it is a channel from $X$ to $Y$, for messages in $T$ originating at $Z$. Note that no channels have been created in scope $Q$. Until now, $Q$ is not aware of any message sources because neither $C$ nor $D$ is a publisher, and because no other scope has so far requested a channel to $Q$, hence there is no need to forward anything. Channels are now delegated to individual nodes, as described in Section 3.2.4. $P$ delegates its channel to $B$, and $Q$ delegates to $D$ (Figure 3.16 delegated channels are in blue). Channel labels
Figure 3.15: Channels created by the policies based on subscriptions.

Figure 3.16: Channels are delegated.

Figure 3.17: B and D contact Q and R to create channels. Q and R select C and E as entry points. Q now has a local source and creates its own local channel, from C do D.

are extended to reflect the fact that they have been delegated, e.g., P-Q becomes P:B-Q, which means that P has delegated its source endpoint to its member B, etc. At this point, B and D contact the destinations Q and R, and request the channels to be created. Q and R select C and E as their entry points for these channels. Now Q also has a local source of messages (node C, the entry point), so now it also creates an instance of a forwarding policy, which determines that messages in T, locally originating at C, are forwarded to D (Figure 3.17). The entire forwarding structure is complete.

A message in transit is a tuple of the form \((T, k, r)\), where \(T\) is the topic, \(k\) is the identifier that may include the source name, one or more sequence numbers, etc., and \(r\) is a routing record. The routing record is an object of the form \((X_k-Y_k), (X_{k-1}-Y_{k-1}), \ldots,\)
$(X_1-Y_1)$), in which every pair of elements $(X_i, Y_i)$ represents the state of dissemination in one scope; $X_i$ is the member of the scope that the message locally originated from and $Y_i$ is the member of the scope that the message is moving inside of or that it is entering. Pair $(X_1, Y_1)$ represents individual nodes, and for each $i$, scopes $X_i$ and $Y_i$ are a level below $X_{i+1}$ and $Y_{i+1}$, respectively, and $Y_i$ is always a member of $Y_{i+1}$. This list of entries does not need to “extend” all the way up to the root. If entries at some level are missing, they are filled up when the message jumps across scopes, as explained below.

When a message arrives at a node, the node iterates over all of its outgoing channels, and matches channel filters against the routing record. Message $(T, k, ((X_K-Y_K), (X_{K-1}-Y_{K-1}), \ldots, (X_1, Y_1)))$ matches channel $(P_L; P_{L-1}; \ldots; P_1; Q_L; Q_{L-1}; \ldots; Q_1, T; R)$ when $(K \geq L \land X_L = R \lor K < L \land P_L = R)$ holds. This condition has two parts. If $K \geq L$, then in the scope in which the channel endpoints $P_L, Q_L$ and $R$ are members, the message originated at $X_L$ and is currently at $Y_L$. According to our rules, the message should be forwarded iff $X_L = R$ (and $Y_L = P_L$, but this is always true). If $K < L$, then the routing record does not carry any state for the scope at which $P_L, Q_L$ and $R$ are members. This means the message must have originated in this scope (the recovery record is filled up when the message is forwarded, as explained below), hence the condition $P_L = R$. Note that there might be several channels originating at the node; the message is forwarded across each one it matches. Now, when the message is forwarded, its routing record is modified as follows. First, the record is extended. If $K < L$, then for each $i$ such that $i < K$ and $i \leq L$, we set $X_i = P_i$ and $Y_i = P_i$. Then, the details internal to the scope that the channel is leaving are replaced with the details internal to the scope the channel is entering, so for each $i$ such that $i < L$, we set $X_i = Q_i$ and $Y_i = Q_i$. Finally, the current scope at the level at which the channel is defined is updated, we set $Y_L = Q_L$. The original value of $X_L$, once set, is not changed until the message is forwarded out of the scope of which $X_L$ is the member. Entries for $i > L$ also remain unchanged.
Figure 3.18: The flow of messages (rounded rectangles, left), and the channels (square rectangles, right) in the scenario of Figure 3.17. Elements compared against each other are shown as black, bold, and underlined.

The flow of messages and matching in the example of Figure 3.17 is shown on (Figure 3.18). When created on the publisher $A$, the message initially has a routing record $A$-$A$, since we know that it originated locally at $A$ and that it is still at $A$. No entries are included at this point for routing in the scopes above $A$. There is no need for doing so since no routing has been done so far at those higher levels, so there is no state to maintain. Now the routing record is compared against channel $A$-$B$, $T:A$. The local origin $A$ does match the channel’s constraint $A$, so the message is forwarded along $A$-$B$, with a new record $A$-$B$ to reflect the fact that it is now entering $B$. While matching this record to channel $P$:$B$-$Q$:$C$ at $B$, we find that the record lacks routing information for the scope at which this channel is defined. This means that the message must have originated at the channel’s source endpoint (which we know is $P$ from the channel’s description). We find that the channel’s constraint $P$ is the same as the channel’s source endpoint $P$, so we again forward the message. While doing so, we extend its routing record with a new entry $P$-$Q$ to record the fact that we made progress at this higher level. We also replace information local to $P$ (the entry $A$-$B$) with new information local to $Q$ (the new entry $C$-$C$). Forwarding at $C$ and $D$ is similar to how it worked on $A$ and $B$. 
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3.2.6 Local Architecture of a Dissemination Scope

So far we focused in our description on peer-to-peer aspects of the dissemination framework, but we have not described how applications use this infrastructure, and how leaf scopes are internally organized. Of a number of possible architectures of the leaf scopes, the most general one involves the following components: scope manager, local controller, and controlled element (Figure 3.19). The controlled element is a very thin layer that resides in the application process. Its purpose is to serve as a hook up to the application process that allows for controlling the way the application communicates over the network. As such, it serves two principal purposes: (a) passing to the local controller requests to subscribe/unsubscribe, and (b) opening send and receive sockets in the process per request from the controller. The controlled element does not forward messages, nor does it include any other peer-to-peer functionality, and it is not a part of the management network. This simplicity allows it to be easily incorporated into legacy applications. It can be implemented in any way, for as long as it exposes a control endpoint (Figure 3.19, thin, black), a standardized web service interface, and as long as it can create communication endpoints (thick, red) to receive or connect to remote endpoints to send. The local controller implements all the peer-to-peer functionality such
as forwarding, and hosts such elements as channels or filters. It may also create communication endpoints, and may send data to or receive it from the controlled element. The controller is not a part of the management network, and it does not interact with any scope managers besides the local one. These interactions are the job of the local SM, which, on the other hand, never sends or receives itself any messages.

In general, the three components can live in separate processes, or even physically on different machines, and may communicate over local sockets or over the network. However, in the typical scenario, the scope manager and local controllers are located in a single process (“manager”). The manager runs as a system service and may control multiple applications, either local or running on subordinate devices managed by the local node, through the control elements embedded in these applications. Within this scenario, we can distinguish three basic sub-scenarios, or three patterns of usage (Figure 3.20, depending on whether applications participate in sending or receiving directly, or only through the manager.

In the first scenario, the applications only receive data, directly from the network (Figure 3.20, left). When the manager is requested to create an incoming channel to the scope, it may either arrange for all applications to open the same socket to receive messages directly from the network (if the applications are all hosted on the same machine), or it may make them all subscribe to the same IP multicast address (if they are running on multiple subordinate devices), or it may have them create multiple endpoints, in which case the definition of the local channel endpoint will include a set of addresses.
rather than just one. The manager does not sit on the critical path; hence we avoid bottleneck and latency. If the local scope is required to forward data to other scopes, the manager also creates an endpoint (opens the same socket, or extends the receive channel definition to include its own address), to receive the data that needs to be forwarded.

In our example, the library’s server might act as a leaf scope, and students’ laptops might act as subordinate devices that do not host their own local scope managers and do not forward messages. Applications on the laptops would have the embedded controlled elements that communicate with the local controller on the library server via a standard web interface. When students subscribe to a local topic, such as an online lecture transmitted by another department, the server chooses an IP multicast address and has all the laptops subscribe to it. The data arriving on the local network is received by all devices, without using a proxy. If the library needs to forward messages, the server also subscribes to the IP multicast address and creates all the required channels and filters.

In the second scenario, the applications act as publishers (Figure 3.20, center). There is no need to forward data, hence the manager does not create any send or receive channels. In order to support this scenario, the controlled element must allow transmitting data to multiple IP addresses; embed various headers provided by the local controller, etc. There can be different “classes” of controlled elements, depending on what functionality they provide; this scenario might be feasible only for some such classes. This scenario avoids proxies, thus it could be useful, e.g., in streaming systems.

In the third scenario, the applications communicate only with the local controller, which acts as a proxy (Figure 3.20, right). Unlike in the first two scenarios, this introduces a bottleneck, but since the controlled elements do not need to support any external protocols or to be able to embed or strip any external headers, this scenario is always feasible. This scenario could also be used to interoperate with other eventing standards, such as WS-Eventing or WS-Notification. Here, the manager could act as the publisher
or a proxy from the point of view of the application, and provide or consume messages in the format defined by all those other standards, while using our general infrastructure “under the hood”. And similarly, for high-performance applications that reside on the server, an efficient implementation is possible using shared memory as a communication channel between the manager and the applications, and permitting applications to deserialize the received data directly from the manager’s receive buffers, without requiring extra copy or marshaling across domains.

### 3.2.7 Sessions

We now shift focus to consider architectural implications of reliability protocols. Protocols that provide stronger reliability guarantees traditionally express them in terms of what we shall call *epochs*, corresponding to what in group communication systems are called *membership views*. In group communication systems, the lifetime of a topic (also referred to as a *group*) is divided into a sequence of *views*. Whenever the set of topic subscribers changes after a “subscribe” or an “unsubscribe” request, or a failure, a new view is created. In group communication systems, the corresponding event initiates a new epoch. Subscribers are notified of the beginnings or endings of epochs, and of the membership of the topic for each epoch. One then defines consistency in terms of which messages can be delivered to which subscribers and at what time relative to epoch boundaries. The set of subscribers during a given epoch is always fixed.

Whereas group communication views are often defined using fairly elaborate models (such as virtual synchrony, a model used in some of our past research, or consensus, the model used in Lamport’s Paxos protocol suite), the architectural standard proposed here needs to be flexible enough to cover a range of reliability protocols, include many that have very weak notions of views. For example, simple protocols, such as SRM or RMTP, do not provide any guarantees of consistent membership views for topics.
In developing our architectural proposal, we found that even for protocols such as these two, in which properties are not defined in terms of epochs, epochs can still be a very useful, if not a universal, necessary concept. In a dynamic system, configuration changes, especially those resulting from crashes, usually require reconfiguration or cleanup, e.g., to rebuild distributed structures, release resources, or cancel activities that are no longer necessary. Most simple protocols lack the notion of an epoch because they do not take such factors into account and do not support reconfiguration. Others do address some of these kinds of issues, but without treating them in a systematic manner. By reformulating such mechanisms in terms of epochs, we can standardize a whole family of behaviors, making it easier to talk about different protocols using common language, to compare protocols, and to design applications that can potentially run over any of a number of protocols, with the actual binding made on the basis of runtime information, policy, or other considerations.

Our design includes two epoch-like concepts: sessions, which are global to the entire topic, across the Internet, are shared by different frameworks (reliability, ordering, etc.), and which we discuss in this section, and local views, which are local to scopes, and which are discussed in Section 3.2.10.

A session is a generalization of an epoch. In our system, sessions are used primarily as means of reconfiguring the topic to alter its security or reliability properties, or for other administrative changes that must be performed online, while the system is running.

The lifetime of any given topic is always divided into a sequence of sessions. However, session changes may be unrelated to membership changes of the topic. Since introducing a new session involves a global reconfiguration, as described further, it is infeasible for an Internet-scale system to introduce a new session, and disseminate membership views, every time a node joins or leaves. Instead, such events are handled locally, in the scopes in which they occur, without creating a new, global, Internet-wide epoch.
Session numbers are assigned globally, for consistency. As explained before, for a given topic, a single global scope (“root”) always exists such that all subscribers to that topic reside within its span. Although, as we shall explain, dissemination, reliability and other frameworks may use different scope hierarchies, the root scope is always the same and all the dissemination, reliability, and other aspects of it are normally managed by a single scope manager. This top-level scope manager maintains the topic’s metadata; it is also responsible for assigning and updating session numbers. Note that local topics, e.g., internal to an organization, may be rooted locally, e.g., in the headquarters, and managed by a local SM, much in a way local newsgroups are managed locally. Accordingly, for such topics, sessions are managed by a local server (internal to the organization).

To conclude, we explain how sessions impact the behavior of publishers and subscribers. After registering, a publisher waits for the SM to notify it of the session number to use for a particular topic. A publisher is also notified of changes to the session number for topics it registered with. All published messages are tagged with the most recent session number, so that whenever a new session is started for a topic, within a short period of time no further messages will be sent in the previous session. Old sessions eventually quiesce as receivers deliver messages and the system completes flushing, cleanup and other reliability mechanisms used by the particular protocol. Similarly, after subscribing to a topic, a node does not process messages tagged as committed to session $k$ until it is explicitly notified that it should receive messages in that session. Later, after session $k + 1$ starts, all subscribers are notified that session $k$ is entering a flushing phase (this term originates in virtual synchrony protocols, but similar mechanisms are common in many reliable protocols; a protocol lacking a flush mechanism simply ignores such notifications). Eventually, subscribers report that they have completed flushing and a global decision is made to cease any activity and cleanup all resources pertaining to session $k$, thus completing the transition.
3.2.8 Incorporating Reliability and Other Strong Properties

As mentioned earlier, we rooted our design in the principle of separation of concerns; hence, we implement tasks such as reliability, ordering, security or scope management independently from dissemination. In Section 3.2.6, we explained how the management and the dissemination infrastructures interact in our system. Aspects of a protocol instance running for the given topic that are related to stronger properties, such as reliability, security and ordering, are decoupled from dissemination, and implemented by separate frameworks. We will refer to those frameworks as frameworks of different flavors. Each of these frameworks is hierarchically decomposed, much in the same manner as it was the case for dissemination, and includes the three base components listed earlier: the controlled element that lives in the application processes and implements only base functionality, related to sending or receiving from the applications, but none of the peer-to-peer or management aspects; the local controller that may live outside of the application process, and where all the peer-to-peer aspects are implemented; and the scope manager that implements the interactions with other scope managers, but that is not involved in any activities related to the data flows, such as forwarding, calculating recovery state, managing private keys, ordering messages, etc.

In general, frameworks of dissemination, reliability, security, ordering and all other flavors, each have a logically distinct hierarchy of differently-flavored scopes, and a distinct network of scope managers. For example, reliability scopes isolate and encapsulate the local aspects related to reliability, such as loss recovery, and hide their internal details from other scopes, just like dissemination scopes manage local dissemination and hide the local aspects of message delivery. Often, the different scopes would physically overlap; this will normally be the case, e.g., with scopes local to a node, where a single local service would act as a scope manager for scopes of all flavors. The same would typically be the case for the servers that control certain types of administrative domains,
such as a departmental LAN, a wireless network in a cafeteria, a data center, a corporate network, or a computational cluster. Scopes of all flavors will often physically overlap, and may be managed by a single SM.

Irrespective of whether components of different “flavors” overlap, or are physically hosted on the same machine or in the same process, the frameworks always logically converge in the application, where local actions performed by elements of differently-flavored frameworks are synchronized. For example, a message flow diagram on Figure 3.21) shows the coordination between controlled elements of the security (SEC), dissemination (DISS), reliability (REL), and ordering (ORD) frameworks. Each session maintains a separate protocol stack containing four layers corresponding to the four different flavors (although in general, different sessions might differ in the properties provided, and could involve different sets of flavors). An application interacts with a multiplexer (MUX), which assigns messages to individual sessions, and forwards them to the respective protocol stacks (rows on Figure 3.21). Elements of the same flavor across all protocol stacks are owned and controlled by their respective controlled elements (columns on Figure 3.21), each of which exposes a standard interface required for interaction with its corresponding local controller.

Now, when the application sends a message, it is first assigned to a session by the multiplexer, and assigned a local sequence number within the session. It is then passed
Figure 3.22: Processing messages on the send path (red and solid lines) and on the receive path (blue and dotted lines).

to the appropriate per-session protocol stack, simultaneously to the layers that handle security and ordering. Each of these processes the message independently and concurrently; the layer may encrypt and sign it, if necessary, and then passes it further to the dissemination layer for transmission, and independently, to the reliability layer to place it in a local cache for the purpose of retransmission, forwarding, etc., and to update the local structures to record the fact that the message was created.

At the same time, the ordering layer, also working in parallel with the dissemination and reliability layers, records the presence of the message in its own structures, which are used later by the ordering infrastructure to generate ordering requests, small records of the form \((p, t, k, S)\) that contain publisher identifier \(p\), topic identifier \(t\), and session identifier \(k\), and a set \(S\) of sequence numbers of messages transmitted by the publisher. Ordering requests are satisfied by generating orderings, records containing entries of the form \((p, t, k, S, x, O)\) that map the specified set of messages to numbers \(O\) within a certain sequence \(x\) that is totally ordered within a topic, across topics, or using whatever ordering scheme is in use. Collecting ordering requests, generating orderings, and delivering orderings to the interested parties is handled by the ordering framework, and entirely independently of dissemination and reliability.

On the receive path, the process would look similar (Figure 3.22). Messages may arrive either through the dissemination framework, in the normal case, or via the reliability framework if they were initially lost and have been later recovered. Messages
that arrive from the dissemination framework are routed via the reliability sub-layer, so that they are registered, can be cached, or so that delivery can be suppressed. When ordering arrives from the ordering framework, messages can be decrypted, placed in a buffer (BUF), and delivered in the appropriate order to the application.

The exact manner in which the subtasks performed by the four layers are synchronized may vary. On the send path, messages may not be transmitted until the entire protocol stack for a given session can be assembled, i.e. if the dissemination framework learned of a new session, but the reliability framework has not, the transmission might be postponed until the information about the new session propagates across the reliability framework as well, to avoid problems stemming from such misalignments. On the receive path, the decryption of the message might be postponed until the ordering is known, to avoid maintaining two copies of the message in memory, one for the purpose of loss recovery (encrypted) and one for delivering to the application (decrypted), etc. The exact synchronization pattern can be defined on a per-session basis.

In the remainder of this chapter, we will describe only the part of the architecture related to the recovery framework. Other flavors, such as ordering, can be implemented in the same way; indeed, they are all expressible within the Properties Language mentioned in Chapter 5 that targets the reliability framework described in this chapter. Examples of frameworks that could be constructed in this manner include infrastructure that implements flow, rate, and congestion control, negotiates transmission rates, manages leases on bandwidth, keys, certificates, grants or revokes access, performs failure detection, health monitoring, and self-verification or detection of inconsistencies such as partitions or invalid routing. In each case, the necessary logic can be partitioned between layers in a hierarchy, encapsulated within an independent framework, and combined at the end hosts (or, in some cases, as with flow or congestion control, at one or more intermediate layers), within a per-session protocol stack.
3.2.9 Hierarchical Approach to Reliability

Our approach to reliability resembles our hierarchical approach to dissemination. Just as channels are decomposed into sub-channels, in the reliability framework we decompose the task of loss repair and providing other reliability goals. Recovering messages in a given scope is modeled as recovering within each of its sub-scopes, concurrently and independently, then recovering across all the sub-scopes (Figure 3.23). For example, suppose that scope $X$ has members $Y_1, Y_2, \ldots, Y_K$. For the purpose of this example, we assume that this structural decomposition does not change, and membership of $X$ is static (our approach does support scenarios with dynamically changing membership as well, but to keep this example simple, we shall postpone the discussion of dynamic scenarios until later). A simple reliability property $P(X)$ requiring that “if some node $x$ in the span of scope $X$ receives a message $m$, then for as long as either $x$ or some other node keeps a copy of it, every other node $y$ in the span of $X$ will also eventually get $m$”, can be decomposed as follows. First, we ensure $P(Y_i)$ for every $Y_i$, i.e. we ensure that in each sub-scope $Y_i$ of scope $X$, if one node has the message, then so eventually do the others. The protocols that lead to this goal can run in all these sub-scopes independently and concurrently. Then, we run a protocol across sub-scopes $Y_1, Y_2, \ldots, Y_K$, to ensure that if any of them has in its span a node $x$ that received message $m$, then each of the other $Y_i$ also eventually has a node that received $m$. When these tasks, i.e. recovery in each $Y_i$ plus the extra recovery across all $Y_i$, are all performed for sufficiently long, $P(X)$
is eventually established.

Coming back to our example, assume that students with their laptops sit in university departments, each of which is a scope. Suppose that some, but not all of the students received a message with a problem set from their professor sitting in a cafeteria. We would like to ensure that the problem set is reliably delivered to all students. In our system, this would be achieved by a combination of protocols: a protocol running in each department would ensure that internally, for every pair $x, y$ of students, if $x$ got the message then so eventually does $y$, and likewise a protocol running across the departments ensures that for each pair of departments $x, y$, if some students in $x$ got the message, so eventually do some students in $y$. In the end, this yields the desired outcome.

Just like recovery among individual nodes, recovery among LANs might also involve comparing their “state” (such as aggregated ACK/NAK information for the entire LAN) or forwarding lost messages between them. We give an example of this in Section 3.2.11. As mentioned earlier, in our architecture, different recovery schemes may be used in different scopes, to reflect differences in the network topologies, node or communication link capacities, the availability of IP multicast and other local infrastructure, the way subscribers are distributed (e.g., clustered or scattered), etc.

For example, in one department, the machines of the students subscribed to topic $T$ could form a spanning tree. The property we mentioned above could be guaranteed by making neighbors in the tree compare their state, and upon discovering that one of them has a message $m$ that the other is missing, forwarding $m$ between the two of them. The same approach may also be used across the departments, i.e. departments would form a tree, the departments “neighboring” on that tree could compare what their students got, and perhaps arrange for messages to be forwarded between them. For the latter to be possible, the departments need a way to calculate “what their students got”, which is an example of an aggregated, “department-wide” state. Finally, some departments could
use a different approach. For example, a department enamored of gossip protocols might require that student machines randomly gossip about messages they got; a department that has had bad experiences with IP multicast and with gossip might favor a reliability protocol that runs on a token ring instead of a tree, and a department with a site-license for a protocol such as SRM (which runs on IP multicast) might favor its use, where the option is available. In each department, a different protocol could be used locally. As long as each protocol produces the desired outcome (satisfies the reliability property inside of the department), and as long as the department has a way to calculate aggregate “department-wide” state needed for inter-department recovery, these very different policies can be simultaneously accommodated.

Just as messages are disseminated through channels, forming what might be termed dissemination domains, reliability is achieved via recovery domains. A recovery domain $D$ in scope $X$ may be thought of as an instance of a distributed recovery protocol running among some nodes within $X$ that performs recovery-related tasks for a certain set of topics.

For example, when some of the students sitting in a library subscribe to topic $T$, the library might create a “local recovery domain for topic $T$”. This domain could be “realized”, e.g., as a spanning tree connecting the laptops of the subscribed students and running a recovery protocol between them. The library could internally create many domains, e.g., many such trees of student’s laptops.

The concept of a recovery domain is dual to the notion of a dissemination channel; here we present the analogy.

- Just like a channel is created to disseminate messages for some topics $T_1, T_2, \ldots$, $T_i$ in scope $X$, a recovery domain is created to handle loss recovery and other reliability tasks, again for a specific set of topics, and in a specific scope. Just like there could exist multiple channels to a scope, e.g., for different sets of topics,
there could also exist multiple recovery domains within a single reliability scope, each ensuring reliability for different sets of topics.

- Just as channels may be composed of sub-channels, a recovery domain $D$ defined at a scope $X$ may be composed of sub-domains $D_1, D_2, \ldots, D_n$ defined at sub-scopes of $X$ (we will call them the members of $D$). Each such sub-domain $D_i$ handles recovery for a set of subscribers in the respective sub-scopes, while $D$ handles recovery across the sub-domains. The hierarchy of recovery domains reflects the hierarchy of scopes that have created them, just as channels are decomposed in ways that reflect the hierarchy of scopes that have exposed those channels.

- Just as channels are composed of sub-channels via applying filters assigned by forwarding policies, a recovery domain $D$ performs its recovery tasks using a recovery protocol. Such a protocol, assigned to $D$, specifies how to combine recovery mechanisms in the sub-domains of $D$ into a mechanism for all of $D$. Recovery protocols are defined in terms of how the sub-domains “interact” with each other. We explain how this is done in more detail in Section 3.2.9.

- Just like a single channel may be used to disseminate messages in multiple topics, a recovery domain may run a single protocol to perform recovery simultaneously for a set of topics. In both cases, reusing a single mechanism (a channel, a token ring, a tree, etc.) may significantly improve performance due to the reduction in the total number of control messages and other such optimizations. Indeed, we use this idea in the system described in Chapter 4.

Each individual node is a recovery domain on its own. In a distributed scope such as a LAN, such as the library in our example, on the other hand, many cases are possible. In one extreme, a single domain may cover the entire LAN. All internal nodes could thus form a token ring, or gossip randomly to exchange ACKs for messages in all topics simultaneously, and use this to arrange for local repairs. In the other extreme, separate
domains could be created for every individual topic; subscribers to the different topics could thus form separate structures, such as separate rings and trees, and run separate protocol instances in each of them, exchanging state and the lost messages. In our system, recovery domains actually handle recovery for specific sessions, not just specific topics. Each recovery domain created internally by a scope performs recovery for some set of sessions, and these sets are such that for each session \( k \) in which the scope has subscribers, there is a recovery domain in the scope that performs recovery for \( k \).

A recovery domain \( D \) of a data center could have as its members recovery domains created by the LANs in that data center (by the SMs of these LANs). Note that in this case, members of \( D \) would themselves be distributed domains, i.e. sets of nodes. A recovery protocol running in \( D \) would specify how all these different sets of nodes should exchange state and forward lost messages to one another. Note the similarity to a forwarding policy in a data center, which would also specify how messages are forwarded among sets of nodes. As explained in Section 3.2.11 and Section 3.2.13, our recovery protocols are implemented through delegation, just like forwarding. A concept of a recovery protocol is, to some degree, an analogue of a forwarding policy.

### 3.2.10 Building the Hierarchy of Recovery Domains

Before we show how the hierarchical recovery scheme can be implemented, we need to explain how domains created at different scopes are related to each other. As explained in the preceding section, domains are organized by the relation of membership: domains in super-scopes can be thought of as containing domains in sub-scopes as members. Just as was the case for scopes, a given domain can have many parents, and there may be multiple global domains, but for a given topic, all domains involved in recovery for that topic always form a tree. Domains know their members (sub-domains) and owners (super-domains), and through a mechanism described below, also their peers.
(other domains that have the same parent). This knowledge of membership allows the scopes that create those domains to establish distributed structures in an efficient way.

A consistent view of membership is the basis for many reliable protocols, and could benefit many others that do not assume it. Knowing the members of a topic helps to determine which nodes have crashed or disconnected. In existing group communication systems, this is usually achieved by a Global Membership Service (GMS) that monitors failures and membership changes for all nodes, decides when to “install” new membership views for topics, and notifies the affected members of these new views, including the lists of topic members. Nodes then use those membership views to determine, e.g., what other nodes should be their neighbors in a tree, who should act as a leader, etc.

In our framework, the manager of the root scope for a given topic is responsible for creating the top-level recovery domain, announcing when sessions for that topic begin or end, and so forth. However, if the root SM, which in case of an Internet-wide scope would “manage” the entire Internet, had to process all subscriptions, and respond to every failure across the Internet, it would lead to a non-scalable design: beyond a certain point the system would be constantly in the state of reconfiguration, trying to change membership or install new sessions, and hence unable to make useful progress. It would also violate the principle of isolation: the higher-level scopes would process information that should be local, e.g., a corporate network would have to know which nodes in data centers are subscribers, whereas according to our architectural principles, the administrator of a corporate network, and the policies defined at this level, should treat the entire data centers as black boxes.

To avoid the problem just mentioned, rather than collecting all information about membership in a topic $T$ and processing it centrally, we distribute this information across all scope managers in the hierarchy of scopes for topic $T$ (recall this hierarchy defined in Section 3.2.1). Each SM thus has only a partial membership view for each topic and
In the reliability framework, if a scope $X$ subscribes to a topic $T$, it first selects or creates a local recovery domain $D$ that will handle the recovery for topic $T$ locally in $X$, and then sends a request to one of its parent scopes, some $Y$, asking to subscribe this specific domain, to topic $T$. At this point, it is not significant which of its parent scopes $X$ directs the request to. $X$ may be manually setup by an administrator with the list of parent scopes, and to send requests in all topics that have names matching a certain pattern to a given parent, or it could use an automated, or a semi-automated scheme to discover the parent scopes that it should subscribe with. Exactly how such a discovery scheme can be most efficiently constructed is beyond the scope of this paper, but we do hope to explore the issue in a future work.

The super-scope $Y$ processes the $X$’s subscription request jointly with requests from other of its sub-scopes, e.g., batching them together for efficiency. It then either joins $X$ and other sub-scopes to an existing recovery domain or creates a new one, some $D'$. When joining an existing recovery domain, $Y$ follows a special protocol, some details of which are given in Section 3.2.14. In any case, scope $Y$ informs all scopes of the new membership of domain $D'$. So for each recovery domain $D''$ that is a member of $D'$, the sub-scope of $Y$ that owns this domain will be notified by $Y$ that domain $D'$ changed membership, and will be given the list of all sub-domains of $D'$, together with the names of the scopes that own those sub-domains. Finally, if domain $D'$ has just been created, and scope $Y$ is not the root scope for the topic, $Y$ itself sends a request to one of its parent scopes, asking to subscribe domain $D'$ to the topic. Topic subscriptions thus travel all the way to the root scope for the topic, in a cascading manner, creating a tree of recovery domains in a bottom-up fashion.

In our example, when a student $A$ sitting in a library $L$ enters a virtual room $T$, $A$’s laptop creates a local recovery domain $D_A$, and sends a request to the library server.
Suppose that there are other students in the library that are already subscribed to $T$, so the library server already has a recovery domain $D_L$ that performs recovery in topic $T$. In this case all that is left to do for the library server is to update the membership of $D_L$, and to inform student $A$’s laptop, as well as the laptops of the other students subscribed to $T$, of the new membership of $D_L$, so that the laptops can update the distributed recovery structure, and build a new distributed structure. For example, if laptops used a spanning tree, or a token ring, to compare the sets of messages they have received and exchange messages between neighbors, the spanning tree or the ring may be updated to include the new laptop. On the other hand, suppose that student $A$ is the first in the library to subscribe to $T$. In this case, the library server creates a new recovery domain $D_L$, with $D_A$ as its only member, and sends its own request, in a cascading manner, to a campus server $C$, asking to subscribe $D_L$ to topic $T$, and so on.

The above procedure effectively constructs a hierarchy of sub-domains, with the property that for each topic $T$, the recovery domains subscribed to $T$ form a tree. At the same time, a membership hierarchy is built in a distributed manner. Specifically, for each domain $\mu$ in some scope $S$, $S$ will maintain a list of the form \{ $X_1$:$\beta_1$, $X_2$:$\beta_2$, $\ldots$, $X_K$:$\beta_K$ \}, in which $\beta_1$, $\beta_2$, $\ldots$, $\beta_K$ are the members, i.e. sub-domains of domain $\mu$, and $X_1$, $X_2$, $\ldots$, $X_K$ are the names of the scopes that own those sub-domains (i.e. that created them). In the process of establishing this structure, each of the scopes $X_i$ receives the list, along with any future updates to it. This information is not “pushed” all the way down to the leaf nodes. Instead, every scope maintains the membership of the domains it created (e.g., scope $S$ maintains the list mentioned above), plus a copy of the membership of all super-domains of the domains it created (e.g., each $X_i$ has a copy of the list above), but not the membership of any domains created below it (so, for example, $S$ would not track the membership of any of the domains $\beta_1$, $\beta_2$, $\ldots$, $\beta_K$), more than one level above it (e.g., while scope $S$ would know what are the peers of its own domain $\mu$, scopes $X_1$, $X_2$, $X_3$, $\ldots$, $X_K$ would not).
Figure 3.24: Membership information and view numbers are passed one level down (never up) the hierarchy. Node A subscribes to topic T with the library L. Library L subscribes with campus C.

... X_K would not know those peers, because this information is, logically, two levels “above”), or any internal details of its peers (e.g., while all of X_1, X_2, ..., X_K would know the membership of µ, i.e. the entire list \{X_1:β_1, X_2:β_2, ..., X_K:β_K\}, they would not know the membership of any of the domains β_1, β_2, ..., β_K besides their own; they only know the names of their peer domains).

Figure 3.24 shows an example of the structure the system would construct in a scenario similar to the one above. Laptop A creates a new domain α, which may have a version number, like any other domain, say α_1. Then, A directs a request “subscribe A:α to T” to the library L. Note that the version number of a was not included in the request to L. This is a detail internal to A that L does not need to know about. Now, the library creates a new domain µ, and gives it a version number, say µ_1, and directs subscribe “L:µ to T” to the campus C (omitting the version number). Concurrently, L notifies A
that \( A;\alpha \) is now a member of \( \mu_1 \). This means that a domain \( \mu \) has been created at \( L \), and version (view) number 1 of \( \mu \) has just a single member \( A;\alpha \). Similarly, \( C \) creates a new domain \( \epsilon \) with initial version \( \epsilon_1 \) that includes a single member \( L;\mu \) and notifies \( L \).

Later, another laptop \( B \) in the library \( L \) also joins topic \( T \). This time, no request is sent to campus \( C \). The library handles the request internally. A new version (view) \( \mu_2 \) of domain \( \mu \) is created, with two members \( A;\alpha \) and \( B;\beta \), and both \( A \) and \( B \) are notified of this new view. \( A \) and \( B \) undergo a special protocol to “transition” from recovery domain \( \mu_1 \) to recovery domain \( \mu_2 \) in a reliable manner, and the protocol running for \( \mu_1 \) eventually quiesces. The protocols that run at higher levels are unaffected. Domain \( \epsilon_1 \) still has only a single member \( L;\mu \), and the view change that occurred internally in domain \( \mu \) is transparent to \( C \), and to the protocols that run at this level, and handled internally in the library \( L \), between nodes \( A \) and \( B \).

By keeping the information about the hierarchy of domains distributed, and by limiting the way in which this information is propagated to only one level below, we remain faithful to the principles of isolation and local autonomy laid out earlier. At the same time, this enables significant scalability and performance benefits. Because parent domains are oblivious to the membership of their sub-domains, and reconfiguration can often be handled internally, as in the example above, churn and failures in lower layers of the hierarchy do not translate to churn and failures in higher layers. A failure of a node, or a mobile user with a laptop joining or leaving the system, does not need to cause the Internet-wide structure of recovery domains, potentially spanning across tens of thousands of nodes, to fluctuate and reconfigure.

As stated earlier, a single recovery domain may perform recovery for multiple topics (sessions), simultaneously. Additionally, recall that the domain hierarchy, with multiple topics, may not be a tree. We now present an example of how and why this could be the case. Suppose that nodes in a certain scope \( L \) are clustered based on their interest.
Figure 3.25: A hierarchy of recovery domains in a system that clusters nodes based on interest and maintains recovery scopes corresponding to each of the clusters.

Nodes A and B would be in the same cluster if A and B subscribed to the same topics. Clusters are thus defined by sets of topic names, e.g., cluster $R_{XY}$ would include nodes that have subscribed to topics $X$ and $Y$, and that have not subscribed to any other topics besides these two. The set of nodes subscribed to each topic would thus include nodes in a certain set of clusters. We might even think of as topics “including” clusters, and the clusters including the individual nodes (Figure 3.25). Accordingly, a scope manager in L might create a separate recovery domain for each cluster, and then a separate recovery domain for each topic. If node A subscribes to topic $X$, and nodes B and C subscribe to topic $Y$, then L could create a recovery domain $R_X$ for cluster $R_X$ and a recovery domain $R_{XY}$ for cluster $R_{XY}$. Domain $R_X$ would have a single member $A$:$\alpha$, while $R_{XY}$ would have two members, $B$:$\beta$ and $C$:$\phi$. Scope L would also create a local domain $L$:X for topic $X$ and $L$:Y for topic $Y$. Domain $L$:X would have members $L$:RX and $L$:RX while domain $L$:Y would have a single member $L$:RXY. Domains $L$:X and $L$:Y defined at scope L could themselves be members of some higher-level domains, defined at a higher-level scope C, and so on. Now, the protocol running in domain $R_{XY}$ at scope L, for example, would perform recovery simultaneously for topics $X$ and $Y$. As said earlier, the protocol running in $R_{XY}$ would also be used to calculate aggregate information about domain $R_{XY}$, to be used in the higher-level protocols. In our example, the information collected by
the protocol running in $L:R_{XY}$ would be used by two such protocols, a protocol running in domain $L:X$ and a protocol running in $L:Y$.

While the structure just described may seem complex, the ability to perform recovery in multiple topics simultaneously is important in systems like virtual worlds, where the number of topics (virtual rooms) may be very large.

To complete the discussion of recovery hierarchy, we now turn to sessions. As explained earlier, in our architecture recovery is always performed in the context of individual sessions, not topics, because whenever a session changes, so can the reliability properties of the topic. The creation of the domain hierarchy, outlined above, is mostly independent of the creation of sessions. The only case when these two processes are synchronized arises when the last member, across the entire Internet, leaves the topic, or when the first member rejoins the topic after a period when no members existed, for in such cases, it is impossible to handle the event via a local reconfiguration between members (such as transferring state from some existing member to the newly joining one, or “flushing” changes from the departing member to some of the existing members). Such an event will force an existing session to be flushed or a new session to be created.

In any case, sessions for a topic $T$ are created by the scope that serves as the root for $T$. The root maintains topic metadata and the information about sessions in persistent storage. It assigns new session number whenever a new session is created, and then installs the new session and flushes the existing session in the top-level recovery domain that it created to perform recovery in topic $T$. More on how the installing and flushing of a session are realized will be explained in Section 3.2.13. Now, concurrently with installing of a new session and flushing of the old session in the top-level recovery domain, the scope manager passes the session change event further, to the sub-domains that are members of this global recovery domain, by communicating with the scope managers that created those sub-domains. This notification travels down the hierarchy of recovery
domains in a cascading manner, until the session change events are disseminated across the entire structure.

### 3.2.11 Recovery Agents

The reader will have noticed by now that the structure of recovery domains we have just described “exists” only virtually, inside the scope managers. These recovery domains are “implemented” by physical protocols running directly between physical nodes, the publishers and subscribers, in a manner similar to how we implemented channels between scopes, by delegating the tasks that the recovery domains are responsible for to physical nodes. Just as channels between scopes are “implemented” by physical connections between nodes that can be constrained with filter chains and that are “installed” in the physical nodes by their super-scopes, in the reliability framework recovery domains are “implemented” by agents. Similarly to filters, these agents are also small, “downloadable” components, which are installed on physical nodes by their super-scopes. Before going into details of how precisely this is done, however, we first explain how existing recovery protocols can be modeled in a hierarchical manner that is compatible with our architecture.

### 3.2.12 Modeling Recovery Protocols

The reliability framework is based on an abstract model of a scalable distributed protocol dealing with loss recovery and other reliability properties. In this model, a protocol such as SRM, RMTP, virtual synchrony, or atomic commit, is defined in terms of a group of cooperating peers that exchange control messages and can forward lost packets to each other, and that may perhaps interact with a distinguished node, such as a sender or some node higher in a hierarchy, which we will refer to as a controller(Figure 3.26). The con-
controller does not have to be a separate node; this function could be served by one of the peers. The distinction between the peers and the controller may be purely functional. The point is that the group of peers, as a whole, may be asked to perform a certain action, or calculate a value, for some higher-level entity, such as a sender, a higher-level protocol, or a layer in a hierarchical structure. Examples of such actions include retransmitting or requesting a retransmission for all peers, reporting which messages were successfully delivered to all peers, which messages have been missed by all peers, etc.

Irrespective of how exactly the interaction with the controller is realized, it is present in this form or another in almost every protocol run by a set of receivers. We shall refer to the possible interactions between the peers and the controller as the upper interface. Notice that some reliability protocols are not traditionally thought of as hierarchical; we would view them as supporting only a one-level hierarchy. The benefit of doing so is that those protocols can then be treated side by side with protocols such as SRM and RMTP, in which hierarchy plays a central role.

Each peer inspects and controls its local state. Such state could include, e.g., a list of messages received, and perhaps copies of those that are cached (for loss recovery), the list and the order of messages delivered, etc. Operations that a peer may issue to change the local state could include retrieving or purging messages from cache, marking messages as deliverable, delivering some of the previously missed message to the application, etc. We refer to such operations, used to view or control the local state of a
Figure 3.27: A peer modeled as a component living in abstract environment (events, interfaces, etc.).

peer, as a \textit{bottom interface}.

In protocols offering strong guarantees, peers are typically given the membership of their group, received as a part of the initialization process, and subsequently updated via \textit{membership change} events. Peers send control messages to each other to share state or to request actions, such as forwarding messages. Sometimes, as in SRM, a multicast channel to the entire peer group exists.

To summarize, in most reliable protocols, a peer could be modeled as a component that runs in a simple environment that provides the following interface: a \textit{membership view} of its peer group, \textit{channels} to all other peers, and sometimes to the entire group, a \textit{bottom interface} to inspect or control local state, and an \textit{upper interface}, to interact with the sender or the higher levels in the hierarchy concerning the aggregate state of the peer group (Figure 3.27). In some protocols, certain parts of this interface might be unavailable, e.g., in SRM peers might not know other peers. The bottom and upper interfaces also would vary.

This model is flexible enough to capture the key ideas and features of a wide class of protocols, including virtual synchrony. However, because in our framework protocols must be reusable in different scopes, they may need to be expressed in a slightly different way, as explained below.
In RMTP, the sender and the receivers for a topic form a tree. Within this tree, every subset of nodes consisting of a parent and its child nodes represents a separate local recovery group. The child nodes in every such group send their local ACK/NAK information to the parent node, which arranges for a local recovery within the recovery group. The parent itself is either a child node in another recovery group, or it is a sender, at the root of the tree. Packet losses in this scheme are recovered on a hop-by-hop basis, either top-down or bottom-up, one level at a time. This scheme distributes the burden of processing the individual ACKs/NAKs, and of retransmissions, which is normally the responsibility of the sender. This improves scalability and prevents ACK implosion.

There are two ways to express RMTP in our model. One approach is to view each recovery group consisting of a parent node and its child nodes as a separate group of peers (Figure 3.28). Since internal nodes in the RMTP tree simultaneously play two roles, a “parent” node in one recovery group and a “child” node in another, we could think of each node as running two “agents”, each representing a different “half” of the node, and serving as a peer in a separate peer group. In this perspective it would be not the nodes, but their “halves” that would represent peers. Every group of peers, in this perspective, would include the “bottom agent” of the parent node, and the “upper agents” of its child nodes. When a node sends messages to its child nodes as a result of receiving a message from its parent, of vice versa, we may think of those two “agents” as interacting with each other through a certain interface that one of them views as upper,
and the other as bottom. These two types of agents play different roles in the protocol, as explained below.

The bottom agent of each node interacts via its bottom interface with the local state of the node. It also serves as a distinguished peer in the peer group, composed of itself and the upper agents of the child nodes. A protocol running in this peer group is used to exchange ACKs between child nodes and the parent node and arrange for message forwarding between peers, but also to calculate collective ACKs for the peer group, i.e. which messages were not recoverable in the group. This is communicated by the bottom agent, via its upper interface, to the upper agent. The upper agent of every node interacts via its bottom interface with the bottom agent. What the upper agent considers as its “local state” is not the local state of the node. Instead, it is the state of the entire recovery group, including the parent and child nodes, that is collected for the upper agent by the bottom agent though the protocol that the bottom agent runs with the upper agents in child nodes. Such interactions, between a component that is logically a part of a “higher layer” (“upper agent”) with components that reside in a “lower layer” (“bottom agent”), both components co-located on the same physical node, and connected via their upper and bottom interfaces, are the key element in our architecture.

At the top of this hierarchy is the sender, the root of the tree. The bottom agent of the sender node collects for the upper agent the state of the top-level recovery group, which subsumes the state of the entire tree, and passes it to the upper agent through its upper interface. The upper agent of the sender can thus be thought of as “controlling” through its bottom interface the entire receiver tree.

The second way to model RMTP, which builds on the concepts we just introduced, captures the very essence of our approach to combining protocols. It is similar to the first model, but instead of the “upper” and “bottom” agents, each node can now host multiple agents, again connected to each other through their “bottom” and “upper” interfaces.
Each of these agents works at a different level. We may think of every node as hosting a “stack” of interconnected agents (Figure 3.29). In this structure, the sender would not be the root of the hierarchy any more. Rather, it would be treated in the very same way as any of the receivers. The same structure could feature multiple senders, and a single recovery protocol would run for all of them simultaneously.

Focusing for a moment on a concrete example, assume that nodes reside in three LANs, which are part of a single data center (Figure 3.29). Each of these administrative domains is a scope. Each node hosts, in its “agent stack”, a “node agent” (bottom level, green, Figure 3.29). The “local state” of the node agent, accessed by the node agent through its bottom interface, is the state of the node, such as the messages that the node received or missed, etc. Now, in each LAN, the node agents of all nodes in that LAN form a peer group and communicate with each other to compare their local state, or to arrange for forwarding messages between them. One of these node agents in each LAN serves as a leader (or “parent”), and the others serve as subordinates (or “children”). The leader collects the aggregate ACK/NAK information about the LAN from the entire peer group. The node that hosts the leader also runs another, higher-level component that we shall call a “LAN agent” (middle level, orange, Figure 3.29). The LAN agent accesses, through its bottom interface, the aggregated state of the LAN that the “leader” node agent, co-located with it on the same “leader” node, calculated. The LAN agent can therefore be thought of as controlling, through its bottom interface, the entire LAN,
just like a node agent was controlling the local node. Now, all the LAN agents in the data center again form a peer group, compare their state (which are aggregate states of their LANs), arrange for forwarding (between the LANs), and calculate aggregate ACK/NAK information about the data center. Finally, one of the nodes that host the LAN agents hosts an even higher-level component, a “data center agent” (top level, blue, Figure 3.29). The aggregate state of the data center, collected by the peer group of LAN agents, is communicated through the upper interface of the “leader” LAN agent to the data center agent; the latter can now be thought as controlling, through its bottom interface, the entire data center. In a larger system, the hierarchy could be deeper, and the scheme could continue recursively.

Note the symmetry between the different categories of agents. In essence, for every entity, be it a single node, a LAN, or a data center, there exists exactly one agent that collects, via lower-level agents, the state of the entity it represents, and that acts on behalf of this entity in a protocol that runs in its peer group. The agent that represents a distributed scope is always hosted together with one of the agents that represent sub-scopes. By now, the reader should appreciate that this structure corresponds to the hierarchy of recovery domains we introduced in Section 3.2.10. In our design, every recovery domain is represented, as a part of some higher-level domain, by an agent that collects the state of the domain, which it represents, and acts on behalf of it in a protocol that runs among the agents representing other recovery domains that have the same parent (Figure 3.30). In order to be able to do their job, these agents are updated whenever a relevant event occurs. For example, they receive a membership change notification, with the list of their peer agents, when a new recovery domain is created. To this end, each agent maintains a bi-directional channel from the scope that created the recovery domain represented by this agent, down to the node that hosts the agent, along what we call an agent “delegation chain”.
Figure 3.30: A hierarchy of recovery domains and agents implementing them.

Note also that as long as the interfaces used by agents to communicate with one-another are standardized, each group of agents could run an entirely different protocol, because the only way the different peer groups are connected with each other is through the bottom and upper interfaces of their agents. For example, in smaller peer groups with small interconnect latency agents could use a token ring protocol, whereas in very large groups over a wide area network, with frequent joins and leaves and frequent configuration changes agents might use randomized gossip protocol. This flexibility could be extremely useful in settings where local administrators control policies governing, for example, use of IP multicast, and hence where different groups may need to adhere to different rules. It also allows for local optimizations. Protocols used in different parts of the network could be adjusted so as to match the local network topology, node capacities, throughput or latency, the present of firewalls, security policies, etc. Indeed, we believe that the best approach to building high-performance systems on the Internet scale is not through a uniform approach that forces the use of the same protocol in every part of the network, but by the sorts of modularity our architecture enables, because it can leverage the creativity and specific domain expertise of a very large class of users,
who can tune their local protocols to match their very specific needs.

The flexibility enabled by our architecture also brings a new perspective on a node in a publish-subscribe system. A node subscribing to the same topics in different portions of the Internet, joining an already established infrastructure (existing recovery domains and agents implementing them running among existing subscribers) may be forced to follow a different protocol, potentially not known in advance. Indeed, if we exploit the full power of modern runtime platforms, a node might be asked to use a protocol that must first be downloaded and installed, in plug-and-play fashion. Because in our architecture, elements “installed” in nodes by the forwarding framework (filters and channels) and by the recovery framework (agents) are very simple, and communicate with the node via a small, standardized API (recall the abstract model of a peer on Figure 3.27), which can also be interpreted as the abstract model of an agent in the recovery framework), these elements can be viewed as downloadable software components.

Thus, a filter or a recovery agent can be a piece of code, written in any popular language, such as Java or one of the family of .NET languages, that exposes (to the node hosting it, or to agents above and below in the agent stack) and consumes a standardized interface, e.g., described in WSDL. Such components could be stored in online repositories, and downloaded as needed, much as a Windows XP user who tries to open a file in the new Vista XPS format will be prompted to download and install an XPS driver, or a visitor to a web page that uses some special ActiveX control will be given an opportunity to download and install that control. In this perspective, the subscribers and publishers that join a publish-subscribe infrastructure, rather than being applications compiled and linked with a specific library that implements a specific protocol, and thus very tightly coupled with the specific publish-subscribe engine, can now be thought of as “empty containers” that provide a standard set of hookups to host different sorts of agents. Nodes using a publish-subscribe system are thus runtime platforms,
programmable “devices”, elements of a large, flexible, programmable, dynamically reconfigurable runtime environment, offering the sort of flexibility and expressive power unseen in prior architectures.

We believe that in light of the huge success of extensible, component-oriented programming environments, standards for distributed eventing must incorporate the analogous forms of flexibility. To do otherwise is to resist commercial off-the-shelf (COTS) trends, and history teaches that COTS solutions almost always dominate in the end. It is curious to realize that although web services standards were formulated by some of the same companies that are leaders in this componentized style of programming, they arrived at standards proposals that turn out to be both rigid and limited in this respect.

One part of our architecture, for which API standardization options may not be obvious, includes the upper and bottom interfaces. As the reader may have realized, the exact form of these interfaces would depend on the protocol. For example, while a simple protocol implementing the “last copy recall” semantics of the sort we used in some of our examples require agents to be able to exchange a simple ACK/NAK information, more complex protocols may need to determine if messages have been persisted to stable storage, to be able to temporarily suppress the delivery of messages to the application, control purging messages from cache, decide on whether to commit a message (or an operation represented by it) or abort it, etc. The “state” of recovery domain and the set of actions that can be “requested” from a recovery domain may vary significantly. As it turns out, however, defining the upper and bottom interfaces in a standard way is possible for a wide range of protocols through set of properties discussed in Chapter 5.

To conclude this section, we now turn to recovery in many topics at once. Throughout this section, the discussion focused on a single topic, or a single session, but as mentioned before, the recovery domains created by the reliability framework, and hence the sets of agents that are instantiated to “implement” those recovery domains, may be
requested to perform recovery in multiple sessions at once, for reasons of scalability. As mentioned earlier, after recovery domains are established, and agents instantiated, the root scope may issue requests to install or flush a session, passed along the hierarchy of domains, in a top-down fashion. These notifications are a part of the standard agent API. Agents respond to the notifications by introducing or eliminating information related to a particular session in the state they maintain or control messages they exchange.

For example, agents in a peer group could use a token ring protocol and tokens circulating around that ring could carry a separate recovery record for each session. After a new session would get installed, the token would start to include the recovery record for that session. When a flushing request would arrive for a session, the session would eventually quiesce, and the recovery record related to that session would be eliminated from the tokens, and from the state kept by the agents. The exact manner in which introducing a new session and flushing are expressed would depend on how the agent implements it. The available agent implementation might not support parallel recovery in many sessions at once; in this case, the SM could simply create a separate recovery domain for each topic, or even for each session, so that separate agents are used for each.

If an agent performs recovery for many sessions simultaneously, its “upper” and “bottom” interfaces would be essentially arrays of interfaces, one for each session. Likewise, agent stacks might no longer be vertical. The stacks for a scenario of Figure 3.25 are shown on (Figure 3.31). Here, agents on node B form a tree. Two parts of the upper interface of one agent that correspond to two different sessions that the agent is performing recovery for, are connected with two bottom interfaces of two independent higher-level agents. At this point, the structure depicted in this example may seem somewhat confusing; in Section 3.2.13, we come back to this scenario, and we explain how such elaborate structures can be automatically constructed.
3.2.13 Implementing Recovery Domains with Agents

In Section 3.2.10 we have explained how a hierarchy of recovery domains is built, such that for each session, there is a tree of domains performing recovery for that session. In Section 3.2.11 we indicated that the recovery domains are “implemented” with agents, and in Section 3.2.12 we explained how recovery protocols can be expressed in a hierarchical manner, by a hierarchy of agents that represent recovery domains. We now explain how agents are created.

A distributed recovery domain \( D \) in our framework (i.e. a domain different than a node, not a leaf in the domain hierarchy) will correspond to a peer group. When \( D \) is created at some scope \( X \), the latter selects a protocol to run in \( D \), and then every sub-domain \( Y_k:D_k \) of \( D \) is requested to create an agent that acts as a “peer \( Y_k:D_k \) within peer group \( X:D \)”. We will refer to an agent defined in this manner as “\( Y_k:D_k \) in \( X:D \)”. Note how the membership algorithm provides membership view at one level “above”, i.e. the
Figure 3.32: A node as a “container” for agents.

scope that owns a particular domain would learn about domains in all the sibling scopes. This is precisely what is required for each peer \( Y_k:D_k \) in a peer group \( X:D \) to learn the membership of its group. Hence, the scopes \( Y_k \) that own the different domains \( D_k \) will learn of the existence of domain \( X:D \), each of them will realize that they need to create an agent “\( Y_k:D_k \) in \( X:D \)”, and each of them will receive from \( X \) all the membership change events it needs to keep its agent with an up to date list of its peers.

For example, on Figure 3.25, domains \( B:\beta \) and \( C:\phi \) are shown as members of \( L:R_{XY} \), so according to our rules, agents “\( B:\beta \) in \( L:R_{XY} \)” and “\( C:\phi \) in \( L:R_{XY} \)” should be created to implement \( L:R_{XY} \). Indeed, the reader will find those agents on Figure 3.31, in the protocol stacks on nodes \( B \) and \( C \).

When the manager of a scope \( Y \) discovers that an agent should be created for one of its recovery domains \( D_k \) that is a member of some \( X:D \), two things may happen. If \( X \) manages a single node, the agent is created locally. Otherwise, \( Y \) delegates the task to one of its sub-scopes. As a result, the agents that serve as peers at the various levels of the hierarchy are eventually delegated to individual nodes, their definitions downloaded from an online repository if needed, placed on the agent stack and connected to other agents or to the applications. We thus arrive at a structure just like on Figure 3.29, Figure 3.30, Figure 3.32, (Figure 3.32). and Figure 3.31, where every node has a stack of agents, linked to one another, with each of them operating at a different level.

While agents are delegated, the records of it are kept by the scopes that recursively
delegated the agent, thus forming a delegation chain. This chain serves as a means of communication between the agent and the scope that originally requested it to be created. The scope and the agent can thus send messages to one another. This is the way membership changes or requests to install or flush sessions can be delivered to agents.

When the node hosting a delegated agent crashes, the node to which that agent is delegated changes. That is, some other node is assigned the role of running this agent, and will instantiate a new version of it to take over the failed agents responsibilities. Here, we again rely on the delegation chain. When the manager of the super-scope of the crashed node (e.g., a LAN scope manager) detects the crash, it can determine that an agent was delegated to the crashed node, and it can request the agent to be re-delegated elsewhere. Since our framework would transparently recreate channels between agents, it would look to other peers agents as if the agent lost its cached state (not permanently, for it can still query its bottom interface and talk to its peers). On the one part, this frees the agent developer from worrying about fault-tolerance. On the other part, this requires that agent protocols be defined in a way that allows peers to crash and “resume” with some of their state “erased”. Based on our experience, for a wide class of protocols this is not hard to achieve.

### 3.2.14 Reconfiguration

Many large systems struggle with costs triggered when nodes join and leave. As a configuration scales up, the frequency of join and leave events increases, resulting in a phenomenon researchers refer to as “churn”. A goal in our architecture was to support protocols that handle such events completely close to where they occur, but without precluding global reactions to a failure or join if the semantics of the protocol demand it. Accordingly, the architecture is designed so that management decisions and the responsibility for handling events can be isolated in the scope where they occurred. For
example, in Section 3.2.10 we saw a case in which membership changes resulting from failures or nodes joining or leaving were isolated in this manner. The broad principle is to enable solutions where the global infrastructure is able to ignore these kinds of events, leaving the local infrastructure to handle them, without precluding protocols in which certain events do trigger a global reconfiguration.

An example will illustrate some of the tradeoffs that arise. Consider a group of agents implementing some recovery domain $D$ that has determined that a certain message $m$ is locally cached, and reported it as such to a higher-level protocol. But now suppose that a node crashed and that it happens to have been the (only) one on which $m$ was cached. To some extent, we can hide the consequences of the crash: $D$ can reconfigure its peer group to drop the dead node and reconstruct associated data structures. Yet $m$ is no longer cached in $D$ and this may have consequences outside of $D$: so long as $D$ cached $m$, higher level scopes could assume that $m$ would eventually be delivered reliably in $D$; clearly, this is no longer the case.

This is not the setting for an extended discussion of the ways that protocols handle failures. Instead, we limit ourselves to the observations already made: a typical protocol will want to conceal some aspects of failure handling and reconfiguration, by handling them locally. Other aspects (here, the fact that $m$ is no longer available in scope $D$) may have global consequences and hence some failure events need to be visible in some ways outside the scope. Our architecture offers the developer precisely this flexibility: events that he wishes to hide are hidden, and aspects of events that he wishes to propagate to higher-level scopes can do so.

Joining presents a different set of challenges. In some protocols, there is little notion of state and a node can join without much fuss. But there are many protocols in which a joining node must be brought up to date and the associated synchronization is a traditional source of complexity. In our own experience, protocols implementing
reconfiguration (especially joins) can be greatly facilitated if members of the recovery domains can be assigned certain “roles”. In particular, we found it useful to distinguish between “regular” members, which are already “up to date” and are part of an ongoing run of a protocol, and “light” members, which have just been added, but are still being brought up to date.

When a new member joins a domain, its status is initially “light” (unless this is the first membership view ever created for this domain). The job of the “light” members, and their corresponding agents, is to get up-to-date with the rest of their peer group. At some point, presumably when the light members are more or less synchronized with the active ones, the “regular” agents may agree to briefly suspend the protocol and request some of these “light” peers to be promoted to the “regular” status.

The ability to mark members as “light” or “regular” is a fairly powerful tool. It provides agents with the ability to implement certain forms of agreement, or consensus protocols that would otherwise be hard to support. In particular, this feature turns out to be sufficient to allow our architecture to support virtually synchronous, consensus-like, or transactional semantics.

### 3.2.15 Reliability and Consistency

In this last section, we briefly comment on the expressive power of the architecture we proposed, and the way we can support strong semantics. The main issue here stems from the fact that notions such as consistency or reliability have typically been expressed in terms of global membership views. Thus, for example, one could talk about a message being eventually delivered to all non-faulty nodes within a certain view, or delivery being suppressed until all non-faulty nodes within a view receive and acknowledge it; the notion of being non-faulty is also typically expressed in terms of membership, for example a node could be considered faulty in a view if it is not a member of one of the
subsequent membership views. In the architecture we have proposed, we eliminated the notion of a global view as fundamentally non-scalable and violating design principles such as local autonomy, isolation, and encapsulation. The membership is decentralized, represented as a hierarchy of membership views maintained by different scope managers. The complete hierarchy is never delivered to the clients, and it never materializes in any part of the system. Hence, expressing semantics in terms of global views is impossible in this new model we propose, and defining reliability and consistency in a rigorous way becomes significantly more difficult.

An in-depth discussion of the decentralized membership model and the way strong semantics can be supported in it is a work in progress, and is beyond the scope of this dissertation. The problem is closely related to, and in a sense it is a foundation for our work on the Properties Framework of Chapter 5. We comment on the issue and outline our future plans in Section 6.2. Here, we limit ourselves to a few brief comments.

The key to understanding the architecture is to realize that just as the network of scope managers forms a hierarchy, so does a protocol running by a network of interconnected agents, and that agents running at different levels, in a sense, perform partial computations within the protocol. Although the global membership of the system never arises anywhere, the results of such partial computations can, in fact, correspond to well defined sets of nodes. We explain this by example.

Consider a part of a reliable multicast protocol that is concerned with cleaning up messages. The protocol needs to determine when a message is stable on all nodes that might need a copy, and makes a global cleanup decision as soon as this property holds. To this purpose, the protocol needs to calculate a predicate stating that “message \( k \) is stable on all nodes”. In our hierarchical architecture, such computation would performed in a hierarchical manner. Thus, for example, a group of interconnected agents at the lowest level in the hierarchy of a given topic would calculate that message \( k \) is stable
in their peer group. The results of calculations made by several peer groups would then be aggregated by a peer group running at a higher level. Cascading aggregations of this sort would eventually result in the top-level agent learning that \( k \) is stable everywhere.

Now, of course, the membership of the system could change, and so would the notion of “everywhere”. The key realization here is first, that the notion of “everywhere” can have a well defined meaning, and secondly, that distributed membership changes could be orchestrated in such a way that once a global predicate such as “a message \( k \) is stable everywhere” is calculated, this predicate remains true despite the membership changes that might have occurred in the network.

To understand this, suppose that whenever a predicate is calculated, a hidden “certificate” is attached to it that documents the way the computation took place. The certificate would be a tree of membership views corresponding to all the recovery domains that took part in the aggregation, including the specific views, times or rounds within those views etc. If \( x \) is a node in the membership tree, then the child nodes of \( x \) would be membership views of entities that are in the view \( x \). At the lowest level, individual nodes would produce hidden certificates with their names and incarnation numbers, and as the value of the predicate is aggregated in a bottom up fashion, hidden certificates would also be combined into higher-level certificates by the peer groups performing the aggregation. Eventually, when a predicate such as “message \( k \) is stable on all nodes” surfaces at the root agent, it would be accompanied by a hidden certificate representing a tree of membership views descending from the recovery domain of the root agent, down to a well defined set of the individual nodes that the predicate was calculated over. Every such certificate would thus determine a global membership. Of course, this hidden certificate would not be a part of the actual running protocol, but rather a virtual concept one could use to define and prove the protocol’s properties.

Now, just as in traditional systems one defines strong properties in terms of values of
certain predicates in global views, in our architecture one would define such properties in terms of such hidden certificates, and express the distributed behavior of the membership infrastructure in terms of view hierarchies reflected in such certificates.

Thus, for example, one could state that once the protocol computes a certificate such as “message \( k \) is stable everywhere” at any point, every subsequent computation made by the protocol would be performed using a more up-to-date information; this property is called “monotonicity”, and is a fundamental concept in the Properties Framework of Chapter 5. Monotonicity could be expressed in terms of certificates by stating that in every new computation, the hidden certificate must be such that whenever a view of the same recovery domain is present in both certificates, the view in the “newer” certificate is also “newer”, i.e. it has a higher view number, a higher round, time, or incarnation number etc. This, in turn, appears to be possible to achieve in a scalable manner, by carefully defining the mini-protocol run by each peer group, and without the need for any centralized infrastructure. Although a formal proof is a work in progress, experiments reported in [238], with tens of thousands of nodes and extremely high churn rates, suggest that our intuition is correct.

Likewise, one could state that if nodes join the protocol, they can only take part in a new computation provided that they have sufficiently “caught up” with the rest of the group. This can again be expressed in terms of hidden certificates, by saying that if a new value is to be aggregated such that in its hidden certificate a new recovery domain is present, the value of the calculated predicate must not be affecting the state of the aggregation. This can be made more formal, but we won’t go into details at this point. Intuitively, this would ensure, for example, that if a new node is added to a group that considered a certain message as stable, the new node must also have a copy of the message, so that the result of the earlier computation is respected. Until this holds, the node could participate in peer-to-peer recovery, and could request state
transfers, but it would not take part in voting on whether messages can be cleaned up; in the terminology of the preceding section, it would serve as a “light” member. This sort of “guarded join” semantics again appears to be expressible in terms of certificates, and possible to implement in a scalable manner. Again, although a rigorous formal proof is still needed, experiments reported in [238] suggest that the approach is valid.

Combined with monotonicity, guarded join could be used to argue that whenever the protocol calculates a global predicate “message $k$ is stable everywhere”, the result of such computation will remain the same under certain very weak assumptions (such as that the entire hierarchical infrastructure does not collapse). This, in turn, allows to talk about “irreversible” decisions, and appears to be sufficient to prove facts such as that messages are not “lost” by the protocol, i.e. if a message has once been transmitted, a newly joining node will always be able to eventually obtain either a copy of the message, or a copy of replicated state affected by this message (again under weak assumptions). This form of a guarantee appears to fit well into the live objects model of Section 2.
Chapter 4
Performance

In the preceding chapters, we have proposed a new programming model and an object-oriented multicast architecture supporting it. In this chapter, we report on our experiences building QuickSilver Scalable Multicast (QSM), a simple reliable multicast platform based on a subset of the architecture presented in Chapter 3, and on the architectural insights we have gained in the process.

4.1 Introduction

4.1.1 Application Scenario

In our prototype implementation, we focus on enterprise computing environments, which may comprise of 10,000s of commodity PCs. Although our vision in general, and the architecture presented in Chapter 3 in particular, are targeted for Internet-scale scenarios, it is clear that the path to broad adoption of the paradigm leads through successful use in corporate settings and on university campus networks, in context of applications such as collaborative editing, video conferencing, online courses, virtual classrooms, in-house television, interactive gaming, or network management tasks such as image and software deployment. Also, such environments permit much higher data rates than what is available in WAN settings, thus raising the bar for a high-performance platform. Our target environment has the following characteristics:

1. The system is used as a part of the live objects runtime, within a managed environment such as .NET or Java/J2EE. Consequently, it is essential to interoperate well with managed applications, and within a runtime environment that maintains a degree of control over aspects such as scheduling or the handling of memory.
2. Reliability is important, and one does need at least a simple form of loss recovery, such as that as long as the data source or a sufficiently large number of copies is present, eventually all nodes that do not leave the protocol receive a copy of each transmitted message. We assume that stronger forms of reliability are used very rarely: multicast is used primarily to access visual content, and properties such as atomicity in the presence of failures, or other strong forms of agreement, are not needed. Where necessary, such functionality can be implemented at higher levels, by leveraging functional compositionality of live objects. Higher-level protocol logic can be implemented using the Properties Language discussed in Chapter 5.

3. Most applications can avoid relying on total ordering, for example by using locking schemes to obtain exclusive right to modify a portion of a shared document, or by assigning ownership of an object to one client at a time, as is the case with most video and audio transmissions, and the sporadic use of this property does not justify the high cost it would incur if it were an integral part of the base protocol. By default, ordering is FIFO, and where necessary, total ordering can be implemented externally, by leveraging the live objects framework and the Properties Language. Likewise, synchronized state transfer can be implemented at the application level: the logic for “catching up” with the group may vary depending on the application.

4. There are 1000s to 10,000s of client nodes, all residing in a single administrative domain with system-wide availability of IP multicast. Our platform must be able to leverage IP multicast and efficiently use the hardware resources.

5. Node crashes and sudden losses of connectivity are uncommon: most clients leave the protocol in a controlled manner, by contacting a membership service (or it is possible to arrange for this to be the case, e.g., by hosting the multicast engine in a system service that cannot be “terminated” simply by closing its window, and
that explicitly leaves all groups when the system is rebooting or shutting down). It is feasible to run a centralized service that tracks all membership requests, such as joining and leaving multicast groups, has full knowledge of the network, and a direct connectivity to all clients.

6. Nodes access a very large number of multicast groups underlying replicated visual elements, such as shared documents, folders, files, live or offline multimedia streams, etc., but most of the traffic is cumulated within a small number of high-bandwidth data streams originating at a relatively small number of sources, carrying data such as television channels, or system images to larger numbers of recipients. Multicast in very interactive groups, such as those underlying collaboratively edited documents, is relatively low-bandwidth, and from a performance standpoint, it can be treated simply as background “noise” that consumes some portion of network bandwidth and CPU resources. Furthermore, the patterns of interest in different objects exhibit certain types of structural regularities, as discussed in Section 4.1.2.

7. Network loss is very uncommon, at the level of 0.1% or less. Packet loss is caused mostly by the overloaded end hosts dropping packets from receive buffers in the operating system, when the multicast engine is denied CPU for a longer period. Consequently, we adopt a reactive approach and optimize for a “stable” scenario. Also, when it does occur, loss has a bursty nature: packets are dropped in sequences, typically about 100 packets long or in windows of time at the order of 10ms, and in an uncorrelated manner. Accordingly, our loss recovery scheme should be optimized for parallel recovery from bursty, uncorrelated losses, and does not need to perform extremely well on networks with random loss or flaky connectivity.

8. Clients are relatively busy because they consume a significant amount of resources
rendering mashups, decompressing multimedia streams, or running other applications, etc., and relatively under provisioned: most of them are cheap office PCs. At the same time, perturbations on the end hosts are very common, and it is essential for the protocol to operate well in such environment. Client nodes are used for other activities or to run computationally intensive tasks that may trigger bursts of heavy CPU load, cause the multicast platform to be occasionally preempted, or otherwise introduce random, unpredictable processing delays.

4.1.2 Exploiting Overlap

In the preceding section, we stated that although in our target application environment, there may be large numbers of multicast groups underlying replicated objects, a large portion of the bandwidth would be concentrated in a relatively small number of groups, and the “interest” in different objects would exhibit a degree of “regularity”. These two assumptions, that bandwidth is concentrated and that there exists a “regularity”, reflect our approach to scalability in the number of protocol instances, as explained below.

Recall from our discussion in Section 1.4.3 and the scenario depicted on Figure 1.4, that the main reasons preventing the existing reliable multicast systems from scaling in the number of protocol instances, are related to two factors:

1. Existing protocols use far too many IP multicast groups for dissemination, which leads to state explosion in the networking hardware and triggers software filtering.
2. Existing protocols create recovery structures for different groups independently.

When the structures overlap, nodes end up interacting with large numbers of peers.

Accordingly, in designing our system we adopted the following key objectives:

1. We aggregate all multicast traffic within a smaller number of IP multicast groups.
2. We construct recovery structures in a manner coordinated across multiple groups.
Both of the above essentially boil down to amortizing overhead and sharing work across groups. We want to “aggregate” traffic to multiple groups within a single IP multicast channel, or perform recovery in such a way that recovery structures for different groups would create peering relationships between the same pairs of nodes, and so that the same control packets could carry recovery state pertaining to multiple groups at a time.

Our approach is based on the concept of a “region”, a set of nodes within the system that closely cooperate on dissemination and loss recovery. The concept is related to the notion of a “scope” introduced in Chapter 3, but here we go one step further: all nodes in the region coordinate on dissemination and recovery not for just one group, but for all groups simultaneously, and they run a single local protocol instance.

The concept is perhaps best explained by comparing Figure 4.1, showing nodes in a segment of the network that have been partitioned into three regions, with Figure 1.4, where recovery structures for two protocols have been constructed in a completely uncoordinated manner. Note that in the structure shown on Figure 4.1, each node in a region is a part of only a single local protocol (the black lines). We can think of the regions as “meta-nodes”, and the individual system-wide multicast protocols (the green and red lines) as running between such meta-nodes, rather than running between nodes. This is consistent with the object-oriented perspective proposed in Chapter 3.
Figure 4.2: Groups overlap to form regions. Nodes belong to the same region if they are members of the same multicast groups. Formally, each node belongs to a single region \( R_{G(x)} \), where for any node \( x \), \( G(x) \) is a set of groups that node \( x \) belongs to, and for any set of groups \( S \), \( R_S \) is a set of nodes \( x \) such that \( G(x) = S \).

Of course, clustering nodes into regions can only bring real benefits from a performance standpoint provided that the following three essential conditions are met:

1. **Nodes in the region have work to share.** If each node in the region is subscribed to a different set of groups, clustering is counterproductive: nodes have no reason to interact with each other, and the local protocol represents overhead.

2. **Regions span at least a few nodes.** In the extreme case, when each node constitutes a single region, our scheme brings no benefit: no useful work sharing takes place.

3. **Nodes in a region belong to more than one group.** If nodes in a region all belong to a single group, no work is shared across multiple protocols.

We can satisfy the first condition by defining a region as a set of nodes with the same membership. Formally, if for a node \( x \), the set \( G(x) \) is the set of all multicast groups that node \( x \) is a member of, then for any set of groups \( S \), “region \( R_S \)” is the set of all nodes \( x \) such that \( G(x) = S \). We partition the set of all nodes in the system into subsets \( R_S \) corresponding to different sets of groups (Figure 4.2). In this scheme, each node \( x \) is a part of exactly one region, \( R_{G(x)} \). Later in this section, we will relax this assumption.

The fact that all nodes within a region defined this way are members of the same groups makes work sharing trivial: each of these nodes expects to receive exactly the
same messages, hence the recovery protocol can just compare messages between pairs of nodes, irrespective of what groups those messages were transmitted in, and whenever one node is found to have a message that another node is missing, arrange for the two nodes to forward the message to one another. Since all nodes receive the same messages, it does not matter how nodes are organized: they can form a token ring or a tree, and in any case, any pair of neighboring nodes can engage in a useful interaction.

Although the number of all possible regions is exponential with respect to the number of groups, the number of nonempty regions is bounded by the number of nodes, and if certain conditions discussed further in this section are met, this number can be even smaller. In particular, it will be much smaller than the number of groups. This fact will have important implications: because IP multicast addresses in our protocol will be associated with regions rather than with groups, we can avoid the state explosion problem mentioned earlier that plagues systems based on IP multicast.

Now, focusing back on our “three essential conditions” required for clustering to be efficient, we define the system to be regular if the remaining two conditions are met. In this dissertation, we will not need a formal notion of regularity. We’ll think of “regularity” as a mental shortcut for a class of functions that have the following general properties:

1. A system is more regular if regions are larger.
2. A system is more regular if regions $R_S$ representing overlap of larger sets of groups $S$ are more common.

One example of a possible formal definition of a “regularity” metric $\rho$ satisfying these general properties is the inverse of the number of nonempty regions, formally defined below. Here, the system is represented as a set of regions $R : \mathcal{P}(G) \to \mathcal{P}(N)$, where for any $X$, $\mathcal{P}(X)$ is a power set of $X$, $N$ is the set of nodes, $G$ is the set of groups, and $\forall S,S' \in G, S \neq S', R(S) \cap R(S') = \emptyset$. In this metric, regularity is the highest, $\rho(R) = 1$. 

177
if all groups overlap perfectly on the same set of members, and there exists a single systemwide region, whereas if every node forms a region on its own, the regularity is $\rho(R) = \frac{1}{|M|}$, a value close to 0.

$$\rho(R) = \frac{1}{|\{(g,n) \in R : |n| > 0\}|}$$ \hspace{1cm} (4.1)

In the following section, we will describe in detail a protocol that can take advantage of regularity, whereas in the remainder of this section, we will argue that regular systems are not uncommon, and that to a degree, regularity can be arranged for. We will focus here in particular on one class of regularity that arises when groups of nodes running different protocols are included in one another.

First, consider the scenario depicted on Figure 4.3, a client running a “mashup” of the sort common in the live objects platform. Note that when a visual object $X$, such as a text note or is a video stream, is embedded within a container $Y$, e.g., a desktop or a shared document, every node that opens the container $Y$ also automatically accesses $X$. Thus, a group of nodes running the protocol underlying $Y$ is a subset of the group of nodes running the protocol underlying $X$. Composition of this sort is extremely common in our platform, hence such inclusion relations between different groups are also
Figure 4.4: In data centers, where replicated components are shared, multicast groups often overlap to form regular hierarchies. The hierarchy shown in this picture is perfect, i.e., every pair of groups is either ordered by inclusion or disjoint. In practice, hierarchies are usually not perfect, but one can usually partition the set of all groups in the system into a small number of subsets such that groups in each subset form a perfect hierarchy.
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is present, the groups could partition the system into up to $2^k - 1$ nonempty regions. One the other hand, if groups are hierarchically ordered by inclusion, the number of such regions is much smaller. In particular, in a perfect hierarchy of the sort depicted on Figure 4.4, where every pair of groups is either ordered by inclusion or disjoint, the number of nonempty regions is bounded by $2k - 1$ (compared to $2^k - 1$ in regular case).

Although perfect hierarchies may not be very common, it turns out that in practice, one can very often partition the set $G$ of all groups in the system into a small number of disjoint subsets of groups, $G_1, G_2, \ldots, G_n$, such that when each subset $G_k$ is considered in isolation, groups in this subset form a perfect hierarchy. In another work [300], we propose a simple greedy algorithm that turns out to work extremely well for this purpose:

1. Start with a set of groups $G$, and an empty set of perfect hierarchies $S = \emptyset$.

2. For as long as $\bigcup S \subset G$, perform the following repetitive task.

   (a) Pick the largest group $g$ in $G \setminus \bigcup S$.

   (b) If there exists $H \in S$, such that $H \cup \{g\}$ would be a perfect hierarchy, then add $g$ to $H$, otherwise start a new hierarchy $H = \{g\}$ and add it to $S$.

In addition to the above basic scheme, one can add constraints such as the lower bound on the size of any of the region in a perfect hierarchy: we do not add groups to an existing hierarchy if doing so would cause any of the regions in the resulting hierarchy to become too small. This helps to ensure that the hierarchies we build are not only perfect, but also that the system consisting of those groups is “regular”, in the sense defined earlier.

Having partitioned the set of all groups into $k$ perfect hierarchies, we can now simply apply the approach to scalability described earlier $k$ times, for each hierarchy independently. Each hierarchy, considered in isolation, would now define its own set of regions, and each node would now belong to at most $k$ regions, up to one region in each hierarchy.
We could think of the resulting system as running $k$ independent instances of itself, one instance for each hierarchy managing its own groups, calculating its own regions, and managing traffic in those regions. If the number of groups is large, and the number of hierarchies created this way is kept small, this still represents improvement. Simulation results reported in [300] suggest that in practice, this will very often be the case.

An example of this is shown on Figure 4.5. Here nodes, between 250 and 2000, each join 10% of some set of groups, between 1000 and 10000, using a Zipf popularity distribution with parameter with $a = 1.5$. According to many recent studies, the assumption of Zipf popularity is realistic [119, 193, 263]; even if one views financial trading and RSS feeds as extreme cases, it is likely that live documents would exhibit similar behavior. After running the above algorithm, the average node belongs to between 4 and 14 regions. Additionally, if traffic in the individual groups is also Zipf-distributed, independently of the group popularity, then from the perspective of any particular node, 95% of the traffic it sees is concentrated in just a few of the regions, typically 1-2 (Figure 4.6).

Of course, different nodes will see different “most-loaded” regions, but the implication is that if we have a multicast system that works well for a single regular system, and the network itself is not a bottleneck, as we have assumed earlier, we can just run the platform multiple times, once for each regular hierarchy the system was decomposed.
Figure 4.6: In an irregular system that is been decomposed into perfect hierarchies, most traffic seen by a node is concentrated in just 2 of the regions to which it belongs. Here, 2000 processes each joined some 10%, of a set of 10,000 groups. Source: Ken Birman.

into. Resource contention will not be an issue because there will not be many instances of the platform running on the same node, and most of them will be nearly idle. Moreover, since a typical node will find itself in just one or two high traffic regions, we can focus our evaluation and optimization on the behavior of the system in a single heavily loaded, but regular group overlap scenario. If the system does well in this case, it will also do well in systems with irregularly overlapping groups, and our performance and architectural insights will carry over.

Accordingly, in our performance evaluation, we’ll focus on micro-benchmarks in a highly regular system, in scenarios with perfect overlap.

### 4.2 Implementation

#### 4.2.1 Protocol

The protocol used in QSM is essentially a subset of the architecture described in Chapter 3, combined with the approach to scalability described in Section 4.1.2. The protocol is targeting the application scenario discussed in Section 4.1.1. The semantics of the protocol is defined as follows.
• Messages are FIFO-ordered on a per-sender basis, but they are not totally ordered.

• Each message is committed to a group membership view at the time of transmission. The system attempts to deliver the message to all nodes in the view that have not crashed. As long as the sender does not crash, the message is guaranteed to be eventually delivered to the view. If the sender crashes, the message is guaranteed to be delivered provided that it has been cached on at least one recipient within the region that does not crash. No last copy recall guarantees are currently provided across regions if the sender crashes.

• Every message is guaranteed to be eventually cleaned up. The protocol does not block, and if no new messages are sent, it is guaranteed to eventually quiescence.

In the remainder of this section, we describe in detail the membership infrastructure, and the design of dissemination and reliability layers.

A. Membership. The system is managed by a centralized Global Membership Service (GMS), an equivalent of a scope manager in Chapter 3. Nodes contact GMS to join or leave groups, and GMS monitors their health through low-volume periodic heartbeat messages, so that at all times, the GMS has a complete and up to date view of which nodes are running, and what groups they wish to be members of. Based on this information, for each group \( g \in G \) the GMS maintains a sequence of group views, i.e. a sequence of the form \( V_g : \mathbb{N} \rightarrow P(N) \) that represents the subsequent versions of the set of nodes in the group. The GMS batches join and leave requests, and failure reports, and if it detects changes, it periodically applies batches of requests to the current membership views, thus producing new views for those of the groups that gained or lost members.

The GMS also partitions the system into regions, such as those depicted in Figure 4.2, and for each region \( r \), maintains a sequence of region views, defined similarly as in the case of groups views, except that nodes do not join or leave region views directly, but rather they are moved between the views by the GMS automatically, as they join or
leave groups. The GMS maintains a mapping from group views to region views. Each
group view $V$ in this mapping is mapped to a list $L$ of disjoint region views such that to-
gether they contain the full list of members of the group view, i.e. $\bigcup L = V$ (Figure 4.7).
As nodes join and leave, the entire structure consisting of group and region views, and
the mapping between the two, is periodically updated by applying changes in batches,
and relevant parts of it are distributed to the interested clients via incremental updates.
Clients use this information to build distributed structures in a consistent manner.

This two-level hierarchy of group and region views is an instantiation of the hierar-
chical structure described in Section 3.2.10, and in particular, the reader will recognize
here the structure used in the example on Figure 3.25 in that section. In the nomencla-
ture of Chapter 3, each region represents a dynamically maintained scope, and the GMS
acts as a scope manager for the system as a whole as well as for each individual region.

B. Dissemination. Dissemination is implemented hierarchically, along the lines of
what has been described in Section 3.2.3. For each region, the GMS assigns a per-region
IP multicast address, reserved only for this particular region, that is used for dissemina-
tion within the region. Multicast to a group is then performed by multicasting to each of
the regions that the group spans over, using multiple IP multicast transmissions for each
message (Figure 4.8). This decomposition of a single logical request to multicast into a
Figure 4.8: One level of indirection for multicast in QSM. To multicast to a group, QSM sends a copy to each of the regions spanned by the multicast group.

At first, replacing a single per-group IP multicast, as in most prior systems, with a series of per-region IP multicasts, could be considered inefficient. However, recall that the existing systems suffer from the state explosion problem mentioned earlier. While their techniques might in theory sound efficient, in practice they fail to recognize the resource limitations of the routing infrastructure. In contrast, in QSM, the number of regions, and hence the number of IP multicast addresses used, can be much smaller than the number of groups; in simulations reported in [300], we found that in large deployments, one could achieve an address “compression” by a factor of 100 or more.
Furthermore, these simulation studies also show that even in irregular systems, after decomposition into perfect hierarchies most high-bandwidth groups would be mapped to a small number of regions, and the number of IP multicast transmissions could be at the order of 3-5, which is competitive with the application-level multicast techniques that construct multicast trees over point-to-point TCP connections.

Nevertheless, to support groups that overlap irregularly with others, QSM provides a form of “backwards compatibility”, a hybrid mode of multicast. In the hybrid mode, the GMS may optionally allocate an IP multicast address for a selected group, and disseminate messages in this group to a per-group address. However, the overall protocol remains unchanged, and this optimization is applied only to the initial IP multicast dissemination. What happens here is that, when a message is about to be transmitted into a “hybrid” group, the logical per-group multicast request is still decomposed into per-region requests. Per-region protocol stack components then process the request independently, up to the point when they wish to initiate transmission. At this point, rather than multicasting the message to per-region IP multicast addresses, the per-region headers are combined, and a message is transmitted, with a complete set of per-region headers, using a per-group IP multicast address. Upon the receipt of the message, nodes throw away headers for regions they are not part of, and process the remaining message and per-region header in the exact same manner as in the “regular” case. Recovery is also subsequently performed on a per-region basis, and any retransmissions, if necessary, are done using the per-region IP multicast addresses. Overall, this allows a limited number of groups that span across large numbers of regions to be handled more efficiently, but it comes with performance penalty: the added complexity results in a severely degraded performance. In practice, this mechanism would be eventually subsumed by decomposing an irregular system into regular hierarchies, as described in Section 4.1.2.
C. Recovery. Recovery is also hierarchical, and the implementation follows the general structure described in Sections 3.2.9, 3.2.10, 3.2.11, 3.2.12, and 3.2.13. In the nomenclature of Section 3.2.9, each group can be thought of as a recovery domain. The regions that a group spans over can also be thought of as recovery domains, and are modeled as members of the group’s domain, much in the way it was illustrated on Figure 3.25. Note that, just like on Figure 3.25, a region, as a recovery domain, can be a “member” of multiple groups: the recovery protocol running in the region thus “works” for multiple groups simultaneously. For scalability, regions are further subdivided into partitions of a constant size $k$ (typically we set $k = 5$), which can also be thought of as recovery domains on their own. In the end, recovery domains for a given group form a three-level hierarchy of the sort depicted on Figure 4.9.
Recovery domains, just as it has been explained in Section 3.2.12 and illustrated on Figure 3.29 and Figure 3.30, are “implemented” by agents, pieces of code deployed on the nodes involved in the protocol that collect information about the domain they “represent”, and interact with other agents in their peer group as well as with agents one level up and down the hierarchy. Agents representing partitions are hosted by partition leaders, distinguished nodes within the partition. Agents representing regions are hosted by region leaders, distinguished nodes within the set of partition leaders in the region. The agent representing the entire group is run by the sender (Figure 4.10).

Partition leaders and nodes within a partition form token rings, which implement local recovery protocols within the partitions and regions, respectively, thus resulting in a two-level token ring hierarchy depicted on Figure 4.10. Region leaders do not interact with one another; instead, they interact with an agent hosted on the sender (Figure 4.11). As an optimization, partition leaders can also interact with the agent hosted on the sender to a limited extent: they can send NAKs directly to it (Figure 4.11). This slightly extends the model proposed in Chapter 3, in the sense that agents can interact not only with their
parents, but also with their “grandparents” in the hierarchy. We found this optimization to be useful in reducing the latency of state aggregation, which, as we shall discuss further in this chapter, turns out to be the key factor affecting scalability in our system.

Another optimization of this sort that slightly deviates from the model is to limit caching packets for recovery purposes to only a single partition within the region (Figure 4.12), similar to a scheme used in [43]. We have introduced this optimization following our findings regarding memory overheads, discussed in Section 4.3.2, and as shown on Figure 4.30, doing this turned out to have a dramatic effect on performance. The way this cooperating caching scheme extends the architecture of Chapter 3 is, by distributing aggregate information about partitions collected by partition leaders across all nodes in the region, and allowing nodes to forward missing packets directly to and from other
partitions, by what we refer to as “inter-partition” push/pull (Figure 4.11). When a long burst of messages is lost by a single node, every partition is involved in recovery, and since specific nodes to recover from are picked at random among those in a partition, as a result, often the entire region is helping to repair the loss at a single node. The efficiency of this technique is especially high in very large regions. Indeed, somewhat contrary to intuition, we found that 50-node regions can achieve higher performance than 5-node regions because in such a large region, caching overhead is spread across a larger number of nodes, and response to a sporadic bursty loss can be much more rapid, and far less disruptive: no single node in the region is burdened by a request to forward a large number of missing packets. This makes isolated losses much less “contagious”.

Having explained the high-level dynamics, we now turn to details. We have stated earlier that our goal is to amortize recovery in each region across all groups overlapping on it. This is done through a combination of two features: indexing messages on a per-region basis, and “suspending” protocols that are not active. The former feature ensures that the overhead of the recovery protocol does not depend on the number of groups, but only on the number of different senders. The latter feature extends this further, and ensures that the overhead of recovery in a region is proportional only to the number of senders that are actively multicasting. This way, even if thousands of groups overlap on a region, and thousands of nodes occasionally send streams of messages, but at any given time, only a few of those nodes are transmitting simultaneously, recovery overhead is only a few times larger than it would have been for a single sender and a single group.

Indexing on a per-region basis is done by nodes that are actually transmitting data. Recall from Figure 4.8 that when a message is transmitted, a per-group multicast request is split into multiple per-region requests processed independently. The per-region elements of the protocol stack on each node maintain sequence numbers, and order outgoing packets across groups. During the recovery phase, and when interacting with each
other, nodes in each region use only those sender-assigned per-region message sequence numbers, and ignore per-group sequence numbers entirely. Only when a given message is about to be delivered to the application, the per-group sequence numbers are extracted from messages and passed along with the received data. Because all network communication and data structures use only per-region sequence numbers, recovery overhead within a region $R_S$ is independent of the number $|S|$ of groups overlapping on it.

This overhead depends on the number of senders, and it is manifested mostly by the size of the circulating token, whereas the number of network packets circulating in a region is constant: the system is configured to circulate tokens at a fixed rate, by having the region leader release a new token every $\Delta_R$ seconds. Each token carries multiple recovery records, one recovery record for each multicasting sender. Additionally, the protocol does not include in the token recovery records for senders that are not currently multicasting. If during a token round, no recovery activity has been performed for a given sender, all packets from the sender have been acknowledged and cleaned up, and no new packets have been received, the recovery record is marked by the region leader as quiescent. During the following token round, all nodes can see that the record is marked as quiescent, and reflect this in their local data structures. If during this second round, still no new messages have been received from the sender, the record is no longer included in the token in the subsequence phases. At the same time, when any of the nodes receives a message, and finds that the recovery record has been previously marked as quiescent, it spontaneously reinserts the recovery record during the next token round. Thanks to the above scheme, token size is proportional only to the number of actively multicasting senders. Depending on this number, as well as factors such as the intensity of traffic or the level of network loss, the token usually occupies between a few hundred bytes and a few kilobytes in size. This overhead is extremely low; in the experiments reported here, we typically use $\Delta_R = 1$. This means that each node in the re-
region receives, updates, and forwards a token containing a few hundreds of bytes of data about once per second. Cumulative ACK and NAK reports transmitted to the sender are generated by the region leaders at the same rate, and are even smaller, for they only contain an ACK. Our protocol thus operates with an extremely low amount of feedback, and is very nondisruptive to the sender. Reducing the feedback was a deliberate design decision, aimed at improving performance. To a degree, this decision was a successful one, although as we’ll demonstrate in Section 4.3, it also has negative consequences: reducing the intensity of feedback resulted in a higher latency that impacts performance indirectly, by slowing down cleanup and elevating memory-related overheads.

4.2.2 Protocol Stack

As mentioned previously, the ultimate purpose of QSM is, to serve as one of the building blocks that provide communication facilities within our live objects platform. The power of the model presented in Chapter 2 comes largely from its dynamic typing and reflection mechanisms. These are only practically feasible within managed runtime environments, such as Java or .NET. Thus, we needed a high-performance multicast substrate that forms an integral part of a managed runtime. Consequently, we have implemented QSM as a .NET library; almost entirely in C#, except only a small portion of about 2.5% of code handling event scheduling and asynchronous I/O using completion ports, which was implemented in managed C++.

In the course of our implementation, we have found prominent features of managed environments, such as garbage collection and multithreading, to have surprisingly strong performance implications. We report on our experiences and explain the significance of our design choices in Section 4.3. Here, we just outline the architecture we settled upon.

QSM is single-threaded and purely event-driven. A dedicated core thread communicates with its environment using three event queues (Figure 4.13); these include:
Figure 4.13: QSM core thread controls three event queues: an I/O queue, implemented as a Windows completion port, that stores system I/O events, such as reports of completed or failed transmissions, an alarm queue, implemented as a splay tree, that stores timer events used internally by elements of our protocol stack, and a nonblocking request queue, implemented with CAS-style operations, to interact with application threads.

1. **I/O queue**, implemented using a Windows I/O completion port, that collects asynchronous I/O completion notifications from the operating system for all network sockets and files used by QSM, including notifications of received UDP packets, and notifications of completed or failed send operations.

2. **Alarm queue**, based on a splay tree, used internally to store timer events scheduled by elements of the QSM protocol stack.

3. **Request queue**, implemented with nonblocking CAS-style operations, used by the core thread to communicate with application threads without running the risk of being blocked on a synchronization object, which could severely degrade performance. In a system where a single thread is used to handle all kinds of events, it is essential that all event handlers terminate quickly.

The core thread polls its three queues in a round-robin fashion, and processes events of the same type in batches (Figure 4.14), up to the limit determined by its quantum: 50 ms for events from the I/O queue, 5 ms for events from the alarm queue; and no limit for events from the request queue. Additionally, if an incoming packet is found on any socket, the socket is drained of all I/O to reduce the risk of packet loss. Also, for all I/O
Figure 4.14: QSM uses time-sharing, with fixed quanta per event type. I/O events are handled in 2 stages, much like interrupts in an operating system: first, events are read from the operating system structures into QSM’s internal priority queues, and then, in a subsequent phase, all events in these queues are processed in the priority order.

Figure 4.15: QSM assigns priorities to types of I/O events: control packets or inbound network I/O are handled more urgently.

events, QSM prioritizes their processing in a manner reminiscent of interrupt handling: first, all events are read from the completion port, to move them from the operating system structures into a set of 6 internal priority queues. Then, events in those queues are processed in the order of decreasing priorities (Figure 4.15). Priorities are assigned based on the following criteria:

1. Network I/O is prioritized over disk I/O
2. Inbound I/O is prioritized over outbound I/O to reduce packet loss and avoid contention.
3. Control and recovery packets are prioritized over regular multicast, to reduce delays in reacting to packet loss.
Figure 4.16: In our pull architecture, data to send is produced in a lazy fashion. Rather than creating a message and pushin it down the protocol stack, we simply register the intent to send a message, and delay its creation for as long as possible. Only when the downstream protocol stack element is ready to accept a new message is the message created, using the most up to date information possible. At the time of transmission, it also often turns out that sending the message is no longer needed; thus, delaying the transmission often helps to prevent wasting resources.

The pros and cons of using threads in event-oriented systems are hotly debated. In our case, multithreading was not only a source of overhead due to context switches, but more importantly, a cause of instabilities, oscillatory behaviors, and priority inversions due to the random processing order. Eliminating threads and introducing custom scheduling let us take control of this order, and greatly improve the stability of the system. In Section 4.3 we demonstrate that the latency of control traffic, which is affected by the event processing order, is key to minimizing memory overheads, and as a result, it has a serious impact on the overall system performance.

Control latencies were also the key motivation behind another design feature: a pull protocol stack architecture depicted on Figure 4.16. QSM avoids buffering data, control, or recovery messages, and delays their creation until the moment they are about to be transmitted. Our protocol stack is organized into a set of trees rooted at individual sockets (Figure 4.17), and consisting of feeds that can produce messages, and sinks that can accept them. Feeds register their intent to send with sinks, but do not push the data downstream, and do not create their messages at the time of registering such intent.
elements of the protocol stack act as feeds and sinks at the same time

applications act as feeds

network sockets act as sinks, and control the way data is pulled

Figure 4.17: Elements of the protocol stack in QSM form trees rooted at sockets. Each socket “pulls” data from the attached tree.

Sinks pull data from registered feeds asynchronously, according to their local rate, concurrency, windows size, and other control policies. Messages to send are created just in time for transmission by the feeds that registered the intent to transmit.

Using this scheme yields two advantages. First, bulky data does not linger in memory and stress a garbage collector. Second, information created just in time for transmission is fresher. ACKs and NAKs become stale rather quickly: if sent after a delay, they often trigger unnecessary recovery or fail to report that data was received. Likewise, recovery packets created upon the receipt of a NAK and stored in buffers are often redundant after a short period: meanwhile, the data may be recovered via other channels. Postponing their creation prevents QSM from doing useless work.

4.3 Evaluation

Evaluation of QSM could pursue many directions, but the primary purpose of building this prototype was to understand the factors affecting performance of such systems, and their architectural implications. Accordingly, we focused on experiments in which QSM is configured to operate at the highest possible data rates, and with very large numbers of nodes or very large numbers of groups, and in the presence of various destabilizing
factors, such as bursty losses or node freeze-ups. The scenarios we evaluate may not necessarily be realistic, since their purpose is to stress the system in a certain dimension, to observe the way it responds and understand the major forces at play, particularly in the context of interactions between our protocol and a managed runtime environment. And, we have succeeded in this regard: by controlling factors such as event scheduling and memory consumption, our system achieves excellent scalability. It can saturate our communication network with very modest CPU loads, it tolerates perturbations well and automatically stabilizes itself even after the most disruptive events, and we see only minor degradation as a function of the number of nodes (Figure 4.18) or the number of groups (Figure 4.46). In what follows, we will explain the origins of these slowdowns, but before we get into the details, it may be helpful to summarize our findings.

The experiments we report reveal a pattern: in each scenario, the performance of QSM is ultimately limited by overheads associated with memory management in the .NET runtime environment. Basically, the more memory in use, the higher the overheads of the memory management subsystem and the more CPU time it consumes, leaving less time for QSM to run. These are not just garbage collection costs: every aspect of memory management gets expensive, and the costs grow linearly in the amount of memory in use. When QSM runs flat-out, CPU cycles are a precious commodity. Thus, in addition to optimizing our code to minimize its direct CPU consumption, minimizing the memory footprint and hence the indirect CPU costs were the key to high performance.

These findings are not specific to .NET and its CLR. While managed environments such as the .NET CLR do have overheads, we believe the phenomena we are observing are universal. An application with large amounts of buffered data may incur high context switching and paging delays, and even minor tasks become costly as data structures get large. We will see that memory-related overheads can be amplified in distributed
protocols, manifesting as high latency when nodes interact. Since traditional protocol suites buffer messages aggressively, existing multicast systems certainly exhibit such problems, no matter what language they are coded in or what platform hosts them. The mechanisms QSM uses to reduce memory consumption, such as event prioritization, pull protocol stacks, and cooperative caching, should therefore be broadly useful.

The structure of this section is as follows.

- In Section 4.3.1, we show that performance degradation in a scenario with large numbers of nodes is indirectly linked to the growing latency of multicast state aggregation through memory overhead on the sender.
- In Section 4.3.2, we show that similar phenomena occur at the receivers, and that latency itself can be affected by the overheads it causes.
- In Section 4.3.3, we show that in scenarios with perturbations, the mechanisms we identified in Section 4.3.1 and Section 4.3.2 are still dominant factors affecting performance.
- In Section 4.3.4, we confirm that this is true even if the system is not saturated.
- In Section 4.3.5 we show that not just the system size, but the number of groups can lead to these sorts of overheads.
- In Section 4.3.6, we construct a simple analytical model of the system and extrapolate some of our results to large numbers of nodes.
- In Section 4.3.7, we discuss our findings and provide further insight into the behavior of the system.
- In Section 4.3.8, we generalize our experience into a set of recommendations for a system designer.

All results reported here come from experiments on a 200-node cluster of Pentium III 1.3GHz blades with 512MB memory, connected into a multicast domain with a switched
Figure 4.18: Max. sustainable throughput in messages/s as a function of the number of receivers with 1 group and 1KB messages.

100Mbps network. Nodes run Windows Server 2003 with the .NET Framework, v2.0. Our benchmark is an ordinary application, linked to QSM on the same node. Unless otherwise specified, we send 1000-byte arrays, without preallocating them, at the maximum possible rate, and without batching. Nearly all of the figures include 95% confidence intervals, but these intervals are sometimes so small that they may not always be visible.

4.3.1 Memory Overheads on the Sender

We begin by showing that memory overhead at the sender is central to throughput. Figure 4.18 shows throughput in messages/s in two experiments with either 1 or 2 senders multicasting to a varying number of receivers, all of which belong to a single group. With a single sender, no rate limit was used: the sender has more work to do than the receivers and on our clusters, it is not fast enough to saturate the network (Figure 4.19). With two senders, we report the highest combined send rate that the system could sustain without developing backlogs at the senders.

Why does performance decrease with the number of receivers? Let us focus on a 1-sender scenario. Figure 4.19 shows that whereas receivers are not CPU-bound, and loss rates in this experiment (not shown here) are very small, the sender is saturated, and
hence is the bottleneck. Running this test again in a profiler reveals that the percentage of time spent in QSM code is decreasing, whereas more and more time is spent in mscorwks.dll, the CLR (Figure 4.20). More detailed analysis (Figure 4.21) makes it clear that
the the increasing overhead is a consequence of increasingly costly memory allocation (GCHep::Alloc) and garbage collection (gc_heap_garbage_collect). The former grows by 10% and the latter by 15%, as compared to 5% decrease of throughput. The bulk of the overhead is the allocation of byte arrays to send in the application (“JIT_NewArr1”, (Figure 4.22). Roughly 12-14% of time is spent exclusively on copying memory internally in the CLR (“memcpy”), even though we use scatter-gather I/O.

The increase in the memory allocation overhead and the activity of the garbage collector are caused by the increasing memory usage. This, in turn, reflects an increase of the average number of multicasts pending ACK (Figure 4.23). For each, a copy is kept by the sender for possible loss recovery. Notice that memory consumption grows nearly 3 times faster than the number of messages pending ACK. If we freeze the sender node
and inspect the contents of the managed heap, we find the number of objects in memory to be more than twice the number of multicasts pending ACK. Although some of these have already been acknowledged, they have not yet been garbage collected.

Thus, acknowledgement latency accounts for the decreasing sender performance. Now, let us shift our focus to the latency: what causes it? The growing amount of unacknowledged data is caused by the increase of the average time to acknowledge a message (Figure 4.24). This grows because of the increasing time to circulate a token around the region for purposes of state aggregation ("roundtrip time"). The time to acknowledge is only slightly higher than the expected 0.5s to wait until the next token round, plus the roundtrip time; as we scale up, however, roundtrip time becomes dominant. These experiments show that the performance-limiting factor is the time needed for to aggregate state over regions. Moreover, they shed light on a mechanism that links latency to throughput, via increased memory consumption and the resulting increase in allocation and garbage collection overheads.

A 500ms increase in latency, resulting in just 10MB more memory, inflates overheads by 10-15%, and degrades throughput by 5%. One way to alleviate the problem we have identified could be to reduce the latency of state aggregation, by using a deeper hierarchy of rings, letting tokens in each of these rings circulate independently. This
would create a more complex structure, but aggregation latency would grow logarith-
mically rather than linearly. But is reducing state aggregation latency the only option?
Of two alternative approaches we evaluated, neither could substitute for lowering the latency of the state aggregation.

Our first approach varies the rate of aggregation by increasing the rate at which tokens are released (Figure 4.25). This helps only up to a point. Beyond 1.25 tokens/s, more than one aggregation is underway at a time, and successive tokens perform redundant work. Worse, processing all these tokens is CPU-costly. Changing the default 1 token/s to 5 tokens/s decreases the amount of unacknowledged data by 30%, but increases throughput by less than 1%.

Our second approach increased the amount of feedback to the sender. In our base implementation, each aggregate ACK contains a single value $MaxContiguous$, representing the maximum number such that messages with this and all lower numbers are stable in the region. To increase the amount of feedback, we permit ACK to contain up to k numeric ranges, $(a_1, b_1), (a_2, b_2), \ldots, (a_k, b_k)$. The system can now clean-up message sequences that have $k$ gaps.

In the experiment shown in Figure 4.26 and Figure 4.27, we set the number of ranges proportional to the number of nodes. Unfortunately, while the amount of ac-
knowned data is reduced by 30%, it still grows, and the overall throughput is actually lower because token processing becomes more costly. Furthermore, the system becomes unstable (notice the large variances in Figure 4.28). because our flow control scheme,
Figure 4.29: Varying the number of caching replicas per message in a 192-node region.

based on limiting the amount of unacknowledged data, breaks down. While the sender can now cleanup any portion of the message sequence, receivers have to deliver in FIFO order. The amount of data they cache is larger, and this reduces their ability to accept incoming traffic.

4.3.2 Memory Overheads on the Receiver

The growth in cached data at the receivers repeats the pattern of performance linked to memory. The pattern is similar to what we saw earlier: stress that causes the amount of the buffered data to grow, on any node, is enough to slow everything down.

The reader may doubt that memory overhead on receivers is the real issue, considering that their CPUs are half-idle (Figure 4.29). Can increasing memory consumption affect a half-idle node? To find out, we performed an experiment with 1 sender multicasting to 192 receivers, in which we vary the number of receivers that cache a copy of each message (“replication factor” in Figure 4.29). Increasing this value results in a linear increase of memory usage on receivers. If memory overheads were not a significant issue on half-idle CPUs, we would expect performance to remain unchanged. Instead, we see a dramatic, super-linear increase of the token roundtrip time, a slow increase of the number of messages pending ACK on the sender, and a sharp decrease in throughput.
Figure 4.30: As the # of caching replicas increases, the throughput decreases. (Figure 4.30).

The underlying mechanism is as follows. The increased activity of the garbage collector and allocation overheads slow the system down and processing of the incoming packets and tokens takes more time. Although the effect is not significant when considering a single node in isolation, a token must visit all nodes in a region to aggregate the recovery state, and delays are cumulative. Normally, QSM is configured so that five nodes in each region cache each packet. If half the nodes in a 192-node region cache each packet, token roundtrip time increases 3-fold. This delays state aggregation, increases pending messages and reduces throughput (Figure 4.30). As the replication factor increases, the sender’s flow control policy kicks in, and the system goes into a form of the oscillating state we encountered in Figure 4.28: the amount of memory in use at the sender ceases to be a good predictor of the amount of memory in use at receivers, violating what turns out to be an implicit requirement of the flow-control policy.

4.3.3 Overheads in a Perturbed System

Another question to ask is whether our results would be different if the system experienced high loss rates or was otherwise perturbed. To find out, we performed two experiments. In the “sleep” scenario, one of the receivers experiences a periodic, pro-
grammed perturbation: every 5s, QSM instance on the receiver suspends all activity for 0.5s. This simulates the effect of an OS overloaded by disruptive applications. In the “loss” scenario, every 1s the node drops all incoming packets for 10ms, thus simulating 1% bursty packet loss. In practice, the resulting loss rate is even higher, up to 2-5%, because recovery traffic interferes with regular multicast, causing further losses.

In both scenarios, CPU utilization at the receivers is in the 50-60% range and does not grow with system size, but throughput decreases (Figure 4.31). In the sleep scenario, the decrease starts at about 80 nodes and proceeds steadily thereafter. It does not appear to be correlated to the amount of loss, which oscillates at the level of 2-3% (Figure 4.32). In the controlled loss scenario, throughput remains fairly constant, until it falls sharply beyond 160 nodes. Here again, performance does not appear to be directly correlated to
the observed packet loss. Finally, throughput is uncorrelated with memory use both on the perturbed receiver (Figure 4.33) or other receivers (not shown). Indeed, at scales of up to 80 nodes, memory usage actually decreases, a consequence of the cooperative caching policy described in Section 4.2.2. The shape of the performance curve does, however, correlate closely with the number of unacknowledged requests (Figure 4.34).

We conclude that the drop in performance in these scenarios cannot be explained by correlation with CPU activity, memory, or loss rates at the receivers, but that it does appear correlated to slower cleanup and the resulting memory-related overheads at the sender. The effect is much stronger than in the undisturbed experiments; the number of pending messages starts at a higher level, and grows 6-8 times faster. Token roundtrip time increases 2-fold, and if a failure occurs, it requires 2 token rounds before repair.

Figure 4.33: Memory usage at a perturbed node (at unperturbed nodes it is similar).

Figure 4.34: Number of messages awaiting ACK in experiments with perturbations.
occurs, and then another round before cleanup takes place (Figure 4.35, Figure 4.36). Combined, these account for the rapid increase in acknowledgement latency.

It is worth noting that the doubled token roundtrip time, as compared to unperturbed experiments, cannot be accounted for by the increase in memory overhead or CPU activity on the receivers, as was the case in experiments where we varied the replication factor. The problem can be traced to a priority inversion. Because of repeated losses, the system maintains a high volume of forwarding traffic. The forwarded messages tend to get ahead of the tokens, both on the sending, and on the receiving path. As a result, tokens are processed with higher latency.

Although it would be hard to precisely measure these delays, measuring alarm (timer event) delays sheds light on the magnitude of the problem. Recall that our time-sharing
policy assigns quanta to different types of events. High volumes of I/O, such as caused by the increased forwarding traffic, will cause QSM to use a larger fraction of its I/O quantum to process I/O events, with the consequence that timers will fire late. This effect is magnified each time QSM is preempted by other processes on the same node or by the garbage collector; such delays are typically shorter than the I/O quantum, yet longer than the alarm quantum, thus causing the alarm, but not the I/O quanta, to expire.

The maximum alarm firing delays taken from samples in 1s intervals are indeed much larger in the perturbed experiments, both on the sender and on the receiver side (Figure 4.37 and Figure 4.38). Large delays are also more frequent (not shown). The maximum delay measured on receivers in the perturbed runs is 130-140ms, as com-
Figure 4.39: Linearly growing memory use on sender and the nearly flat usage on the receiver as a function of the sending rate.

pared in 12-14ms in the unperturbed experiments. On the sender, the value grows from 700ms to 1.3s. In all scenarios, the problem could be alleviated by making our priority scheduling more fine-grained, e.g., varying priorities for control packets, or by assigning priorities to feeds in the sending stack.

4.3.4 Overheads in a Lightly-Loaded System

So far we have focused on scenarios where the system was heavily loaded, with unbounded multicast rates and occasional perturbations. In each case, we traced degraded performance or scheduling delays to memory-related overheads. But how does the system behave when lightly loaded? Do similar phenomena occur? We’ll see that load has a super-linear impact on performance. In a nutshell, the growth in memory consumption causes slowdowns that amplify the increased latencies associated with the growth in traffic.

To show this we designed experiments that vary the multicast rate. Figure 4.19 showed that the load on receivers grows roughly linearly, as expected given the linearly increasing load, negligible loss rates and the nearly flat curve of memory consumption (Figure 4.39), the latter reflecting our cooperative caching policy. Load on the
sender, however, grows super-linearly, because the linear growth of traffic, combined with our fixed rate of state aggregation, increases the amount of unacknowledged data (Figure 4.40), increasing memory usage. This triggers higher overheads: for example, the time spent in the garbage collector grows from 50% to 60% (not shown here). Combined with a linear growth of CPU usage due to the increasing volume of traffic, these overheads cause the super-linear growth of CPU overhead shown on Figure 4.19.

The increasing number of unacknowledged requests and the resulting overheads rise sharply at the highest rates because of the increasing token roundtrip time. The issue here is that the amount of I/O to be processed increases, much as in some of the earlier scenarios. This delays tokens as a function of the growing volume of multicast traffic. We confirm the hypothesis by looking at the end-to-end latency (Figure 4.41). Generally, we would expect latency to decrease as the sending rate increases because the system operates more smoothly, avoiding context switching overheads and the extra latencies caused by the small amount of buffering in our protocol stack.

With larger packets once the rate exceeds 6000 packets/s, the latency starts increasing again, due to the longer pipeline at the receive side and other phenomena just mentioned. This is not the case for small packets (also in Figure 4.41); here the load on the system is much smaller. Finally, the above observations are consistent with the sharp
Figure 4.41: The send-to-receive latency for varying rate, with various message sizes.

Figure 4.42: Alarm firing delays on sender and receiver as a function of sending rate.

rise of the average delay for timer events (Figure 4.42). As the rate changes from 7000 to 8000, timer delays at the receiver increase from 1.5ms to 3ms, and on the sender, from 7ms to 45ms.

4.3.5 Per-Group Memory Consumption

In our next set of experiments, we explored scalability in the number of groups. A single sender multicasts to a varying number of groups in a round-robin fashion. All receivers join all groups, and since the groups are perfectly overlapped, the system contains a single region. QSM’s regional recovery protocol is oblivious to the groups, hence the receivers behave identically no matter how many groups we use. On the other hand,
Figure 4.43: Number of messages pending ACK and token roundtrip time as a function of the number of groups.

Figure 4.44: Memory usage grows with the # of groups. Beyond a certain threshold, the system becomes increasingly unstable.

the sender maintains a number of per-group data structures. This affects the sender’s memory footprint, so we expect the changes to throughput or protocol behavior to be linked to memory usage.

We would not expect the token roundtrip time or the amount of messages pending acknowledgement to vary with the number of groups, and until about 3500 groups this is the case (Figure 4.43). However, in this range memory consumption on the sender grows (Figure 4.44), and so does the time spent in the CLR (Figure 4.45), hurting throughput (Figure 4.46). (Figure 4.46). Inspection of the managed heap in a debugger shows that the growth in memory used is caused not by messages, but by the per-group elements
of the protocol stack. Each maintains a queue, dictionaries, strings, small structures for profiling, etc. With thousands of groups, these add up to tens of megabytes.

We can confirm the hypothesis by turning on additional tracing in the per-group components. This tracing is very lightweight and has no effect on CPU consumption, but it increases the memory footprint by adding additional data structures that are updated once per second, which burdens the GC. As expected, throughput decreases (Figure 4.46, the “heavyweight” scenario as compared to the “normal” one).

It is worth noting that the memory usage reported here are averages. Throughout the experiment, memory usage oscillates, and the peak values are typically 50-100% higher. The nodes on our cluster only have 512MB memory, hence a 100MB average (200MB
peak) memory footprint is significant. With 8192 groups, peak footprint approaches 360MB, and the system is close to swapping.

Even 3500–4000 groups are enough to trigger signs of instability. Token roundtrip times start to grow, thus delaying message cleanup (Figure 4.47), and increasing memory overhead (Figure 4.48). Although the process is fairly unpredictable (we see spikes and anomalies), we can easily recognize a super-linear trend starting at around 6000 groups. At around this point, we also start to see occasional bursts of packet losses (not shown), often roughly correlated across receivers. Such events trigger bursty recovery overloads, exacerbating the problem.

Stepping back, the key insight is that all these effects originate at the sender node, which is more loaded and less responsive. In fact, detailed analysis of the captured
network traffic shows that the multicast stream in all cases looks basically identical, and hence we cannot attribute token latency or losses to the increased volume of traffic, throughput spikes or longer bursts of data. With more groups, the sender spends more time transmitting at lower rates, but does not produce any faster data bursts than those we observe with smaller numbers of groups (Figure 4.47). Receiver performance indicators such as delays in firing timer event or CPU utilization do not show any noticeable trend. Thus, all roads lead back to the sender, and the main thing affecting the sender is the growing memory footprint.

We have also looked at token round-trip times. The distribution of token roundtrip times for different numbers of groups shows an increase of the token roundtrip time, caused almost entirely by 50% of the tokens that are delayed the most (Figure 4.48), which points to disruptive events as the culprit, rather than a uniform increase of the token processing overhead. And, not surprisingly, we found that these tokens were delayed mostly on the sender.

With many thousands of groups, the average time to travel by one hop from sender to receiver or receiver to sender can grow to nearly 50-90ms, as compared to an average 2ms per hop from receiver to receiver (not shown). Also, the overloaded sender occasionally releases the tokens with a delay, thus introducing irregularity. For 10% of the most-delayed tokens, the value of the delay grows with the number of groups (Figure 4.49). Our old culprit is back: memory-related costs at the sender! To summarize, increasing the number of groups slows the sender, and this cascades to create all sorts of downstream problems that can destabilize the system as a whole.

### 4.3.6 Extrapolating the Results

In this section, we describe a simple analytical model that captures major relationships between the key parameters and performance metrics in our platform, and we use it to
make predictions about the behavior of the system with thousands of nodes.

We will focus on an experiment with a single sender, multicasting messages of a fixed size to a large group of receivers in an unperturbed scenario without losses. We have argued that throughput in this scenario is mostly affected by the amount of memory and the resulting garbage collection and allocation overheads on the sender. We shall now derive the precise form of this relationship.

We start by deriving the set of equations that relate the memory consumption to throughput and latencies. In the first part of our discussion, we shall use the following parameters. Unless otherwise specified, the values of these parameters are averages.

- $m_s$: The total amount of memory in use on the sender, in megabytes.
- $m_0$: The amount of memory on the sender, in megabytes, that is occupied by the base system and libraries, and that does not depend on the volume of traffic.
- $p_s$: The number of application messages pending cleanup (cached) on the sender.
- $d_s$: The size of a message.
- $c_s$: The proportion between the number of messages in memory, and the number of messages pending cleanup. This value is typically larger than 1 because messages are not garbage collected immediately.
The maximum sustainable throughput in messages/s, with constant-sized, 1000-byte application messages, each message transmitted in a separate packet.

\( n \) The number of nodes in the system.

\( \Delta_A \) Time to acknowledge (and cleanup) a message.

\( \Delta_T \) The interval between releasing subsequent tokens by the region leader.

\( \Delta_R \) Token roundtrip time.

\( \Delta_L \) End-to-end latency, i.e. the time from sending the message to receiving it.

\( \Delta_U \) A sum of all unaccounted for (but constant) factors that contribute to the acknowledge latency, but are not captured within the scope of this analytical model.

\( \Delta_1^S \) Token delay introduced by the sender.

\( \Delta_1^R \) Token delay introduced by a single receiver.

Now, we’ll derive the equations that capture the relationships between these parameters.

The amount of memory \( m_s \) in use on the sender is expressed by the following equation. Note that the equation needs to take into account the delay in garbage collection. Each of the \( p_s \) pending messages remains in memory approximately \( c_s \) times longer than it takes for the protocol to clean it up.

\[
m_s = m_0 + p_s \cdot c_s \cdot d_s
\]  

(4.2)

Based on the results presented Section 4.3.1, in particular a linear regression on the data presented in Figure 4.23, we can estimate \( m_0 \approx 20.311 \) megabytes in our scenario.

The value of parameter \( c_s \) can be estimated without polluting the experiment through instrumentation by suspending the sender process in the middle of the transmission, and counting objects on the managed heap using the SOS Debugging Extension [210]. While the number of samples obtained this way is small, the value of \( c_s \) typically fits
well within the range between 2 and 3, and is fairly well approximated in our scenario by \( c_s \approx 2.5 \), throughout the range of configurations.

The number of pending messages can be predicted by the Little’s Law [192], where the throughput \( \mu \) plays the role of the “arrival rate” and time to acknowledge \( \Delta_A \) plays the role of the “processing time”.

\[
p_s = \mu \cdot \Delta_A
\]

The time to acknowledge can be estimated by the following formula. Intuitively, the network latency \( \Delta_L \) is the time after a message is observed by the receivers. On average, the message will wait \( \frac{1}{2} \cdot \Delta_T \) until a new token is released that will collect information about it. The token will take \( \Delta_R \) to go around the ring. Cleanup is further delayed for additional \( \Delta_U \) due to various unaccounted for factors that we will not model here.

\[
\Delta_A = \Delta_L + \frac{1}{2} \cdot \Delta_T + \Delta_R + \Delta_U
\]

Based on the data presented in Figure 4.41, the latency can be estimated at \( \Delta_L \approx 0.0115 \) seconds. The internal between tokens is inversely proportional to the token rate, which in most of our experiments is fixed to 1 token/s, hence \( \Delta_T \approx 1 \). The sum of factors unaccounted for remains constant, \( \Delta_U \approx 0.122 \) seconds. The only variable in this equation that depends on the scale of the system is the token roundtrip time \( \Delta_T \). This time is the sum of hop by hop delays introduced by the sender and each of the receivers, and can be estimated as follows.

\[
\Delta_T = \Delta_S^1 + (n - 1) \cdot \Delta_R^1
\]

Based on our measurements, assuming no perturbations, in this experiment we can estimate \( \Delta_S^1 \approx 0.1914 \) seconds and \( \Delta_R^1 \approx 0.0034 \) seconds. The values do not depend to a significant degree on the system size and can be assumed constant, because the sender’s CPU is fully saturated, whereas the receiver CPUs are mostly underutilized. Note that the delay introduced by the sender is almost two orders of magnitude larger.
Equations 4.2, 4.3, 4.4, and 4.5, together with the estimates we made for parameters $m_0$, $c_s$, $\Delta_L$, $\Delta_U$, $\Delta^S_1$, and $\Delta^R_1$, which can be assumed constant in this scenario, are not yet enough to make useful predictions, but we can use them to verify that the equations correctly reproduce a few of the basic metrics. Figure 4.50 shows the predicted and the actual memory usage on the sender as a function of the number of nodes, calculated from our equations. Because the model is not complete, and lacks the feedback loop to derive $\mu$ as a function of the remaining variables, we use the measured values of $\mu$. The predictions closely match the experiment, indicating that for this part of the model, the simple linear equations we proposed and the parameter estimates are sufficient.

In order to close the feedback loop, we need a model for the relationship between the memory usage, processor utilization, and throughput. We shall start with equations based on the data shown in Figure 4.19. First, we introduce a few new parameters.

$\theta_s$ The fraction of the CPU utilized on the sender irrespective of the volume of traffic.

$\theta_s$ The fraction of the CPU utilized on the sender by the multicasting process, including the time consumed by the managed runtime.

$\omega_s$ A cumulative CPU time consumed by all stages of processing for a single message on the sender, including per-message memory overheads such as allocation.
\( \sigma \) A cumulative CPU time consumed by all stages of processing for a single megabyte of memory used on the sender, such as garbage collection.

We will assume that the multicasting application and its garbage collector are the only major sources of overhead on the system, and that the total amount of work \( \theta \) performed by the CPU on the sender is a linear function of the rate at which the sender is multicasting and the amount of memory maintained in the process. Parameter \( \omega \) represents the amount of work “contributed” by each message.

\[
\theta = \theta_0 + \omega \cdot \mu + \sigma \cdot m
\] (4.6)

Of course in practice, this relationship is much more complex, and would depend to a large degree on how the messages are generated and how application is using them, but as we shall demonstrate shortly, the approximation is fairly accurate.

We will also assume that the per-message load on the sender \( \omega \) is a linear function of the amount of the memory in use. Again, this estimate is simplistic, and as we shall demonstrate, it does not accurately describe the behavior of the system in all scenarios, but it will allow us to better understand the importance of different parameters. We introduce two new parameters:

\( \alpha \) The linear scaling factor that relates the amount of CPU time consumed by all stages of processing a single message on the sender, contributed by operations affected by the amount of memory in use, expressed per megabyte of memory.

\( \beta \) The linear scaling factor that relates the cumulative CPU time consumed by all stages of processing a single message on the sender, consumed by operations unaffected by the amount of memory in use.

The above definitions are somewhat obscure; the precise meaning of those parameters is perhaps best explained through the following equation:

\[
\omega = \alpha \cdot m + \beta
\] (4.7)
Figure 4.51: Verifying the model: predicted vs. actual CPU utilization on the sender as a function of the sending rate. Equation 4.8 does not fit the data because the underlying equations do not take into account the growth of processing delays of the sort illustrated on Figure 4.40 and Figure 4.42, which are negligible at the lowest rates.

Combined with equations 4.2, 4.3, and 4.6, equation 4.7 yields a quadratic dependency of processor utilization on the sending rate, $\theta_s = \Theta(\mu^2)$, just as we have predicted in Section 4.3.4.

$$\theta_s = \theta_0^s + (\beta_s + \sigma_s \cdot c_s \cdot d_s \cdot \Delta_A) \cdot \mu + (\alpha_s \cdot c_s \cdot d_s \cdot \Delta_A) \cdot \mu^2 \hspace{1cm} (4.8)$$

By analyzing the data and playing with the model, we found that $\theta_0^s$ is negligible and can be ignored, hence we will set $\theta_0^s = 0$. Likewise, the value $\sigma_s \approx 0.003$, corresponding to about 0.3% of processor time per megabyte of memory, consumed by background processing such as garbage collection, appears to fit well with both the model and the data. With 40-50MB of memory in use, this adds up to 12-15%.

As it turns out, Equation 4.8 alone does not explain the shape of the CPU utilization curve. For example, by setting $\alpha_s = 3\mu$s per megabyte per message, and $\beta_s = 30\mu$s per message, values we obtained by fitting the model to the data, we obtain predictions that for lower data rates are too high (Figure 4.51). To mimic the shape of the CPU utilization curve, we would need to set much higher values of $\alpha$, but as we shall argue later, this is unrealistic. The estimate is off because so far, in our calculations we assumed that values $\Delta_1^S$ and $\Delta_1^R$, were constant: this was fair because we the highest rates, the sender
was saturated. However, when the CPU utilization itself varies with sending rate, this assumption no longer holds. As the CPU gets close to full utilization, processing delays of the sort illustrated on Figure 4.40 and Figure 4.42 start to kick in and become the dominant factor, strongly affecting $\Delta_R^S$. The values of $\Delta_I^S$ and $\Delta_R^L$, estimated in an experiment under full load, are overestimated for lower throughputs, hence the actual CPU utilization for lower send rates is lower than that predicted by Equation 4.8. At the same time, CPU utilization for the highest loads is overly conservative.

If instead of using the predicted value of $\Delta_R$, we use the measured values of this parameter (Figure 4.52), the CPU utilization curve predicted by Equation 4.8 becomes more realistic (Figure 4.53). Indeed, the quadratic growth we observe here is better
explained by processing delays as the underlying cause than by the dependency of $\omega_s$ on the amount of memory in use. Although the model so far can predict the behavior of the system as we vary the send rate, attributing $\omega_s$ to memory consumption does not explain the relationship between throughput and system size.

To derive the formula for throughput, we solve equation 4.8 for $\theta_s = 1$, to get the throughput that would saturate the CPU on the sender node. This yields the following.

$$\mu = \frac{1 - \theta^e_0 - \sigma_s \cdot m_s}{\alpha_s \cdot m_s + \beta_s}$$ (4.9)

As we can see on Figure 4.54, where the values of $m_s$ in the formula have been taken from real measurements, this prediction fails when the system is saturated. Just as we argued before, the model constructed for an unsaturated system is not a good predictor at the highest data rates. It turns out that at the highest data rates, the value of $\omega_s$ ceases to depend to a significant degree on the amount of memory in use, the reason being perhaps that as the rate grows, the efficiency of buffer management increases.

If instead, we assume that $\alpha_s = 0$, and fix $\omega_s = \beta_s = 110 \mu s$, the model fits the data accurately (Figure 4.55), confirming our theory regarding the role of processing delays as the main reason behind the quadratic dependency of CPU utilization on the send rate.
Figure 4.55: A correct throughput prediction: the parameters of the model have been modified to reflect the fact that at the highest data rates, the per-message processing overhead does not depend on the amount of memory used.

In the remainder of the section, we use the model we settled upon to extrapolate results to larger numbers of nodes. We compare predictions made with two parameter settings. The first prediction is the one that fits the throughput measurements, and that we settled upon, with $\omega = 110 \mu s$. The second prediction is the one we obtained by extrapolating the model constructed for an unsaturated system, with $\omega_s = 30 \mu s + m_s \cdot 3 \mu s$.

Both predictions are obtained by solving equation 4.9 for $\mu$. The first prediction is based on the following solution.

$$\mu = \frac{1 - \theta_0 - \sigma_s \cdot m_0}{\beta_s + c_s \cdot d_s \cdot \sigma_s \cdot \Delta_A} \quad (4.10)$$

The value of $\Delta_A$ in this formula is taken from Equation 4.4. The second prediction is based on the following solution:

$$\mu = \frac{-(\alpha_s m_0 + \sigma_s c_s d_s \Delta_A) + \sqrt{(\alpha_s m_0 + \sigma_s c_s d_s \Delta_A)^2 - 4 \alpha_s c_s d_s \Delta_A (\sigma_s m_0 - 1)}}{2 \alpha_s c_s d_s \Delta_A} \quad (4.11)$$

The two predictions are shown on Figure 4.56. What is striking about this result is that, without taking into account effects such as packet loss, which we would expect to grow linearly with the system size, performance drops significantly due to memory overheads alone. The trend is clearly visible in both of our predictions, and it seems likely that, even if our model does not accurately capture the dynamics of the system, the overall
shape of the performance curve will remain the same. Indeed, as it turns out, in larger systems, performance in QSM is additionally limited by another factor: the maximum number of pending requests on the sender. Let us introduce yet another parameter.

$m_{\text{max}}$ The maximum amount of memory that the system is allowed to consume.

Now, from Equations 4.2 and 4.3, we get the following practical limitation.

$$\mu \leq \frac{m_{\text{max}} - m_0}{c_s d_s \Delta_A} \quad (4.12)$$

If we set $m_{\text{max}} = 100$ megabytes and add this equation to our model, the original predictions from Figure 4.56 become even more conservative. This is shown on Figure 4.57.

We could modify our model to account for losses and other factors, but it remain clear that, contrary to popular belief, neither our experiment, nor analytical predictions based on extrapolating the data point to losses as the main reason behind the degradation of performance with scale. With the level of losses we have observed in our experiment, the performance degradation they seem to cause would not become significant before the effect of the memory cap (Equation 4.12) dominates all other factors.
Figure 4.57: Throughput predictions from Figure 4.56 modified to account for memory limit now have become even more conservative. In larger systems, the memory limit is the dominant factor limiting throughput.

4.3.7 Discussion

In the preceding sections we identified some of the factors that affect performance and scalability of QSM. There are a number of forces at play, some of them mutually reinforcing, thus leading to a feedback loop that has a potential to inflate disruptive events caused by losses or busy applications to the level where they hurt performance (Figure 4.58). All these phenomena are ultimately tied to delays and latencies, which act as the common link through which the vicious cycle can sustains itself. The biggest sources of latency, at least in large configurations, are the design of the protocol (which might require multiple hops, rounds, or roundtrips to aggregate state), and what we refer to as “scheduling delays” (which might cause each individual hop or round to take longer). The latter represent the overall, cumulative time “penalty” imposed on important tasks such as processing a token. These delays may come from a variety of sources, some of which have been discussed: for example, a high volume of I/O, or disruptive scheduling. As demonstrated in our experiments, even small delays may be effectively “inflated” by the protocol, thus resulting in high latencies for critical tasks. As our experiments show, even seemingly low-priority tasks, such as collecting acknowledgements, may turn out to be critical and require low latency because of the high memory-related overheads they
Figure 4.58: A variety of “forces” controlling the behavior of the system form a self-reinforcing “vicious cycle” that has the potential to inflate any temporary perturbations to the level where they hurt performance. All these “forces” are ultimately tied to memory overheads and various sorts of delays and latencies.

Figure 4.59: Breaking the vicious cycle by controlling memory use. Reducing the buffering and caching overheads and postponing message creation until the time of transmission weakens the strength of memory-related overhead factors.

cause, and the unexpectedly strong impact it has on overall system performance.

Our architectural decisions have been motivated by the need to break the vicious cycle we have just described: memory-related techniques were aimed at decreasing the overheads caused by garbage collection and allocation (Figure 4.59), whereas
scheduling-related techniques were aimed at decreasing the latency of important phases of the protocol involved in application-level cleanup (Figure 4.60).

Another factor that may have been less pronounced in the results we have presented so far, but that we found equally important for achieving high performance, is the ability of the system to stabilize itself in the presence of minor perturbations, which are common even in isolated experiments on a cluster over which we have complete physical control. It is not unusual for our platform to experience periods lasting tens, and sometimes even hundreds of milliseconds during which our process is preempted, which occasionally causes packet loss. When this happens, as it inevitably does, it is essential for the system to engage in a measured response.

We like to think of QMS as a crowded highway: the faster it runs, and the shorter the inter-message spacing, the higher the chances of an accident and the more severe the consequences. If a system is too conservative in its handling of loss, failures and the flow control, it fails to achieve the highest speeds, but if it is too aggressive, loads can flap from very low to extremely high, causing the kinds of “broadcast storms” that can escalate and eventually shut down an entire data center. Our work suggests that
oscillating throughput has many causes:

1. *Uncontrolled reaction to failures*, for example when a packet is lost by several receivers, stresses the system. The resulting load surge can cause more loss, creating a feedback cycle capable of overwhelming the network (a “broadcast storm”). To avoid such problems QSM does rate-limited recovery triggered (only) by circulating tokens.

2. *Recovery that requires action by a single node*, such as a sender, can trigger a kind of convoy in which many nodes must pause until that one node acts and convoys are contagious because once that node finally acts, other nodes can be overloaded. QSM prevents this via cooperative caching. A burst of losses will often trigger parallel recovery actions by tens of peers.

3. *Jumping the gun* by instantly requesting recovery data on the basis of potentially stale state data can trigger redundant work that reinforces the positive feedback loop mentioned earlier. Our “pull” architecture eliminated this issue entirely: we always act upon fresh information.

4. *Priority inversions* can leave long lists of messages stacked up waiting for a recovery or control packet. Prioritized event handling is needed to prevent this. Control packets are like emergency vehicles: By letting them move faster than regular traffic, QSM can also heal faster.

5. *Reconfiguration* after node joins or failures can destabilize a large system because changes reach different nodes at different times, and structures such as trees or rings can take seconds to form. QSM suspends multicast and recovery on reconfiguration, and briefly buffers “unexpected” messages, in case a join is underway.

By addressing the problems just mentioned, QSM can stabilize itself in the presence of long bursts of loss or when it experiences artificial “outages” (such as on Figure 4.31).
Figure 4.61: Combined send rate oscillates in 30-sec periods in a 110-node group. The maximum load exceeds receiver capacity.

Figure 4.62: An experiment with a “freezing” receiver. The receiver “sleeps” for 10s undetected, causing massive recovery. QSM responds by suppressing multicast.

and tolerates random loss or flaky hardware, responding with reduced throughput. With strong enough perturbation, QSM can still be forced into mild oscillatory behavior. This can be provoked, e.g., by enforcing multicast at a rate exceeding the capacity of the network or of the receivers (Figure 4.61). Similar behavior can be observed with flaky hardware or very disruptive applications that consume CPU.

To explore a massive perturbation, we created a “sleep” scenario (recall Figure 4.31) lasting 10s, causing an 80MB backlog. QSM takes longer time to recover, running recovery at a steady pace, rate controlled, and suppressing multicast until the nodes start to “catch up” (Figure 4.62). Yet even in such extreme cases QSM can stabilize.
Figure 4.63: On reconfiguration following a crash, changes can take time to propagate. In this case QSM temporarily slows down.

Similarly, a reconfiguration following a crash (Figure 4.63) or join results in slowdown, but the system soon recovers.

### 4.3.8 Conclusions

Below, we briefly summarize our design insights:

1. **Exploit Structural Regularity.** A key enabler to our approach was the recognition that even irregular group overlap can be reduced to a small number of regularly overlapping groups (cover sets), with most of the traffic concentrated in just a few cover sets. This justified a focus on optimizing the regular case and on the performance of QSM in a single, heavily loaded, cover set.

2. **Minimize the memory footprint.** We expected garbage collection to be costly, but were surprised to realize that when a system has a large memory footprint, the effects are pervasive and subtle. The insight led us to focus on the use of memory throughout our protocols:

   (a) **Pull data.** Most multicast systems accept messages whenever the application layer or the protocols produces them. QSM uses an upcall-driven pull
architecture. We can delay generating a message until the last minute, and avoid situations in which data piles up in the sender’s buffers.

(b) *Limit buffering and caching*. Most existing protocols buffer data at many layers and cache data rather casually for recovery purposes. The overall memory footprint becomes huge. QSM avoids buffering and uses distributed, cooperative caching. This limits message replication and spreads the burden evenly, yet allows parallel recovery.

(c) *Clear messages out of the system quickly*. Data paths should have rapid data movement as a key goal, to limit the amount of time packets spend in the send or receive buffers.

(d) *Message flow is not the whole story*. Most multicast protocols are optimized for steady low-latency message flow. To minimize memory usage, QSM sometimes accepts increased end-to-end latency for data, so as to allow a faster flow of control traffic, for faster cleanup and loss recovery.

3. *Minimize delays*. We have already mentioned that the data paths should clear messages quickly, but there are other important forms of delay, too. Most situations in which QSM developed convoy-like behavior or oscillatory throughput can be traced to design decisions that caused scheduling jitter or allowed some form of priority inversion to occur, delaying a crucial message behind a less important one. Implications included the following:

(a) *Event handlers should be short, predictable and terminating*. In building QSM, we struggled to make the behavior of the system as predictable as possible not a trivial task in configurations where hundreds of processes might be multicasting in thousands of overlapping groups. By keeping event handlers short and eliminating the need for locking or preemption, we ob-
tained a more predictable system and were able to eliminate multithreading, with the associated context switching and locking overheads.

(b) *Drain input queues.* We encountered a tension here: from a memory footprint perspective, one might prefer not to pull in a message until QSM can process it. But in a datacenter or cluster, most message loss occurs in the operating system, not on the network, hence loss rates soar if we leave messages in the system buffers for too long.

(c) *Control the event processing order.* In QSM, this involved single-threading, batched asynchronous I/O, and the imposition of an internal event processing prioritization. Small delays add up in large systems: tight control over event processing largely eliminated convoy effects and oscillatory throughput problems.

(d) *Act on fresh state.* Many inefficiencies can be traced to situations in which one node takes action on the basis of stale state information from some other node, triggering redundant retransmissions or other overheads. The pull architecture has the secondary benefit of letting us delay the preparation of status packets until they are about to be transmitted, to minimize the risk of such redundant actions.

4. *Handle disruptions gracefully.* Broadcast storms are triggered when the attempt to recover lost data is itself disruptive, causing convoy effects or triggering bursts of even more packet loss. In addition to the above, QSM employs the following techniques to maintain balance:

(a) *Limit resources used for recovery.* QSM controls recovery traffic rate and delays the creation of recovery packets to prevent them from overwhelming the system.
(b) *Act proactively on reconfiguration.* Reconfiguration takes time. Slowing down and tolerating overheads, buffering packets from “unknown” sources, and delaying recovery to avoid redundant work is a cost worth paying.

(c) *Balance recovery overhead.* In some protocols, bursty loss triggers a form of thrashing. QSM delays recovery until a message is stable on its caching replicas, then coordinates a parallel recovery in which separate point-to-point retransmissions can be sent concurrently by 10s of nodes.
Chapter 5
Future Work: Properties Framework

The live objects platform described in Chapter 2 makes it very easy to compose different types of protocol objects into applications, but in order for such platform to make a truly big impact, one also needs a library of components to compose from. Most functionality relies on different flavors of replication, such as reliable multicast, replicated state, or agreement, and synchronization, such as locking or ordering. One way we could make developers’ lives easier is simply by implementing a large library of live objects to choose from. However, recall from the discussion in Section 1.3 that applications have diverse needs, and run in diverse environments. Offering the developers a small number of tools that do not perfectly match their needs would be to betray the very spirit of this work. Instead, we propose a tool that makes it easier to construct distributed protocols.

In this section, we briefly describe the Properties Framework (PF), a new programming language for building distributed protocols that fits cleanly into the live objects model described in Chapter 2. The Properties Framework transforms concise programs in Properties Language (PL), a new language we have designed, into hierarchical protocols targeting the architecture described in Chapter 3, many elements of which are implemented much in the same way as the system evaluated in Chapter 4. Programs in the Properties Language can express semantics such as consensus, virtual synchrony, or transactions, alongside a variety of weaker models, using sets of 10-30 rules that fit on a single page and have an easy to understand structure. It frees the user from worrying about scalability or explicit handling of failures; both are achieved by construction and through a very careful selection of programming language abstractions.
5.1 Protocols

Protocols created by the Properties Framework are wrapped as live objects that run in a context similar to that depicted on Figure 5.1. A protocol object \( p \) has three kinds of endpoints that connect it to an application object \( a \) it is going to provide a service for, as well as one or more underlying event streams \( d \), and one or more management objects \( m \) that might provide useful contextual information and services, such as membership or failure detection. Running within this abstract context, \( p \) implements what we may think of as a logic for “coordinating” the actions taken by the application with events in the underlying event streams. For example, given an underlying event stream \( d \) that lacks strong reliability properties, \( p \) might implement higher-level “coordination” logic such as peer-to-peer recovery, ordering, atomic delivery, or atomic commit. The functionality provided by \( p \) might not be related to any particular events stream; \( p \) might just as well implement tasks such as aggregating some value, managing locks or keys, or it might allow replicas of \( a \) to enter subsequent phases of processing in a synchronous manner.
5.2 Properties

The logic implemented by protocol objects is expressed in terms of properties, variables that are replicated to each of the object’s proxies. Some of these variables would represent the local state of the proxy, and would be updated in response to the incoming events. For example, a property Received might be a set of identifiers of messages that have been received by the proxy, and Phase might be the number of the current phase of processing the application object is in. Other properties might cause actions: whenever their values are updated, the proxy might send events to the application, or issue a request to the underlying management object. For example, a property Clean might be a set of identifiers of messages that can be cleaned up. Whenever a new number is added to the set, the proxy would issue a cleanup request (Figure 5.2). The goal is to represent the complete state required by the protocol to operate, and any actions it might need to trigger, through a set of properties replicated across its proxies. The protocol logic is then expressed as a distributed transformation that updates the values of properties at different locations (Figure 5.3). For example, a protocol that implements a “cleanup” logic would use a pair of properties Stable and Cleanup, the former representing messages that a node has received, and the latter representing the messages that the node
5.3 Rules

Properties Framework implements a distributed protocol logic by leveraging the architecture described in Chapter 3. When a protocol is created, PF instantiates a hierarchy of recovery domains, each of which maintains a complete set of properties (Figure 5.4). Physically, these properties are maintained by agents implementing the respective do-
Figure 5.5: Collecting and aggregating information in the cleanup example. Whenever a message arrives, binding $B_1$ updates the local value of $S_{table}$ (left). Rule $R_1$ causes $S_{table}$ to be periodically aggregated among members of each domain (right). When the message stabilizes, information about it propagates bottom-up in a cascading manner.

Figure 5.6: Making and disseminating decisions in the cleanup example. When information about a newly stabilized message surfaces at the root, rule $R_2$ updates $Cleanup$ (left). Rule $R_3$ periodically updates the values of this property at member domains from the values of their parents, causing global decisions to propagate top-down.

mains and deployed on the individual nodes. Agents form token rings, much as in the system described in Chapter 4, and can exchange, aggregate and update the values of their properties, or interact with agents “above” and “below” them in the hierarchy. The actions of the agents, and the exact way they update properties, is governed by a set of rules and conditions. Rules determine how property values are updated. Conditions control the process of joining new domains into the existing structure. For example, a program shown on Code 5.1 uses two bindings $B_1, B_2$ to relate property values to events, three rules $R_1, R_2, R_3$ to update values, and a single condition $C_1$ to control access to the protocol. The intuitive meaning of these is illustrated on Figure 5.5 and Figure 5.6.
Code 5.1: An example program in our Properties Language: “Cleanup”. The program generates event \texttt{DoCleanup(m)} on all nodes as soon as, but not earlier than, an event \texttt{Received(m)} occurs on all nodes. The interaction between the protocol and the environment is captured within a pair of properties: \texttt{Stable} and \texttt{Cleanup}, and bindings \texttt{B1} and \texttt{B2} that tie the values of those properties to events. The distributed computation on properties is implemented by rules \texttt{R1}, \texttt{R2}, and \texttt{R3}. Rule \texttt{R1} aggregates information about the messages that are stable up the hierarchy. Rule \texttt{R2} implements a “global” decision that a message stable everywhere can be cleaned up, and Rule \texttt{R3} disseminates this decision down the hierarchy, to the individual nodes.
Code 5.2: Another example program in our Properties Language: “CoordinatedPhases”.

5.4 Performance

We have implemented an early prototype of the Properties Framework and evaluated simple, manually translated Properties Language programs in a simulator. Our preliminary results demonstrate that the approach is feasible and useful, and provide additional validation of the architecture presented in Chapter 3.
Figure 5.7: The effect of churn on the performance of the protocol from Code 5.2. The duration of a single phase is expressed as a function of the average time it takes for a node to crash, in systems of sizes ranging from 64 to 32768 nodes. Even with extreme rates of churn, where crash every 10 seconds, the protocol generated by the Properties Framework is able to make steady progress with very small performance penalty.

Code 5.2 shows a simple program in the Properties Language that arranges for all protocol members to enter subsequence phases of computation in a coordinated manner. Figure 5.7 shows the performance of this simple program, in a simple simulated experiment, where a large number of nodes constantly crash, losing all state, and reboot. Even through nodes are crashing, and the rate of churn is extreme, the system as a whole makes steady progress. More preliminary results and additional details about the system can be found in a technical report [238].
Chapter 6
Conclusions

In this dissertation, we present a vision for a component integration technology that allows developers to work with instances of distributed protocols as entities similar to objects in an object-oriented programming language. In the preceding chapters, we have described a new programming model and a multicast architecture that support this vision. We have also described two prototype implementations that represent the first step towards making this vision a reality: the Live Objects (LO) component integration platform, and the QuickSilver Scalable Multicast (QSM) scalable reliable multicast engine. Our early work suggests that the vision may ultimately be feasible. Our prototypes already allow us to experiment with the model to understand its power and limitations, and to explore the performance and scalability implications of our design decisions. However, to fully realize our vision’s potential, much work remains to be done.

In this chapter, we summarize our technical contributions and work in progress; we list unsolved problems and the limitations of our existing platform, and we point to various directions that might be explored by other researchers or by engineers.

The chapter is divided into two sections, corresponding to the two working prototypes we have implemented. In Section 6.1, we discuss topics most closely related to the Live Objects (LO) platform discussed in Chapter 2; we focus on component integration, the live objects abstraction, live object type system and language embeddings. In Section 6.2, we discuss topics most closely related to the QuickSilver Scalable Multicast (QSM) engine discussed in Chapter 4; we focus on topics revolving around multicast, including the architecture of Chapter 3 and the Properties Framework of Chapter 5. The reader should not attach too much importance to the structure; many of the topics discussed here cross the boundary and could be discussed in several places.

Each of the two sections begins with a summary of what has been built as a part of
the respective prototype, what has been demonstrated through it, and what is missing. This is followed by a list of subsections, each of which corresponds to a discrete piece of ongoing or future work related to the prototype. The discussion is intended to lay the road map for future extensions, but also as an opportunity to better illustrate the specific weaknesses and limitations of the existing prototypes.

The list of problem areas is not complete; we focus on major limitations we are aware of and technical issues related to some of the specific applications we have considered.

This chapter is fairly long, and not all problem areas we discuss here are of equal weight and importance. Some of these, such as those related to the live objects type system, or support for objects with multiple degrees of connectivity, are open research directions that we hope to tackle ourselves or inspire other researchers to pursue. Others represent engineering challenges and practical, if not somewhat tedious technical issues that need to be addressed to transform our vision into a real product.

## 6.1 Component Integration

We proposed a set of programming abstractions, such as a live object, a typed endpoint, a proxy, a distributed type, or a self-describing live object reference, that resemble abstractions used in object-oriented programming languages, but that reflect a distributed, peer-to-peer, replication-centric perspective. We have described the roles of the new constructs, and gave the intuitive meaning of familiar terms, such as to “store”, “run”, or “garbage-collect” a live object, or “dereference” a reference to it, within this new model. We have developed a prototype that supports these abstractions, programmatically as well as through a drag and drop interface. Through this prototype, we demonstrated numerous powerful features of the new model:

1. *The model cleanly supports replication.* Our prototype provides several template objects such as shared text or image, shared desktop, or a shared view into a region
of space, each of which maintains replicated state, and objects such as a reliable, totally ordered, checkpointed multicast channel that support a simple form of state replication. Our system is extensible, and creating new replicated objects is easy. We had students in a systems course use our platform to develop shared document objects that allow concurrent editing and locking of text regions. Overall, they felt that this task was quite easy, and the high quality of their submissions confirms it.

2. *The model takes advantage of strong typing without being language-specific.* Even though our existing prototype does not yet include a concrete language for specifying behavioral constraints, it does already implement its own typing infrastructure and reflection mechanism that are independent of any concrete programming language; the live objects runtime builds a separate metadata to represent types of objects and endpoints, and does not rely on the underlying .NET type system for type checking, except for the types of events. Thus, when a user drags and object onto a desktop, our platform dynamically determines whether the object has a user interface of the right type and can accept specific events, and dynamically makes decisions based on such information. Similarly, our visual live object design tool already performs static type checking during composition, and assists the user in correcting typing errors, by detailing the reasons for type mismatch. While we have not yet ported our runtime to platforms such as Java, we are currently not aware of any serious obstacles that would prevent cross-platform compatibility. Certain technical challenges do exist; we will discuss them in more detail below.

3. *The model supports legacy applications.* Unlike techniques that rely on introducing new language mechanisms, our model, by virtue of being language-agnostic, can be interfaced to a variety of existing systems. Users working within our model have been able to wrap materialized database views and groups of Microsoft Excel spreadsheet cells as live objects that they have subsequently used in composition
within our runtime, as well as embed live objects with a user interface within Microsoft Word documents and Microsoft PowerPoint presentations.

4. *The model and its abstractions correspond to familiar OO concepts.* We have built a visual designer tool, in which live objects are represented through block diagrams that resemble UML class diagrams. Composition in this tool is easy and intuitive.

5. *The model is protocol-agnostic, and can be applied from front-end to back-end.* We have implemented both higher-level components, such as shared documents, as well as lower-level components, such as naming services, repositories, or multicast protocols as live objects, and are currently in the process of implementing a host of other distributed protocols. The live object abstraction has also been used in parts of the live object runtime, and we are currently redesigning our communication infrastructure to transform the system into a set of live objects, dynamically assembled within the live objects runtime. Elements of the architecture of Chapter 3, including scope managers, recovery domains, or peer groups, can be wrapped as live objects, and our in-progress work on implementing this architecture adopts precisely this perspective. In future, we hope to explore using the paradigm at the level of network services such as routing, DNS, or network-level multicast.

6. *The model can be incrementally deployed.* We proposed a way to extend the .NET type system, by treating ordinary types as aliases that represent distributed entities. When building our type system and metadata and performing type checking, the live objects runtime recognizes such aliases as distributed types. This technique allowed us to implement a working and usable prototype without the need to change the compiler or develop a custom programming language. At the same time, the use of alias types makes it natural to work with the paradigm: live object and distributed type declarations resemble “ordinary” type declarations, only
decorated with additional annotations.

7. *The model supports type-safe composition.* The existing prototype supports several modes of composition: connecting multiple objects via their endpoints, loading objects stored within other objects, declaring parameterized templates and instantiating them by passing types or objects as parameters. Composite entities of this sort can be created within a visual designer tool. For each of the composition modes listed above, the platform already performs type checking, using endpoint matching or object subtyping relations we described earlier. Obviously, until we incorporate a language for expressing behavioral constraints, the full power of the model cannot be exploited, and its limits cannot be fully tested. Designing a behavioral constraint language is a future work. Nevertheless, even the existing, limited form of type checking is proving useful.

8. *The model is extensible.* New types of events, endpoints, and objects can already be defined by users today, and our implementation of the type system leaves open the possibility for users to define custom types of constraints, in temporal logic or other formalisms. The latter leads to potential issues; we will discuss those below.

9. *The model supports drag and drop development.* With our prototype, we have been able to demonstrate a process of developing a distributed application without the need to write any code, by first composing shared document and other live object references within a drag and drop visual designer tool, and then mashing up those components into what resembles a compound document, a web page, and a simple game, by just clicking on these references and dragging objects into one another.

10. *The model supports deployment via email.* With the existing prototype, live object references can be stored in files, sent over email, and embedded within Microsoft Word documents, and activated in place, much like ActiveX components (indeed,
we used the same underlying technology to achieve this result). Our implementation is still limited, in that libraries with .NET code that live objects may depend on still have to be deployed manually, but this is a limitation of our prototype, not the model. Several technical challenges this limitation raises are discussed below.

11. *The model supports composition without relying on inheritance.* While most systems require connecting components to agree on a common interface that they’ll import from a shared library, we adopted the opposite approach: each object defines any of its dependencies as endpoints, and our runtime attempts to connect even certain pairs of binary-incompatible endpoints, by dynamically generating glueing code that intercepts calls directed to one interface, and efficiently routes them to another. Our current implementation of this feature is still very limited, in that the system is unable to convert events from one type to another. The work on this feature is ongoing. Still, the initial results are promising, and the prospect of being able to connect pairs of binary-incompatible components that do not depend on any shared libraries is exciting. In the world of live objects and mashups, where users may share their components on a massive scale, it may turn out to be a necessity, and we believe that the shared library paradigm is inherently non-scalable in this regard and doomed to fail in such environment. Nevertheless, in order to fully take advantage of the potential of this new style of composition, much further work is needed. We discuss some of the technical challenges below.

12. *The model does not depend on centralized services, such as naming.* Unlike many techniques that depend on the existence of external infrastructure, such as naming services, our model can express protocols that are completely peer-to-peer in flavor, and that can be bootstrapped from a clean state. This is possible because live objects do not have globally unique names or identifiers that might need to be resolved, and live object references are self-describing, and can be self-contained. It
is possible to index objects by storing their references in repositories, but we make no assumption of a single global naming scheme. While in most systems, an object is identified by an address in memory, or an identifier in a global namespace, in our model an object is uniquely identified simply by its description expressed in XML, which may, but does not have to, refer to components stored within global namespaces. In the current implementation, the use of this capability is very limited because currently the only way to express protocols is to refer to predefined .NET components that are further composed. Our ongoing work on the Properties Language, where protocols can be described with a small set of rules that are automatically translated into real implementations, should make it possible to encode even complex protocols within self-contained XML descriptions. This potential capability is intriguing; it has strengths, but also potential weaknesses. Some of the anticipated problems and technical challenges are discussed below.

While our experiences with the existing prototype have been very positive, this work is just an initial step. Many technical issues remain unsolved, and many capabilities have not been realized. In the remainder of this section, we discuss the problem areas.

6.1.1 Types

As mentioned earlier, although our model is ultimately designed to deal with behavioral types, the current implementation does not yet have a language for expressing behavioral constraints, and the typing and endpoint matching relations are currently limited to comparing the lists of endpoints and events, to determine whether entities “mechanically” fit together, but without comparing their (as yet unspecified) behaviors. Nevertheless, our implementation has been designed to support annotating endpoint and object types with custom user-defined behavioral constraints, and comparing them as a part of subtyping and endpoint matching implementations. Further work will involve the following steps.
Formalisms to Express Reliability and Security Properties

We are currently working on using examples of protocol specifications to develop simple constraint formalisms that can be used to specify reliability properties of multicast protocols. The most promising direction appears to be to leverage ideas used in temporal logic, I/O automata, and TLA specifications found in [14, 169, 39, 149, 171, 79]. We are also looking into using BAN logic [57] as a basic for a constraint formalism that could be used to describe security properties of protocols. All of this is a work in progress.

In the context of behavioral constraints, the biggest challenge appears to be addressing the inability to provide absolute liveness guarantees, stemming from the FLP impossibility result [111], a problem we have already signaled in Section 2.1.3. How to address this issue remains an open question. On one hand, a theoretician will argue that a protocol type that cannot be implemented in practice is useless, and a liveness property such as $\Diamond W$ [72], which is provably impossible to implement in an asynchronous system [111], should never be used as a part of a type description. On the other hand, knowing that a multicast protocol would guarantee liveness if only it were given access to a failure detector of type $\Diamond W$ through one of its endpoints does give us useful information about the protocol; if nothing else, it tells us that the protocol does provide certain mechanisms that attempt to achieve progress, a property that would distinguish it from a trivial “do nothing” protocol that trivially satisfies correctness guarantees by virtue of not doing anything at all. Hence, a practitioner would appreciate such a typing annotation; even though it could never be used to formally prove liveness guarantees in any real system, it could be useful in “filtering out” trivial implementations.

Ideally, we would like to be able to specify some form of weak liveness guarantees that cannot be satisfied by “do nothing” implementations, but are possible to implement in practice. At this point, we do not know if this is even possible; researchers have struggled to address this problem, and as of today, the issue remains unsolved. It might
turn out that to express such properties, one would need a complex formalism, and
to determine subtyping in practice, one would need a theorem prover, which could be
impractical if the live objects model were to be used pervasively, e.g., on low-powered
mobile devices.

**Ontology and Inheritance for Constraint Formalisms**

While developing a few simple ad-hoc constraint formalisms following the approach we
outlined in Chapter 2 would not be hard, and it may just be the best way to get started,
we immediately run into a potential problem: we may easily end up with hundreds of
formalisms that express the same kinds of behavioral properties (e.g., reliability), but
that cannot be compared. As a result, components that otherwise logically match (e.g.,
a shared document that requires reliable multicast channel to work, and a reliable multi-
cast channel that implements all of the required properties) may be incompatible simply
because their constraints are expressed in different formalisms, and are thus incompara-
ble.

Short of giving up on extensibility, and forcing users to use a single formalism that
would subsume all others, we will need to develop a core set of abstractions and oper-
ators that all formalisms would use, and introduce a form of inheritance. At the mini-
mum, all formalisms will need to be based on concepts such as an endpoint, event, a set
of endpoints that belong to an object, connection, disconnection, endpoint matching and
subtyping relations, but beyond that, it might be necessary to introduce concepts such as
membership views or be able to talk about failure models, etc. In the end, one would like
to be able to specify a formalism $\Psi'$ that inherits abstractions of some other formalism
$\Psi$, but may introduce additional ones, and where a limited form of comparison between
formulas in $\Psi$ and $\Psi'$ might be possible. Thus, for example, while a formula in $\Psi'$ might
define subtle reliability properties of a protocol, it might still be possible to imply that
the protocol supports a simple form of reliability expressed by a formula in $\Psi$, and thus can be used with a range of application-level components annotated with formulas in $\Psi$.

A careful reader would notice that we have just proposed to reintroduce inheritance, which we have previously rejected. In the discussion of Section 1.4.2, we have argued that inheritance should not be confused with subtyping, and that it is not the right mechanism to implement composition. Here, however, we propose to introduce inheritance between constraint formalisms, not between live object types. Inheritance in this context would not serve as a basis for a subtyping relation, and would not be used to compose objects; it would simply allow one formalism to subsume and extend another.

**Proof-Carrying Annotations for Provable Composition**

Our live object types, as defined in Section 2.1.2, allow expressing and comparing behaviors, but not reasoning about composition. When a pair of objects is connected through their endpoints, and we try to reason about their behavior based on constraints mutually provided and required, we end up with a circular argument of the sort $P \Rightarrow Q \land Q \Rightarrow P$, which implies neither $P$, nor $Q$. In order to be able to prove either $P$ or $Q$, one would need additional information on how the constraints provided depend on the constraints required, e.g., that some of the constraints are provided even if the required constraints are not satisfied, or that different constraints provided by the protocol depend on different subsets of the required constraints. Such additional annotation might be optionally appended to live object references, somewhat in the spirit of Proof-Carrying Code (PCC) [226]. A machine that may control sensitive resources would refuse to run objects that lack such annotations, whereas a typical user’s desktop, where provable type safety is not critical, might accept composition based solely on comparing behaviors. In between these two extremes, one might imagine using proof-carrying annotations within a visual designer, but then limit the type check to just comparing
behaviors at runtime.

Designing a language for such proof-supporting annotations is a future work. In the model described here, we adopted a more pragmatic approach, based on the presumption that for a majority of developers, a superficial behavioral type check would suffice.

**Incorporating Theorem Provers in a Scalable Manner**

With formalisms such as temporal logic, comparing types would often require a theorem prover, even for very basic properties, such as those of a reliable multicast protocol or a replicated state machine. If the live objects model is used pervasively, such type checks would inevitably need to be performed by devices that lack the computational power to do so, where the overhead of such type checks would be too costly, and where latency is important. As pointed out in Section 2.1.2, in practice one might imagine there being a distributed infrastructure, in which facts computed by theorem provers, such as parts of the subtyping relation, are cached, and made available to client machines. Instead of running a theorem prover to determine whether subtyping holds, a client machine could fetch a pre-computed fact from such distributed “type cache”, e.g., based on hashed type descriptions, and might also cache some of the commonly used results locally, to speed up its type checks. Designing such infrastructure is a future work. Our current prototype does cache the results of type checks, but cannot use external theorem provers. The problem is complex, for it involves security. One can easily imagine rogue theorem provers attempting to pollute the type cache with bogus facts, as well as valid theorem provers configured with buggy proving rules that might want to “revoke” facts they have pre-computed earlier. Hence, an architecture of this sort would potentially need to manage trust relationships and deal with revocation in a scalable manner.
6.1.2 Components

As mentioned earlier, one of the objectives of our work is for the model to be extensible. Our prototype does allow for creating custom components and types, but our implementation is limited in many respects. Further work will involve the following steps.

Automatically Finding and Downloading Libraries

Our current prototype is heavily dependent on primitive object templates and types defined in .NET libraries. Our prototype includes a system for managing libraries of custom components that users can define, and automatically loads such libraries as needed when references to components and types defined within them are encountered. However, the libraries themselves still have to be deployed manually, by placing the DLLs containing the .NET code on the client machines. Thus, even though the model allows deployment via email, simply by sending XML references to other users, the mechanism is limited, in that it assumes the recipients have locally installed type and component libraries that these XML references may depend on. To fully realize the potential of deployment via email, we need the ability to automatically find, download, and locally deploy a missing library, somewhat akin to the mechanism with which today’s Web browsers can automatically download missing ActiveX controls. A naïve solution would be to embed URLs, from which library code can be downloaded, anywhere a reference to a library component occurs, but it is very easy to see that this would lead to inflating the size of object references and make the platform heavy-weight, tie the model to a client-server paradigm, and fail to address the versioning problems discussed in the following section. A comprehensive solution would require a system somewhat similar to DNS, essentially a variant of a scalable publish-subscribe, with a low rate of publishing (whenever a new version of a library is built), but massive numbers of receivers, extreme churn, and the need for efficient caching. Addressing this issue in a principled
manner, without creating a potential security hole, remains a major technical challenge.

**Managing Multiple Versions of Objects and Types**

The ability to reference components and types defined in .NET is convenient, but it introduces problems; as new versions of libraries are developed, different objects may refer to different versions of the same types and components, and the runtime has to be able to address the situation, in which two versions of the same library have to be simultaneously present in the system. Our current prototype has a versioning system, but does not solve the versioning issue in an elegant manner; once it loads a certain version of a .NET library into the process, it cannot upgrade it until the process is terminated, and if a reference is subsequently encountered to a component or type that requires a newer version, a runtime exception is thrown. A more elegant solution would permit unloading the old version of a library, fetching a new version, re-loading the library, all in a manner non-disruptive to already running components. Whether this is possible is not obvious; it appears to be difficult to achieve this in .NET. The problem remains a major challenge.

**Conversions Between Binary-Incompatible Values**

As mentioned earlier, our model rejects inheritance as a way of connecting components, instead relying on the live objects runtime to dynamically generate gluing code to relay events between binary-incompatible, but logically identical endpoints. This was a deliberate decision, motivated by the fact that permitting the use of shared libraries would tremendously aggravate the already present library versioning issues described above.

The current implementation of this mechanism in our prototype is very limited. Our system can generate gluing code in simple cases, but it is currently not capable of converting between pairs of binary-incompatible value types. Unfortunately, this is a major
problem that severely restricts usability. In practice, most components would need to
define custom types of events to pass between endpoints. Thus, a component \( A \), which
represents a sensor, might define an event of type \( V \) that represents a sensor value, and a
component \( B \), which represents a user-interface widget, might define an event of type \( V' \)
that also represents a sensor value, but is defined within a separate .NET library, and is
not binary-compatible with \( V \). We would like to be able to detect that \( V \) and \( V' \) have the
same logical structure, or that there is a known way of converting between the two, and
inject conversion code automatically when \( A \) is connected to \( B \), so that any type of sen-
sor could be used with any type of a user-interface widget, without having to break the
model and rely on shared libraries (which, as we pointed out, would lead to problems).
Currently, components that may need to communicate via events of custom user-defined
types have to be defined within the same library.

The inability to convert between binary-incompatible value types is also the main ob-
stacle to cross-platform interoperability. To achieve true language-independence, we’d
need to be able to treat .NET and Java event types as isomorphic, perfectly equivalent.

A simple, but limited solution might require that custom value types are annotated in
a manner similar to data types used within WSDL. However, one might imagine anno-
tations that attempt to convey the purpose of the individual fields within data structures
and include semantic descriptions, thus potentially permitting conversion between types
that are not structurally identical. The benefit of doing so would be a greatly improved
code reusability. Similar problems have been explored in the context of web services.

**Synchronous vs. Asynchronous Object Interactions**

In the model described in Section 2.1, we adopt a simplified view that events are passed
via endpoints in a purely asynchronous, nonblocking fashion. In practice, using a purely
asynchronous model is problematic, for two reasons. First, in many situations, such as
looking up a value in a dictionary, an asynchronous programming style is unnatural. Second, implementing a nonblocking interface generally incurs the overhead associated with memory allocation, since the event and its arguments have to be stored somewhere, and increases latency and the overall cost of event passing. For these reasons, in our prototype we have relaxed the model and implemented event passing as method calls. In some situations, the runtime simply forwards these calls to the other proxy connected via the endpoint; in others, where interfaces are binary-incompatible, it uses a dynamically-generated gluing logic that adjusts the lists of arguments and return values. We left open a possibility for the runtime to restrict certain kinds of endpoints to only allow asynchronous interfaces, and for the runtime to assist in making the calls asynchronous by automatically adding event queueing logic as a part of the connection between two endpoints. There exist many options, and neither is better than others; the choice should, in general, be made on a per-object and per-connection basis. For certain connections, e.g., between objects where latency is important or that might communicate in a fine-grained manner, direct method calls might be preferred, whereas in other situations, one might prefer to isolate the caller from the callee by making calls asynchronous. The decision might be correlated to whether proxies are placed in the same or different application domains. One might even imagine adjusting it dynamically, e.g., based on the frequency of invocations.

Objects and endpoints will need a system of annotations that could assist the runtime in making decisions such as whether to allow synchronous interactions or generate event queueing logic, e.g., by declaring whether an event handler is (or should be) guaranteed to terminate, may potentially block, or whether it is reentrant. With the ability to interact synchronously, the platform will also need a way to detect and remove deadlocks. In the current prototype, creating deadlocks is easy, and the developer must be careful when using blocking synchronization primitives. Addressing the problem may also re-
quire developing new language features for event passing that alleviate the potential to
deadlock, or that combine the synchronous and asynchronous invocation models.

Looking at it from a different perspective, we’ll need the ability to leverage asyn-
chronous object interactions wherever they occur. One of the possible benefits is related
to parallelism. Our model seems to naturally fit distributed and NUMA-style architec-
tures, but it might also yield benefits in multi-core platforms, since the high degree of
modularity and the strong preference towards asynchronous event-passing potentially
translates to less context switching overhead, smaller lock contention, and more locality
in data access. Exploiting these benefits is a major technical challenge with high payoff.

6.1.3 Security

The current prototype does not offer any form of security besides minimal type checking.
Besides adding more expressive constraint formalisms that could express security and
reliability properties, our vision for securing live objects involves the following steps.

Assigning Proxies to Isolated Application Domains

In our current prototype, all interconnected live object proxies run in the same appli-
cation domain. This raises security concerns, and contributes to the library versioning
problem mentioned earlier. An alternative approach would be to run each proxy within
a separate application domain; this would increase overall security and address the ver-
sioning concerns (one could unload an old component library by terminating the appli-
cation domain in which it was sandboxed), but it would be at a steep performance cost:
method calls that cross application domains always involve costly marshaling. In prac-
tice, one would want to use a mixture of these two approaches. It might also be useful
to isolate some proxies in separate processes; this could be used, for example, to enable
mixing proxies coded in .NET with ones implemented in Java or unmanaged C/C++. 
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Besides implementing the capability to run interconnected live object proxies across different processes and application domains, there remains a question of what factors should affect the decision as to where a given proxy should run. Presumably, one would factor in the information about object type, e.g., proxies of an object annotated as tolerant of Byzantine failures or privacy-preserving might be sandboxed, whereas proxies of objects that deal with multimedia streams or have been annotated as low-latency might be run within the application domain of the live objects runtime or the underlying communication stack, to minimize the overheads. Designing such scheme is a topic for future study.

**Scalable Components for Implementing Security**

While the ability to express security contracts and run components within a secure runtime provides a good framework for security, implementing secure objects in practice will require a library of reusable building blocks, such as authentication or key management protocols, to choose from. Many protocols useful in this context have already been described in the past [256]; the main challenge will most likely revolve around the scalability of these solutions. We believe that many of these security protocols can leverage scalable multicast infrastructure, e.g., to disseminate keys, ACLs, or revocations, and that solving the scalability problem for multicast can go a long way towards enabling scalable security. We are also considering the use of the Properties Framework, as a mechanism potentially much more general than reliable multicast, as a tool for implementing security, and possibly expressing certain aspects of security through rules in this language, much like we can do so for simple properties relevant to reliability.
Integration with Existing Security Infrastructure

The ability to deploy our technology in real corporate networks will depend, to a large degree, on whether we can “tap” seamlessly into the established security infrastructure, such as Active Directory domains and X.509 certificates. For example, one might expect that access to files on our shared desktop is determined by Windows permissions, which might be defined in terms of domain users and roles, such as “Domain Administrators” or “Backup Service”, or that elements of the desktop that lack valid X.509 certificates are indicated as insecure. Implementing a simple variant of such capability could be a matter of simply interfacing the existing APIs to access ACLs or impersonate security principals as needed when interfacing legacy applications, leveraging scalable multicast protocols to synchronize clients with a domain controller, etc. In a broader perspective, however, we’ll need to consider a general question of how best to integrate the inherently decentralized architecture of our live objects with infrastructure that is mostly centralized and client-server in spirit, and the existing applications designed to fit this architecture, without reducing the overall solution back to a client-server model, and thus eliminating many of the potential benefits, such as better scalability and increased availability.

Leveraging Dynamic Composition and Reflection

One of the key features of the live objects platform is the ability to create and connect live object proxies programmatically at runtime. This is already being used extensively, e.g., in all our shared desktop examples, as well as in the underlying communication infrastructure, which dynamically injects simple event type checking and casting code to transform the underlying binary channel abstraction to one that carries events of a given type. This capability could also be useful in security, to dynamically assemble protocol stacks that match dynamically changing security attributes, and can be customized for
each user. For example, when sending a live object reference outside of a firewalled network, we could automatically embed tunneling logic. Encrypting and decrypting logic could be constructed dynamically based on the current privacy and encryption attributes of an object, and dynamically changed on a per-view basis with a suitable support from a membership object that could orchestrate such transitions. In existing systems, where distributed components are composed at design time and glued by code, this is difficult to achieve; we do not know of examples where this idea was pursued. A part of the challenge is to understand the usefulness of this mechanism in the context of security.

Managing Distributed Object-Object Connections

One potential vulnerability of our current prototype is that it does not attempt to control and synchronize in any way the connections between pairs of proxies on different machines; even though our model is fundamentally about working with sets of proxies and endpoints, the type checks are performed locally and independently on each node. This can potentially lead to unsafe deployments that type-check correctly, but fail despite the fact that each of the individual components is functioning correctly. We’ll explain this by example.

Consider an application object $A$ with some endpoint of type $\tau$, and a communication channel $C$ with a matching endpoint of type $\tau'$, i.e. such that $\tau \propto \tau'$. One of the guarantees that $C$ specifies through $\tau'$ may be some weak, practically implementable form of a liveness guarantee that a message is eventually delivered to all instances of its endpoint. Given this guarantee, $A$ might assume that all of its replicas contain the same data. But this is only true provided that proxies of $A$ are connected to proxies of $C$. Suppose now that there exists a different channel $C'$ of the same type $\tau'$, and that some of $A$’s proxies are connected to proxies of $C$, whereas some others are connected to proxies
of $C'$. Even though type checking would still succeed, no guarantees can be made any more; proxies of $A$ connected to $C$ and $C'$ will become partitioned, and free to diverge. Similar problems would occur when the same channel $C$ is connected to proxies of two objects $A$ and $A'$ that started off in different initial states and issue conflicting updates.

The problem may not be critical in many application domains, but it is real; one can easily imagine communication channels being reused due to a human mistake, or shared document references being maliciously edited by an attacker, who might divert multicast traffic to his own network, or cause a split brain scenario just to corrupt the data.

One might imagine two approaches: static and dynamic. In the former approach, a live object’s references might be signed with certificates that authorize connecting them to references of a specific other object, perhaps identified by a fingerprint. In the latter approach, one could use some infrastructure that dynamically verifies each connection. In between these extremes, one could imagine lease-based approaches, where certificates are issued for periods of time, and periodically re-requested. Other approaches might be possible. Understanding the practical implications of this problem and working out the details of a solution are a work in progress.

**Just-in-Time Typing Support for Library Objects**

Live object types are only contracts; for true security, one would want to verify that the actual implementations abide by those contracts. For composite objects, one could leverage proof-carrying annotations mentioned earlier. For primitive objects, implemented in libraries, the task would require verifying the code; a process that tends to be costly. One way to speed it up would be to leverage techniques such as Proof-Carrying Code. Another idea could be to use a language such as ML and a system such as NuPrl [163] to prove facts about programs in it. However, we believe that in practice, the most efficient
approach would be to develop a family of domain-specific languages, optimized for the purpose of implementing live object proxies, and with expressive power limited in such a way that reasoning about distributed types could be straightforward and fast enough to be performed dynamically, at the time the library is loaded, or when the object’s proxy is to be first created for use in a secure context (hence the term “just-in-time typing”).

We believe that the Properties Language we are designing has the potential to be such language; its rules seem to have a fairly clear and intuitive “distributed” semantics. We hope to eventually extend the Properties Framework with an automated typing system.

6.1.4 Resources

The dynamic nature of our live objects raises questions about resource consumption. There are two aspects to it: minimizing resource usage to reduce overhead, and managing the allocation of resources that are needed by objects for their proper operation. The following problem areas stand out as particularly important for real deployments.

**Intelligent Activation and Deactivation of Proxies**

Keeping a live object proxy in a runnable state can be expensive. For example, reliable multicast protocols may issue periodic acknowledgements, employ failure detectors that may involve heartbeats, or a gossip scheme that involves periodic interactions with proxies on other nodes; this overhead is often paid even if no data is actively exchanged by the protocol. Similarly, a proxy that has a user interface may be periodically requested to draw its contents; an operation that consumes resources even if drawing occurs outside of the visible area of the user’s screen. When working with a typical shared compound document or desktop, the user may be interacting with only a subset of all objects placed on the desktop. In the current prototype, all desktop objects are simultaneously activated, even if they are not visible. This represents overhead, and with a sufficiently
large number of objects placed on a desktop, it may cause the system to be unusable on slower hardware. One possible remedy could be to create a proxy of an object when the user moves his or her “viewfinder” over a portion of the desktop containing the object, and deactivate it when the user leaves the area; this, however, could lead to extreme churn, and destabilize the underlying communication substrate. Another problem occurs if the user “zooms out” and ends up with a view over the desktop in which thousands of objects may simultaneously be visible; we discuss this issue below. Neither of these problems is trivial.

As another example, consider the repository object pattern, where a part of an object reference might be stored within another object, and the original reference may contain an embedded reference of the repository access protocol. In the runtime joins the repository access protocol every time it encounters a reference to it, and tears down its proxy immediately after retrieving the requested data, resources may also be wasted. Joining and unjoining tends to be costly, and causes churn, and indirect references that involve the same repository might occur frequently. It might be desirable to keep a repository access protocol active for a period of time after retrieving a reference, or even pre-fetch commonly requested references, to minimize the overhead.

In order for our system to grow and support realistic use cases, we’ll need a scheme for intelligently deciding when to activate and deactivate proxies, how long to keep them alive after they have been disposed, etc. The current prototype lacks such functionality. In general, the solution will be application-specific, but it is likely that there exist common usage patterns that could benefit from dedicated infrastructure or language mechanisms.
Proxies with Different “Degrees” of Connectivity

In many applications, different users might want different levels of access to the same object, e.g., different levels of detail, different permissions, or QoS guarantees. To some degree, implementing this is possible even in the current prototype: a single object may define multiple endpoints corresponding to different functional roles, e.g., one endpoint for senders and another for receivers, or one for clients and another for service replicas. One could go further and create separate endpoints for heavy-duty vs. casual clients, or otherwise group clients into a finite number of categories, each with its designated endpoint.

Some applications, however, pose an even greater challenge. Consider a large-scale version of a three-dimensional spatial desktop object shown on Figure 2.6. If the desktop were to visualize a real battlefield, there might be thousands of moving objects on it at different distances from the user’s camera; viewing them all at once might be infeasible, excessively costly, or too disruptive. Intelligent proxy activation and deactivation, discussed earlier, might help to control resource usage by displaying only objects close to the user, but in this particular application, displaying all objects would be preferred. To keep resource usage manageable, one might want to be able to view distant objects at a lower level of detail, for example receive their coordinates less frequently. Similarly, an object that represents a virtual event where tens of thousands of avatars might gather to watch it, all at once, one might not want to keep track of precise movements of tens of thousands of avatars at the same time, but perhaps just a few in proximity to one’s own. Avatars standing further away might be rendered with smaller precision, and their movements visualized less frequently and after a longer delay. The ability to differentiate between objects closer and further away and adjust the rate of multicast traffic based on this information would determine whether the given application is feasible or not.

In the sorts of applications mentioned above, there could be a great many (perhaps
infinitely many) different “degrees” of access to a single object, determined by factors such as a distance in the virtual space. To support such applications, we’d need replication protocols and data structures that can support different “degrees” of membership. We might also need to revisit the model, and try to understand whether having proxies with a large number of different “degrees” of connectivity within the same object should be somehow reflected in our type definitions or language abstractions; for example, an endpoint type might constrain latency as a function of the “degree” of connectivity.

**Managing Resources Required for Correct Operation**

Many objects explicitly or implicitly depend on certain resources, which are themselves not live objects, and are not explicitly referenced and covered by the model. For example, multicast channels might depend on the availability of IP multicast, and the support for IGMP snooping in the networking hardware or the presence of dedicated services on the network. Objects that persist state may depend on the presence of certain files or simply on the availability of a certain amount of space on a local filesystem. Multicast objects might implicitly depend on the availability of tunnels or repeaters that would duplicate traffic between different networks. Objects that have a user interface and may refer to textures that might be dynamically downloaded might depend on the presence of textures somewhere on the network, occupying space on the web server.

The challenge is to express such relationships, perhaps within the XML references, but also to design a scheme for allocating resources, perhaps on demand, garbage collecting them, and handling situations where resources are no longer available because they have been reclaimed. A part of the challenge is to handle resources such as IP multicast addresses, which may be local; migrating objects with such dependencies might make no sense, or it might require dynamically allocating new resources or objects, such as VPN tunnels, when the migrated reference is activated in a new location.
6.1.5 Language

Our model focused on type-safe composition, as the most important aspect of our object-oriented embedding; indeed, one can view the XML format of our live object references as a primitive form of a live object “language”. We are excited about this perspective, but we also recognize the limitations of the “language” supported by the existing prototype. In the immediate future, we plan to focus on exploring the following problem areas.

Object Specifications Embedded in Object References

There are two aspects to our composition language: the ability to describe primitive building blocks, and the ability to composed those building blocks into larger entities. In context of the former mechanism, our language currently only allows referring to objects defined in external .NET libraries. In some sense, this is analogous to embedding references to ActiveX controls in HTML pages; one can embed custom controls and then arrange them within a page, but the controls have to be defined externally.

We are planning to extend this capability by making it possible to embed descriptions of live object proxy logic directly within object references, much in the way one can embed JavaScript in web pages, thus making object references completely self-contained. To this purpose, we are looking for languages that could capture live object’s proxy logic in a concise form while retaining some degree of generality. Our novel Properties Language, discussed in Chapter 5, has a chance to be such language, but in the present form, it is perhaps overly specialized towards state machine replication and hierarchical protocols.

If we compare our live objects designer with a Windows Forms designer in Visual Studio, we’ll notice that both currently support composition by dragging and dropping reusable building blocks and connecting them in various ways, but Visual Studio also allows the programmer to open one of those building blocks, and customize its behavior.
by writing code. We believe that live objects need a similar capability, hence the need for a general-purpose declarative language that can express live object proxy logic in a form concise enough to be embedded directly in the XML references.

**High-Level Constructs in our Composition Language**

The language used to describe references in our existing prototype is very simple, but it does include equivalents of a number of higher-level constructs. For example, parameterized objects are, in some sense, equivalent to method calls: the parameterized template can be thought of as a method, and references of embedded objects given to it as parameters can be thought of as method arguments. This analogy intuitively makes perfect sense: most pre-installed components bundled with our prototype are templates, and references passed as parameters to these templates are used to launch proxies that are dynamically connected either to each other, or to internal proxies, created programmatically. Thus, most templates have embedded composition logic, encapsulated and hidden from the developer.

Similarly, a composite reference, in which several internal objects are connected is, in some sense, an analogue of a list of local variables or member fields followed by explicit `connect` statements. Finally, references to repository objects are an analogue to operations on collections.

It seems natural to try extending our language with additional higher-level mechanisms, for example conditional branching and loops. One of the future challenges will be to understand which language mechanisms make sense in this context, and which are feasible.

As far as feasibility is concerned, there are a number of constraints that need to be respected. First, since these mechanisms would form a non-customizable part of the language (much like built-in keywords in Java), we would want the mechanisms to be
generic. Second, a reference expressed using these mechanisms should still allow types of its constituent parts to be determined statically, and permit efficient type checking at design time. Third, we would like to retain the high-level declarative style of our references, and the ability to represent them visually through an intuitive block diagram within a drag and drop design tool. Finally, we need to define a clear boundary between the parts of the object logic that belong to the composition language, and the parts of it that belong to object specifications, and that could be expressed in multiple dialects. The latter is, in some sense, similar to the distinction between HTML, which defines the structure of a web page, and the scripting logic that can be embedded within HTML, and that could be expressed in multiple languages.

In this context, one possibility could be to allow only static configuration to be expressed within the composition language, and leave event handling logic to embedded specifications. One could relax this, for example, by supporting the handling of built-in events, such as endpoint *connect* and *disconnect*, within the composition language, to make it possible to express certain types of reconfiguration, such as reconnecting on failure.

**Controlling Inflation of the Size of Object References**

Most live object references used in our current prototype and in student projects we supervised are relatively short: a typical reference is 2–3 KB in size, and the most complex one is 6 KB. Compressing these references can shrink them to a few hundred bytes. One can easily imagine, though, that in realistic scenarios, references could grow to tens of kilobytes, and if we permit object logic to be expressed within these references, as we have just postulated above, the sizes of some of them might grow even larger, perhaps by an order of magnitude. If these references are used as parts of compound documents, the documents themselves could easily reach tens of megabytes. Deploying such doc-
documents via email would be problematic. Also, since activating an object might require downloading substantial amounts of information, the platform would be perceived by the users as unresponsive.

Indirection, implemented through external references, can trim the size of object references, but pushes the overhead to runtime, forcing clients to download a considerable amount of data at the time an object is first accessed. Techniques such as caching and prefetching could mitigate the problem, but raise the question about the “freshness” of references that might have been downloaded a long time ago, and reused. Our composition language will need to be extended to support constraints on the freshness of cached references, an equivalent of a volatile keyword in C++, etc., and the runtime will need to be extended with mechanisms that minimize storage and processing overhead resulting from reference size and the extra levels of indirection while respecting these constraints.

6.2 Multicast Infrastructure

Although the live objects model is meant to be general, we expect that most live objects used in real systems would be internally powered by some form of multicast. Whether the model can be adopted on a massive scale thus depends to a large degree on whether we can build a multicast infrastructure that can support the common patterns of usage.

Unfortunately, at this point it is not at all obvious what the common patterns of usage would be. It seems reasonable to assume that the system would need to scale in several dimensions, such as the total number of nodes, the average number of nodes in a single multicast group, the total number of multicast group, the average number of groups that a single node is a member of, etc. It would also seem reasonable to assume a heavy-tailed popularity distribution, some form of regularity and clustering based on interest; we have discussed these aspects in Chapter 4. Beyond that, however, we can only speculate, and there is no other way to tell than trying to deploy an initial prototype.
in a real setting, to see how it is being used, and where it breaks, and use this feedback to refine the design.

Accordingly, we have built a prototype multicast platform with a simple reliability property that is sufficient for simple types of objects, such as channels carrying sensor values, airplane coordinates, or buildings colors, and that could be used in combination with higher-level logic for locking and state transfer to support replicated documents. We have described this prototype in Chapter 4. The system currently only works in LAN settings where IP multicast is available, and does not offer stronger forms of reliability on its own. Also, the novel technique we proposed to scale with the number of groups, while promising, is currently implemented only in a simplified form: it can yield benefits only in systems with very regular overlap, and degrades in irregular overlap scenarios; we discuss the limitations of the system and our ongoing work towards addressing them further in this section. Nevertheless, despite all the limitations of the current platform, our prototype has already been useful, in that it allowed us to demonstrate the following.

1. **One can build a high-performance system in .NET.** Our prototype is implemented entirely in .NET, mostly in C#, except about 6000 lines of managed C++ code required to access Windows I/O completion port API, and it can be used by .NET applications as a library to send and receive managed objects via a managed API. A simple managed application, running on a 1.3GHz cluster node on a 100Mbps LAN can send over 8000, and receive over 9500 kilobyte-sized messages per second, and the performance degrades by only a few percent as the system scales to 100s of nodes. On the same hardware, the system can send or receive 5000 messages per second with only 30% processor usage. With 2.6GHz nodes, the system comes close to saturating the network, and it has an even smaller CPU footprint. These results contrast with most popular packages for Java/.NET; for example, JGroups saturates CPU on the same hardware at a throughput an order of mag-
nitude smaller. This result is important; our model depends on mechanisms such as strong types or reflection, which are characteristic of modern runtime environments. Our work demonstrates that working in a managed environment does not have to mean sacrificing high performance or incurring high CPU overheads.

2. **Network-level reliable multicast can scale to 100s of nodes.** Our prototype guarantees delivery if the sender does not fail; if it does, the guarantees are only probabilistic, on a per-region basis. We have experimentally confirmed that the system scales from 2 to 200 nodes with only a few percent performance penalty at the highest data rates, which is a competitive result, and our theoretical analysis suggests that it should still be able to support high data rates at configurations a few times larger. This is achieved without the use of techniques such as filtering in software, or proxies that consume resources and introduce latency and bottleneck. In the existing systems, the scalability of network-level reliable multicast has been limited by the ability to sustain stable throughput with large numbers of recipients. We have demonstrated that it is possible to sustain stable throughput in such configurations.

3. **One can amortize overhead across multicast groups.** We devised a novel scheme that allows amortizing overhead between instances of multicast protocols, by exploiting regularities in the patterns of group overlap. The variant of the algorithm we have implemented is very simple, and calculates regions based on the full set of groups; consequently, the current prototype can perform well only in scenarios with very regular overlap, and degrades quickly otherwise. With perfect overlap, our system scales to as many as 8192 groups with only a few percent performance penalty. Of course, real systems would rarely be this regular, but it has been reported that even in systems with irregular overlap, one could arrange for regularities to occur by partitioning the set of all groups into more regular hierarchies.
This partitioning scheme has not yet been integrated into our system, and its usefulness has yet to be confirmed in experiments, but the simulation results are promising.

4. **One can leverage IP multicast without triggering state explosion.** Our prototype leverages IP multicast for transmission, but it utilizes relatively few multicast addresses, at most one per node. This way, our prototype avoids the state explosion problem that plagues large data centers. In the current system, this ability comes at a cost of higher overall network bandwidth utilization: to send a single message, multiple UDP transmissions may be needed if a group spans over many regions. The partitioning scheme outlined earlier has the potential to balance the two factors more efficiently, slightly increasing the number of regions, but reducing the average number of regions per group; evaluating this is a work in progress.

5. **Reactive approaches do not have to carry the risk of broadcast storms.** Many existing multicast platforms, when perturbed, tend to melt down in a bad way, leading to broadcast storms that can shut down a data center; we have discussed these phenomena in Section 4.3.7. Because of this, many researchers have turned to proactive techniques, such as FEC. Our prototype uses a purely reactive approach, yet it handles many types of perturbations gracefully. In nearly a thousand experiments we have run, each involving millions of messages, our system always predictably responded to perturbations such as losses, freezes, crashes, and churn, by reducing the rate of multicast, or entirely suppressing it, and always eventually stabilized.

6. **Efficient recovery does not have to involve high overhead.** Our system, by default, circulates its tokens at a rate of 1 token per second, and the ACK/NAK feedback provided to the sender is also generated at this rate. This represents an extremely low rate of control overhead, and is among the reasons why the CPU utilization in
our system is exceptionally low. Despite this, our system is very reactive; it can quickly recover from very long bursts of packet loss and other disruptions through a massively parallel recovery process that often involves dozens of other nodes.

7. *One can improve performance by controlling local scheduling and memory usage.* We have described an intriguing connection between performance and scalability and aspects of the protocol stack architecture such as the order of event processing or memory consumption. Controlling these factors allowed us to achieve competitive performance. We have summarized our experiences in the form of a number of performance insights and general design guidelines; we listed those in Chapter 4.

Overall, our prototype has been a successful feasibility study. The ability to achieve high performance in a managed environment, scale sub-linearly with the number of groups, marry scalability and reliability, exploit hardware support in data centers, or understand and deal with broadcast storms or other instabilities: any of these could have turned out to be a show-stopper, yet so far, we have not come across any unsurmountable obstacles.

Besides being a successful feasibility experiment, our prototype also allowed us to get a better understanding of the phenomena related to performance and scalability. As a result, we ended up with a highly efficient architecture, which served as a great starting point for future refinement. Indeed, the architecture described in Chapter 3, as well as the Properties Framework based on it, introduced in Chapter 5, are direct extensions and generalizations of our existing prototype; the relationships can be understood as follows.

1. In our existing prototype, nodes running a protocol could play many roles; a node, besides representing itself, could collect state and act on behalf of its partition or region. The roles a node plays depend on the membership views handed out by the GMS. In the architecture of Chapter 3, we generalized this idea, and proposed to model hierarchical protocols as networks of interconnected protocol agents that
are installed at the individual nodes by the external management entity (GMS). We propose to think of the GMS as an entity that does not just passively hand out membership views, but that actively orchestrates the execution of the protocol by delegating and actively controlling agents that, in a sense, work “on behalf of” it.

2. In our existing prototype, protocol “agents” form a hierarchy; a recovery protocol running in each group is effectively composed of “microprotocols” running between protocol agents of different types, simultaneously at multiple levels. In the architecture of Chapter 3, we evolve this idea into a general-purpose hierarchical protocol “decomposition” scheme, and propose to view each protocol as a structural composition of multiple microprotocols that have been glued together into a single structure through a hierarchy of membership views provided by the GMS.

3. In our existing prototype, the hierarchy of agents has only three levels. Microprotocols used at each level are fixed, implemented as token rings at the two bottom levels, and a star topology, with the sender in the middle, at the top level. In the architecture of Chapter 3, we propose to relax these assumptions: there could be arbitrarily many levels in the hierarchy, each microprotocol could use a different distributed structure, e.g., a token ring vs. a binary tree vs. a scheme based on gossip, and the sender does not need to play a distinguished role as the central point at which all agents are interconnected; the “root” agent might be executed anywhere, and a single protocol instance could accommodate multiple senders.

4. In our existing prototype, the guarantees provided by the protocol and its structure are fixed, and so is the logic of each microprotocol; however, we have used a hand-coded structure similar to that described in Chapter 5. The protocol state in our prototype is represented in a form resembling a set of properties associated with agents, such as the set of identifiers of packets received, stable, missing, or ready for cleanup. Our token rings are used as means of aggregating and disseminating
the values of these properties. In our ongoing work on the Properties Framework, we are trying to pursue this idea in a more systematic manner, and generalize this scheme to allow other protocols, with different reliability guarantees, to be represented as distributed data flows between sets of properties maintained by agents.

5. In our existing prototype, the method of dissemination is fixed, and relies on support for IP multicast, but it also has the compositional flavor: a logical channel to a group splits into per-region channels, in a way controlled by the groups-to-regions mapping generated by the GMS. In the architecture of Chapter 3, we have generalized this idea and proposed to use our hierarchical protocol composition approach to dissemination as well. As an example of this approach, we have described how one can use it to construct hierarchical overlays.

6. In our existing prototype, microprotocols running within each region perform recovery simultaneously for all groups overlapping on the region. We have made sure to retain this important feature in the architecture of Chapter 3; a recovery domain in this architecture is not associated with a particular protocol instance, and may be assigned to perform recovery for multiple protocols simultaneously when multiple sessions are externally “installed” in it; this has been described in Section 3.2.10, and illustrated on Figure 3.25 and Figure 3.31. This allows, for example, a single token ring to carry recovery records for multiple protocols.

7. In our existing prototype, several protocol instances can be effectively “collapsed” into one within each region thanks to the fact that messages issued by senders, in addition to being indexed on a per-group basis, are also indexed on a per-region basis, across groups. The ability to do so depends, to a degree, on the fact that dissemination and recovery in our current prototype use the same structure: regions associated with IP multicast addresses are the same regions that are used as a ba-
sis for forming token rings that run recovery. It also partially depends on the fact that senders “know” the target regions. In the generalized architecture of Chapter 3, where dissemination is decoupled from recovery, and within hierarchical overlays of the sort we have described, senders in general will not have information about the target regions. Directly carrying over the protocol “compression” scheme used in our prototype into this generalized architecture is currently not possible. Adding this capability is a future work. We discuss this issue in more detail below.

8. In our existing prototype, the membership service is centralized. We have noticed, however, that to perform their roles as partition members, partition leaders, or region leaders, nodes do not, in fact, need to have full membership information. In the architecture of Chapter 3, we have made use of this observation. We have outlined a protocol, through which membership information can be maintained by a hierarchy of scope managers in a completely decentralized, scalable manner, so that each scope manager controls only a certain part of the hierarchy, at a certain level of granularity, and dispatches a subset of protocol agents. This might potentially enable scalability to hundreds of thousands of nodes. It also yields an additional benefit: by decentralizing the GMS in the way we proposed, we can now achieve full encapsulation, in accordance with the object-oriented principles.

Currently, neither the hierarchical structures of Chapter 3, nor the Properties Framework are implemented; both systems are a work in progress. The challenge is not only to build these systems, but also to formally prove that they can indeed deliver strong guarantees. The approach we propose is controversial in that, unlike the majority of systems, it does not use mechanisms such as systemwide consistent membership views, which makes it difficult to define and prove its properties; consistency relies on a distributed hierarchy of interconnected membership views that evolve in a manner that is synchronized to a
degree, but the entire view hierarchy never materializes in any place of the system.

Until we demonstrate a working prototype, and a formal model for reasoning about consistency and reliability within this architecture, the question as to whether the architecture is feasible and practically useful remains open. Our experiences with the model and early experiments suggest that chances for a positive answer are high. We have built [238] an early prototype of the Properties Framework, in which protocols are run by a set of agents loosely synchronized by a hierarchy of views, just as in the architecture of Chapter 3, and run simple programs in our Properties Language. The prototype is still far from being usable in real applications, for the programs are partially hand-compiled, the membership service that deploys agents and supplies them with membership views is centralized, and the entire system runs in a simulated environment, where communication and failure detection have been abstracted. Nevertheless, the way membership views are calculated and the way protocol agents are synchronized in this prototype conforms to what we have described in Chapter 3, and the reliability and consistency characteristics of this prototype are most likely either identical to, or very closely approximate what a real instance of a Properties Framework would look like.

Our experiences with this early prototype, some of which have been discussed in Section 5, and the results on Figure 5.7 and in [238], strongly suggest that the architecture we have described has sufficient power to allow protocols to make irreversible decisions and achieve progress, despite packet losses, reordering and asynchrony, high rates of churn, and node crashes. In particular, it would seem that it is possible for protocols running within the architecture to calculate monotonic properties such as which messages are stable, reinstate crashed agents and allow new nodes to join the protocols in a way that does not violate monotonicity, and then use such monotonic properties to make irreversible decisions on cleanup and delivery. In combination with simple loss recovery logic, this appears to be sufficient to implement basic reliability properties, such
as last copy recall, and even atomicity. If the model can also support ordering, as we believe it does, it should support replicated objects of the sort we used in our prototype of the live objects platform.

Even after completing the Properties Framework prototype, many practical problems will remain unsolved; we discuss the problem areas in the remainder of this section.

6.2.1 State

In the current version of the live objects platform, replicated state is generally stored in checkpointed communication channels: reliable channels that provide total ordering and a simple form of state transfer, whereby a newly activated proxy receives a checkpoint created on-demand from one of the existing proxies, in a manner synchronized with the stream of updates. This functionality, offered by the non-scalable, TCP-based multicast substrate that the platform is configured with by default, is sufficient for most uses. Our scalable multicast prototype of Chapter 4, however, does not provide total ordering, and in the absence of total ordering, it cannot provide state transfer, either. One can implement the desired semantics by combining scalable channels with the totally ordered channels provided by the TCP-based substrate: scalable channels could be used for dissemination, and totally ordered channels for synchronization and state transfer; an example of object composition that our platform was designed for. Next steps shall involve the following.

Limiting Dependence on Costly Flavors of Multicast

We just noted that our scalable multicast substrate lacks total ordering and state transfer. This functionality is generally hard to implement in a scalable manner, for it cannot be decentralized; there always has to be a central “orderer” that assigns message numbers. However, there exist many protocols that minimize overhead in specific scenarios, for
example by migrating the “orderer” role to the actively multicasting node, which works
great if messages are transmitted in longer sequences, but might be counterproductive
in applications, in which messages are isolated. We are not aware of any “one size fits
all” ordering scheme, and we believe that no such scheme exists. We envision that the
best way to approach the problem in practice is to provide the user with a large number
of reusable building blocks that implement various standalone ordering, locking, state
transfer and reconciliation, versioning, and a variety of other synchronization primitives,
independent of any particular multicast substrate, and optimized for different patterns of
usage, and allow the user to freely combine those primitives with different types of
non-synchronized, unordered multicast channels, at the application level. We believe
that in an overwhelming majority of applications, total ordering, in fact, is not strictly
necessary, and may be substituted by other forms of synchronization, which may be
coarse-grained, or used only for a subset of all communication. Many types of updates
are idempotent or commute. Temporary inconsistency often is not fatal, and can be
detected and resolved through other means; recall our discussion of collaborative editing
in Section 1.3.

In this context, the key challenge will be to design synchronization primitives, data
structures, language abstractions, and live object design patterns that can facilitate build-
ing application-level synchronization logic to complement FIFO-ordered and unordered
channels. We are hoping that with the right set of such tools, users would be able to cre-
ate application objects that depend on costly ordering and synchronization mechanisms
only to a very limited degree, and that perhaps for 99% of communication channels used
in practice, it should suffice to use weaker, but also more scalable forms of reliability.
Backup and State Persistence for Replicated Objects

Currently, our prototype does not support persistence. Replicated state in checkpointed communication channels exists for as long as there exist some proxies of an application object using the channel, and vanishes otherwise. In applications such as collaborative editing or gaming, this is undesirable, for it would mean that a document, or an entire virtual island, with all its data and configuration, vanishes when the last user leaves.

One way to avoid this would be to ensure that there always exist some \( m \geq 1 \) dedicated “backup” proxies connected to the channel, solely for the purpose of mirroring the replicated state; this can be easily done today, and it works in any scenario. A more sophisticated technique would be to track the set of proxies of a replicated object either by a membership service or through some other means, and ensure that if the number \( n \) of proxies of an application object replicating the state is smaller than some threshold \( m \), then there are always \( m-n \) backup proxies active; the backup proxies in this scenario would be dynamically spawned and retired as clients arrive and depart. This would also provide a controlled level of fault-tolerance, but it would shift the burden of replication entirely to clients as long as sufficiently many of them are present. One can easily come up with many other variants of this scheme, perhaps adjusting the number \( m \) according to the perceived churn. Exploring the space of solutions is an important future work.

It is well worth noting that the problem of persistence provides an excellent opportunity for a successful marriage of our live distributed objects model with the established architecture based on data centers. We envision that as much as the majority of multicast communication should occur directly between clients, the data centers - with their well provisioned and highly available resources - would be the perfect platform for the entire persistence infrastructure, including membership services that monitor access to replicated objects, as well as standby nodes that can be enlisted to host backup replicas.
Using Locally Cached Configuration State in Proxies

In our current prototype, object state is generally replicated and stored in communication channels, but there exist exceptions to this rule. For example, in our three-dimensional desktop example shown on Figure 2.6, the position of the camera, or its association with a stream of coordinates, are local for each user. Each proxy of the desktop maintains its own private configuration settings, and those are not replicated. In this example, the local settings are discarded and reset to defaults when the user closes and reopens the object, but we could imagine storing this data locally, much in the same way today’s web pages can store cookies on user’s machines, and reloading it next time the object is accessed. There are other types of such local state; for example, in case of a shared folder that may contain large files, it would make sense to allow each user to locally decide whether a replica of a given file will be stored locally; the user might be interested in only a subset of the files, might not have enough resources, or might not be able to download the entire file in a single session. Local object state, such as which blocks have been downloaded, and which are pending download, would need to be stored between subsequent accesses. Currently, we lack mechanisms that would enable this. Challenges include deciding how to allocate storage resources for local state, when and how to garbage collect it, and how to share such state between different proxies of an object running on the same machine.

A part of the challenge is also to understand how the decision about making a certain part of the object’s state to be local vs. making it replicated affects the environment from the scalability, security, resource consumption and usability perspective, and whether the runtime should enforce some rules constraining this choice.
Synchronizing Replicated State Stored in Documents

The ability to embed live objects in office documents, such as presentations and spreadsheets, while tremendously useful, creates a problem; unlike in most user-interface objects in our prototype, here the replicated state is not discarded when the proxy terminates, it is also persisted within the document itself. The document, with a copy of the replicated state persisted in it, could then be freely passed around. This situation resembles, to a degree, problems that distributed commit protocols have been designed for, but here the situation is even more complex, for a single state replica can itself be further arbitrarily replicated as the document is passed around, and documents with this replica could then be activated on multiple clients. There are multiple technical challenges here.

First, each document, besides storing the channel’s reference, will also need to store some private local state of the underlying replication protocol, associated with this document copy. The main issue here is how this state should be persisted and synchronized with data in the channel; documents usually do not support log append style of updates, so it may be difficult to use traditional commit protocols. Changes might need to be applied in batches, and the document may need to be saved as a whole, in a non-destructive manner; the latter may require creating temporary versions and replacing the document atomically. This would need to be smoothly integrated into existing office applications.

Secondly, the possibility of replicating individual document replicas, with their embedded state, requires a replication scheme that binds the embedded state to the individual machines, users, and locations, so that once the document is copied over to another machine, the embedded state in the new copy is ignored. This seems to be necessary for any quorum-based scheme to work, but poses a problem from the usability perspective. The challenge is to find a scheme that permits consistent updates without unnecessarily constraining the user or creating too much of a burden in common office scenarios.
Modeling Nested Transactions as Object Composition

Our prototypes currently do not offer any support for database-style nested transactions. While a single transaction, or a sequence of transactions among a set of participants, could be modeled as atomic commit and wrapped as a live object built on top of a reliable multicast channel, and we believe that many database replication schemes could be implemented in this manner, it is not obvious how to express nested transactions in our architecture. One possibility is to model nesting of transaction as a composition. If this turns out to be expressive enough, we hope to incorporate transactions as one of the abstractions that can be “imported” and used within our object composition language.

6.2.2 Scalability

In terms of scalability of the live objects paradigm, the most important problem appears to be the ability to support large numbers of objects that might run simultaneously across overlapping sets of nodes. As we have argued before, most objects rely on some flavor of reliable multicast, therefore solving this problem for multicast is the necessary first step. Other dimensions of scalability, such as support for large numbers of nodes, have been explored extensively in the prior literature. We believe that the architecture of Chapter 3 and the Properties Framework will scale sufficiently well to support multicast and other types of live objects shared by very large numbers of users.

Our approach towards achieving scalability with the number of overlapping objects, based on leveraging regular overlap patterns, is promising, but as explained previously, the variant of it implemented in our current prototype is too simplistic to yield benefits in most practical scenarios. Further work will need to focus on improving this scheme, and evaluating its alternatives. Our future plan involves the following steps.
Making Systems Regular through Clustering of Objects

We have already mentioned ongoing research focused on partitioning the set of multicast topics in an irregular system into more regular subsets [300]. One line of work, currently in progress, focuses on understanding the patterns of overlap occurring in real systems, and devising clustering schemes to optimize for various simple performance metrics, such as the number of regions per node, etc. Another line of work will need to focus on deriving accurate analytical models and realistic performance metrics that could predict performance of complex systems, such as our multicast substrate described in Chapter 4, given a pattern of overlap, and that could be used to more precisely define the regularity metric in a given application domain. Such more accurate metrics could then be used to drive the partitioning algorithm. We have started working on a more accurate analytical model of performance of our multicast substrate, which could be used for this purpose.

Indexing Schemes for Amortizing Work Across Objects

As mentioned earlier, the ability of our multicast prototype to amortize traffic in a region across multiple multicast groups relies on the fact that senders can index their own messages on a per-region basis, a property that the architecture of Chapter 3 lacks due to a strict enforcement of the principle of encapsulation and decoupling of senders from receivers. As a result, although the Properties Framework can use shared structures, such as token rings, across groups (we have evaluated this in our simulations, results are reported in [238]), it still needs to maintain separate recovery records for each protocol instance, and the sizes of control packets and their processing times grow linearly with the number of overlapping protocol instances (also reported in [238]). In order to be able to amortize overhead, agents that represent members of a recovery domain would need to have access to what we call an index, a total ordering of message identifiers for a certain set of protocol instances $P$, and a certain set of senders $Q$. Having access to
such index, instead of carrying \( PQ \) recovery records, for each individual sender and protocol instance separately, agents could use a single recovery record to carry cumulative information. For example, if position \( k \) in the index represents message with number \( m \) generated by sender \( s \) in protocol \( p \), \( Received \) is a “virtual” property stored in the token and circulated among agents, then \( k \in Received \) would represent the receipt of message \( k \) from sender \( s \) in protocol \( p \). Since each index \( k \) could map to a message in different protocol instance, and generated by a different sender, a single value of \( Received \) could effectively carry information about messages from multiple senders in multiple protocol instances simultaneously. Assuming that all agents have access to the common index, each of them would be able to encode such information into the token, and decode the computed aggregate. The index itself could be built by the group of agents on the fly, as a part of the aggregation protocol.

We believe that indexing schemes of this sort could be a very useful extension of our architecture, but this work is currently in the conceptual stage; it is unclear whether the computational overhead and the added complexity would justify the savings in the size of tokens and data structures. The answer will likely depend on how heavily and how regularly protocol instances overlap in practice.

### 6.2.3 Communication

Our existing multicast prototype works only in LANs. We have outlined an architecture that should make it possible to deploy live objects in WANs and wireless settings, but our architecture is currently not implemented, and there are a number of problem areas that we have not addressed at all. The most important next steps include the following.
Connecting Clients Separated with NATs and Firewalls

Although our model is compatible with data centers and client-server interactions, and the architecture of Chapter 3 involves a management infrastructure that could be rooted in data centers, we are assuming that the actual work performed by the protocols, such as transmitting data, peer-to-peer recovery, and other coordination, will be done directly between peers. If our technology is used in application scenarios of the sort described in Section 1.2, most clients will be home computers, hidden behind NAT boxes and firewalls, and unable to contact each other directly. To some degree, the architecture of Chapter 3 can address this; forwarding policies setup by scope managers could take connectivity into account and use techniques similar to “rendezvous peers” in JXTA [128], but this might only be possible in some scenarios. For a more general solution, we hope to adopt techniques such as NAT traversal [139], and leverage experience with applications such as Skype [271], to develop a suite of live objects specialized for discovery, naming, and dissemination through NATs and firewalls.

Incorporating Mechanisms for Privacy and Anonymity

Another concern common to nearly all peer-to-peer architectures is the question of privacy; in the architecture of Chapter 3, the main area of concern is the fact that nodes can trace each other’s access to objects, and infer other user interest and browsing patterns. Hiding agent stacks deeper within the runtime, and even the operating system or networking hardware could help to make this type of information less accessible, but it could still easily be obtained by attackers with the help of packet capturing software.

One way to address this issue would be to leverage anonymity-preserving protocols that might involve dummy nodes and misleading routes to. In contrast, we plan to focus more on leveraging the isolation and encapsulation aspects of our architecture and leverage the fact that unlike in systems based on various hashing schemes or random
graphs, which cause arbitrary pairs of nodes to become peers, in our architecture peering relationships are formed within scopes that may impose explicit administrative policies. Thus, for example, for nodes in a corporate network, all direct peering relationships would be formed within the network, and agents that пер with nodes outside the network might be placed on dedicated “gateway” nodes to mask any internal details regarding object access from the outsiders. This would lead to a sort of hierarchical anonymity, where the degree of privacy is a function of the distance in the hierarchy.

**Embedding Content-Based Publish-Subscribe Objects**

While group communication and topic-based publish-subscribe systems can be embedded cleanly into our model, by representing individual topics and groups as separate live objects, in case of content-based publish-subscribe systems the mapping is not obvious. One could integrate a content-based publish-subscribe system with our framework even today, by treating it as a single, monolithic object, in which content filtering constraints are expressed by each client by passing a special type of event to the endpoint it is connected to, but this would be a crude embedding, for it would not allow us to truly make use of the strong typing and component integration capabilities of our platform. On the other hand, one could consider representing each subscription as a separate live object, and the entire content-based publish-subscribe system as a network of interconnected objects, but it is unclear whether such a representation would be meaningful, and it would certainly lead to inflation in the size of references, an issue signaled earlier. The relationship between our model and content-based publish-subscribe is unclear, and the question of whether the two can be cleanly and efficiently integrated remains unresolved.
Infrastructure Objects in Support of Ad-Hoc Networks

Although our model is intended to support peer-to-peer applications, the architecture of Chapter 3 is more of a hybrid architecture, in which the peers are managed by a network of infrastructure nodes. To test the limits of our model, we’d like to provide support for scenarios where no infrastructure can be relied upon, and where clients literally have to build the entire protocol stack from scratch. Ad-hoc networking is a particularly clean example of this approach, and a useful one; the ability to bootstrap basic networking infrastructure in such settings, in a modular manner, out of the most primitive live objects, would open the way to a number of applications in sensor networks, urban sensing, etc. We are especially inspired by the WiPeer [117] project, and the sorts of collaborative applications it supports. We hope to port these ideas into our system, in the form of a library of live objects that provide simple ad-hoc routing, naming, or transport services.

6.2.4 Configuration

Although, as mentioned earlier, some technical details of the architecture of Chapter 3, such as detailed network protocols for the basic patterns of interaction between scopes and members, failure detection, or delegation of agents are missing, and the implementation is a work in progress, the work is well under way, and we do not expect to encounter major obstacles at this point. Assuming that our hierarchical management infrastructure will eventually be completed, the next steps will involve the following.

Application Model Based On Distributed Membership

As mentioned earlier, one of the novel aspects of the architecture of Chapter 3 is that it uses a decentralized membership model, and rather than relying on the clients to self-organize based on a globally uniform membership information, it leaves decisions such as which clients will play which roles, and at which levels in the hierarchy, to a hierar-
chical management infrastructure. This removes the need to distribute the membership information across the entire system, and opens the way to a better scalability.

We believe that this approach can be useful not only for dissemination, loss recovery, and the sorts of protocols we could support through the Properties Framework, but also in general, as a new model for structuring scalable services. In this approach, scalable services could be modeled as compositions of uniform, stackable building blocks (agents deployed by the management infrastructure), each of which would live in an abstract environment, similarly how we illustrated it on Figure 3.27.

We have already mentioned the analogy between agents and live object proxies. The code of such building blocks in a scalable service would thus be simply a live object’s proxy code, and the scalable service in this model would be a hierarchical composition of a number of live objects laid over one another, and glued together to form a single whole using decentralized membership information maintained by the membership service of Chapter 3. This idea is essentially an extension of the Properties Framework approach.

We believe that a number of scalable services that might not be expressible in the Properties Language could still be implemented in this model, and that the architecture of Chapter 3 could be a useful runtime and development environment on its own, independently of the Properties Language. A developer building a service within such environment would be freed from worrying about building hierarchical structures needed for scalability, or assigning roles to individual nodes; the roles and structure would be given, and the only task left to the developer would be to fill the provided skeleton of a service with business logic. Unlike the Properties Framework, the logic might be coded in an imperative language; indeed, the Properties Framework could be built as a layer running on top of such environment. The key challenge here will be to formally model the properties of a decentralized membership service, and the guarantees this structure
can provide.

**General-Purpose Scalable Role Delegation Framework**

Although we believe that the Properties Language could be evolved into a very elegant, general programming model that is easy to understand and use, the management structure of Chapter 3 that it is based on does not currently have a sufficiently generic structure; rather, it is a fairly elaborate system that requires a fairly large amount of pre-existing infrastructure, and the language primitives of the Properties Framework have complex implementations. To address this problem, we have started working on modeling the architecture of Chapter 3 through live objects. A single layer in this infrastructure, consisting of a superscope, a set of subscopes, a protocol linking these, and the protocol through which the superscope delegates agents to its subscopes, could be viewed as a single live object, and the entire infrastructure as a set of live objects laid over one another. This resembles the idea just mentioned above, but here, the structure, rather than depending on an external entity managing it, would be created and administered by the users, and emerge as a result of user’s administrative actions performed via drag and drop. Despite this, we hope to be able to represent the management infrastructure, and scalable services it might support, using the same uniform model (indeed, we are hoping that the management infrastructure may even be expressible in the Properties Language, although the current version of our language still is not powerful enough to enable this).

If such representation is possible, we hope to then evolve the system into a general-purpose role delegation framework. The live object that the management infrastructure is recursively composed from would represent a general-purpose tool that allows a functionality to be delegated from a single endpoint to a set of endpoints, and when recursively laid over itself, it could delegate a functionality of a single centralized service to
an arbitrarily large set of endpoints in a scalable manner. The main challenge is to design a generic structure of a delegation object that might play such universal role, design its interfaces, the way that a “role” to be delegated is expressed and represented, and the delegation object’s types. We believe this work can lead to interesting and deep insights into live object types, and could serve as an ultimate test of our model and architecture.

**Self-Discovery and Bootstrapping with Gossip Objects**

Our work so far assumes that the management infrastructure that maintains distributed membership and assigns roles is deployed by the users, through drag and drop actions; eventually, as postulated above, this would happen within the live objects paradigm, by dragging and dropping delegation objects to deploy parts of the system on infrastructure nodes. If the system becomes popular, however, administering it manually will become infeasible. We are exploring options for making this process fully automated by leveraging gossip protocols. The first step, already a work in progress, will be to develop a suite of live objects implemented as scalable gossip protocols that could be used in a purely peer-to-peer fashion, and that could compute simple data structures, such as graphs of network topology, annotated with latencies, node uptimes, and other structural information, and with some probabilistic consistency guarantees. These objects could then be used, in a semi-automated manner, by the management infrastructure, e.g., to assign and migrate the scope manager role within a scope, or to determine scope boundaries automatically within a wide-area network. Some of the high-level concepts have already been laid out [45], but much work remains to be done.

### 6.3 Summary

In this dissertation, we have proposed a vision for a new style of distributed systems development where distributed protocols are treated as first-class objects, a vision that, as
we postulated in the introduction, the Web is likely heading towards. We have described the programming model and multicast architecture supporting it, and evaluated our ideas with two prototype systems. Our work is just a small step, and as the discussion of this section demonstrates, there are many problems that need to be solved to really make the system feasible in practice; some of these problems raise fundamental research questions, and some are simply engineering challenges. Nevertheless, the platform we have already built is working and quite versatile, and the goal seems within reach. We hope that our work will inspire other researchers to pursue the live objects vision.
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GLOSSARY

behavioral type
Type of an object expressed in terms of patterns of events it exchanges with the software environment in which it executes. 53

controlled element
A software component embedded within and directly interfacing an application that controls the delivery of messages, but does not implement any peer-to-peer or management logic. 129

distributed type
See “protocol type”. 92

epsilon
See “live object endpoint”. 53

filter
A software component that restricts forwarding of messages between scopes. 111

forwarding policy
A set of rules that govern the way messages are disseminated within a certain management scope. 111

functional compositionality
The ability to build larger software components from different parts that play different functional roles. 21

live distributed object
An instance of a distributed multiparty protocol executed by some set of software components distributed across the network, communicating with each other through network messages, and with the software environment through bidirectional event channels. 3, 15, 20, 51

live object
See “live distributed object”. 3, 15, 51

live object endpoint
A bidirectional event channel through which a live object proxy communicates with its software environment. 53

live object proxy
A software component participating in the execution of an instance of a distributed protocol; a part of a live object. 52, 53

live object reference
A set of instructions for constructing a live object proxy. 55, 56
live object type
A class of live objects that exhibit the same externally visible behavior, expressed in terms of the patterns of events that flow in and out of the live object’s proxies through instances of its endpoints. 61

local controller
A software component that implements peer-to-peer logic on behalf of a certain node, but does not directly interface applications, and does not own management decisions. 129

management scope
A collection of machines that are jointly managed, and are governed by a common set of administrative policies. 111

multicast channel
A mechanism for disseminating messages within a certain scope. 111

protocol agent
A software component participating in the execution of an instance of a distributed protocol. 110, 111

protocol type
A class of distributed multiparty protocols that exhibit the same behavior, expressed in terms of the patterns of interaction between the software components running an instance of the protocol and their software environment. 32

recovery domain
An instance of a recovery protocol running within a certain management scope, and for a certain set of topics. 111

recovery protocol
A subset of logic of a reliable multicast protocol that governs aspects such as loss recovery, atomicity, persistence, or view synchrony. 111

scope
See “management scope”. 111

scope manager
A service that monitors, maintains information about, and makes administrative decisions regarding a certain management scope. 114

session
A logical period of time in the history of execution of a single protocol instance, often associated with a specific membership or protocol configuration. 111

structural compositionality
The ability to build larger software components from different parts that play the same role, but within different scopes, or in different parts or regions of a larger system. 21