A linear list merging algorithm and its analysis is presented. Starting with n lists, each containing a single element, the algorithm will execute an arbitrary sequence of requests to merge lists and to find the name of the list currently containing a given element. If the length of the sequence of requests is bounded by a constant times n, then the execution time of the algorithm on a random access computer is bounded by a constant times n.
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I. Introduction

The process of merging lists occurs frequently in computer programming. The data structure used and the manner of merging can have a substantial effect on the running time of a program. Nevertheless, inefficient list merging algorithms are often used. In this paper we present an algorithm for list merging which is asymptotically faster than any previously published algorithm.

Consider the problem of representing sets by a data structure which is convenient both for merging sets and for determining which set contains a given element. A binary tree structure allows merging of sets in a fixed number of steps independent of the size of the tree but could require time proportional to the size of the set to determine which set an element is in. For purposes of comparison assume that initially there are \( n \) sets each containing exactly one item and that sets are merged in some order until all items are in one set. Then the binary tree structure has a total cost of \( n \) for the merging operations and a cost bounded by \( n \) per inquiry for determining which set contains a given element.

Methods based on maintaining balanced trees have a total cost of \( n \log n \) for the merging operations and a cost bounded by \( \log n \) for determining which set contains a given element. Using a linear array to indicate which set contains a given element makes
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the latter task finite, and by renaming the smaller of the two sets in the merging process the total cost of merging in bounded by \( n \log n \). A more sophisticated version of the linear array replaces the set names in the array by pointers to header elements. This method, due to Stearns and Rosenkratz [3], uses

\[
\frac{n \log \log \ldots \log(n)}{k}
\]

steps for the merging process and a fixed number of steps \( k \) independent of \( n \) for determining which set contains a given element. Here \( k \) is a parameter of the method and can be any fixed integer. The algorithm presented here performs the merging process in linear time and can answer \( n \) requests to determine which set contains a given element in time proportional to \( n \). Although the algorithm has been used by others, this is the first time the linear nature of the algorithm has been recognized.

II. The Problem

Let us suppose we are given a set of \( n \) elements, \( a_1, \ldots, a_n \). Initially, each \( a_i \) is in a set named \( A_i \). From time to time a merge request, \( \text{MERGE}(A, B, C) \), will be received. The merge request is executed by combining the elements of sets \( A \) and \( B \) into a single set named \( C \). Interspersed with the merge requests are interrogation requests, \( \text{FIND}(a_i) \) which are requests to determine the name of the set of which \( a_i \) is currently a member.

This problem is an abstraction of various practically occurring computations, including the implementation of table machines [2,3]. We shall discuss applications after giving our
algorithm.

III. The List Merging Algorithm

Sets are stored in tree form, with each vertex representing one of the elements of the set. Each vertex except the root has a pointer to its immediate ancestor. The following information is attached to the root:

1. an indication that the vertex is the root,
2. the name of the set, and
3. the number of members of the set.

We further assume that there are indexable arrays ELEMENT and NAME, so that ELEMENT(i) is a pointer to the vertex representing $a_i$ and NAME(A) is a pointer to the root of the tree for set $A$.

To execute the instruction MERGE(A,B,C), we do the following:

1. Find the roots of the trees for A and B, using the NAME array.
2. Make the root of the tree with the smaller number of elements (resolve ties arbitrarily) an immediate descendant of the other root.
3. Give the remaining root the name C and set its count of members equal to the sum of the two counts.
4. Remove the pointers in NAME(A) and NAME(B), and set NAME(C) to point to the remaining root.

To execute the instruction FIND($a_i$), we do the following:

1. Find the vertex for $a_i$ using the array ELEMENT.
2. Follow the path from this vertex to the root. Make each vertex along this path (except the root) an immediate descendant of the root.
3. Print the set name found at the root.
Example: Suppose we have objects $a_1, \ldots, a_8$, and that the first four instructions are $\text{MERGE}(A_{2i-1}, A_{2i}, A_{2i})$, for $i = 1, 2, 3, 4$. Then the resulting structures are as shown in Figure 1. (We have assumed that ties regarding the sizes of sets are broken in favor of the set containing the highest numbered element). Let us suppose that the instructions $\text{MERGE}(A_2, A_4, A_4)$, $\text{MERGE}(A_6, A_8, A_8)$ and $\text{MERGE}(A_4, A_8, A_8)$ are executed. The result is one set, named $A_8$, whose structure is given in Figure 2.

![Figure 1. Tree structure after fourth merge instruction.](image1)

![Figure 2. Tree structure after final merge instruction.](image2)
Suppose that the next instruction is $\text{FIND}(a_1)$. Then $A_8$ is printed, and the vertices 1, 2 and 4 are made direct descendants of the root. (The latter is already such). The resulting structure is illustrated in Figure 3.

![Tree structure](image)

Fig. 3. Tree structure after execution of $\text{FIND}(a_1)$.

**Analysis of the List Merging Algorithm**

We assume that the algorithm is implemented on a random access computer, such as [1]. It is elementary to observe that such a machine can execute any merge instruction in a constant number of steps. Moreover, the number of steps needed to execute an interrogation instruction is proportional to the number of vertices on the path from the vertex in question to the root. Since our analysis deals with order of magnitude calculations only, we will arbitrarily assign a cost of one time unit to execute a merge and $\ell$ time units to execute an interrogation instruction, $\text{FIND}(a_1)$, if there are $\ell$ vertices on the path from the vertex for $a_1$ to the root.

Let us now fix $n$, the number of elements. With this fixed value of $n$ in mind we may make the following definitions.
Let $\alpha = x_1, \ldots, x_m$ be a sequence of instructions. Define $T(\alpha)$, the cost of executing $\alpha$, to be the sum of the costs of executing each of $x_1, \ldots, x_m$ in turn. We call $\alpha$ normal if all interrogation instructions follow (are to the right of) all merge instructions. Let $\ell_i^\alpha$, or $\ell_i$ if $\alpha$ is understood, be the cost of executing the $i$th interrogation instruction in the sequence $\alpha$.

**Lemma 1:** Let $\alpha = x_1, \ldots, x_m$ be a normal sequence of instructions. Then $T(\alpha)$, the cost of executing $\alpha$, is bounded by $n+3m$.

**Proof:** In a normal sequence of instructions, no vertex has its immediate ancestor changed during an interrogation more than once. On the other hand, each interrogation instruction of cost $\ell_i$ moves at least $\ell_i-2$ vertices (all but the root and the vertex preceding the root on the path). Thus, if $i$ ranges from 1 up to the number of interrogation instructions, then $\sum (\ell_i-2) \leq n$. Noting that there cannot be no more than $m$ interrogation instructions, the total cost of the interrogations $\sum \ell_i$ is bounded by $n+2m$. Since there are at most $m$ merge instructions, the cost of all instructions does not exceed $n+3m$.

**Lemma 2:** Let $\alpha = x_1, \ldots, x_m$ be a normal sequence of instructions. Then $\sum \ell_i^2 \leq 15m + 13n$.

**Proof:** We say a vertex is of height $h$ if the longest path from a leaf to that vertex has length $h$. It is a simple consequence of the fact that the merger algorithm makes the root of the smaller tree a direct descendant of the root of the larger, that any vertex of height $h$ has at least $2^h$ descend-
ants (which are not necessarily immediate descendants and include the vertex itself). To see this, assume the relationship for $h$, then the only way for a vertex to obtain height $h+1$ is for its tree to be merged with a larger tree. Since the vertex was of height $h$, it must have been on a tree with at least $2^h$ vertices, and hence the larger tree must also have at least $2^h$ vertices. Thus the new tree will have at least $2^{h+1}$ vertices.

Form the above, we know that after the mergers in the sequence $a$, there can be at most $n/2^h$ vertices of height $h$. We observe that the square of the cost of the $i$th interrogation can be expressed as

$$k_i^2 = l_i + 2 \sum_{j=0}^{l_i-1} j, \text{ since the summation is } l_i(l_i-1)/2.$$ 

Thus each $k_i^2$ is bounded above by $l_i$ plus twice the sum of the heights of the vertices on the path from the vertex interrogated to the root. Since all but the last two vertices on the path are moved by the interrogation algorithm, $k_i^2$ is bounded above by $5l_i$ plus twice the sum of the heights of all vertices moved in the $i$th execution of the interrogation algorithm. (Note that the last two terms in the summation contribute

$$2((k_i-1) + (k_i-2)) < 4k_i).$$

Summing over all interrogations, $\sum_i k_i^2$ is bounded above by $5\sum_i l_i$ plus twice the summation over all interrogations of the sum of the heights of all vertices moved in the interrogation. Since no vertex is moved more than once during the interrogations $\sum_i k_i^2$ is bounded above by $5\sum_i l_i$ plus twice the sum over all heights $h$ of $h$ times the number of vertices of height $h$. That is,
\[ \sum_{i} \ell_i^2 \leq 5 \sum_{i} \ell_i + 2 \sum_{h=0}^{\log_2 n} h \frac{n}{2^h}. \]

Now \[ \sum_{h=0}^{\log_2 n} h \frac{n}{2^h} \leq 4n, \] and by Lemma 1, \[ \sum_{i} \ell_i \leq n + 3m. \]

Thus \[ \sum_{i} \ell_i^2 \leq 5(n + 3m) + 8n = 15m + 13n. \]

The next lemma considers the effect of interchanging the order of a merge request and an interrogation.

Lemma 3: Let \( \alpha_1 \) and \( \alpha_2 \) be arbitrary sequences of instructions, and define sequences \( \alpha \) and \( \beta \) by \( \alpha = \alpha_1, \text{MERGE}(A, B, C), \text{FIND}(a_i), \alpha_2 \) and \( \beta = \alpha_1, \text{FIND}(a_i), \text{MERGE}(A, B, C), \alpha_2 \). Let \( \ell_1 \) be the length of the path from \( a_i \) to the root of the tree for its set when the \( \text{FIND}(a_i) \) instruction is executed in sequence \( \alpha \), and let \( \ell_2 \) be the corresponding length for sequence \( \beta \). Then one of the following holds:

1. \( T(\alpha) = T(\beta) \) and \( \ell_1 = \ell_2 \), or
2. \( T(\beta) \leq T(\alpha) + \ell_2 - 2 \) and \( \ell_2 = \ell_1 - 1 \)

Proof: Assume without loss of generality that the set named \( B \) is smaller than the set named \( A \). Then if \( a_i \) is not in set \( B \) immediately after executing the sequence of instructions \( \alpha_1 \), then \( \ell_1 = \ell_2 \) and \( T(\alpha) = T(\beta) \). On the other hand assume \( a_i \) is in \( B \). Let the path from \( a_i \) to the root of \( B \) be \( b_1', \ldots, b_{\ell_2} \), where \( b_1 \) is \( a_i \) and \( b_{\ell_2} \) is the root of \( B \). If \( \text{MERGE}(A,B,C) \) is executed
before FIND($a_i$) then the root of $A$ becomes the ancestor of $b_1$, $\ldots$, $b_{\ell_2-1}$. If instead FIND($a_i$) is executed before MERGE($A, B, C$), then $b_1$, $\ldots$, $b_{\ell_2-2}$ are moved, so $b_{\ell_2}$ becomes their immediate ancestor.

It is straightforward that in the latter case, the path from $a_i$ includes one less vertex, the root of $A$, than in the former, so $\ell_2 = \ell_1 - 1$. This decreases the cost by one. The only other difference in $T(\alpha)$ and $T(\beta)$ stems from the fact that in $\beta$, the vertex $b_{\ell_2}$ may be visited $\ell_2 - 1$ more times during interrogations occurring subsequently in $\beta$ (i.e., in $a_2$). The first time a descendant of each $b_i$, $1 \leq i \leq \ell_2 - 1$, is interrogated in sequence $\beta$, $b_{\ell_2}$ will appear on the path to the root, while in sequence $\alpha$, $b_{\ell_2}$ is skipped in each of these paths (see Figure 4). However, for any $j$, the second time a descendant of $b_j$ is interrogated in $a_2$, $b_j$ is the immediate descendant of the same vertex, whether the complete sequence is $\beta$ or $\alpha$.

It thus follows that $T(\beta) \leq T(\alpha) + \ell_2 - 2$. 
Fig. 4. (i) Tree after merge in $\alpha$, (ii) after $\text{FIND}(a_1)$ in $\alpha$, (iii) after $\text{FIND}(a_1)$ in $\beta$, (iv) after $\text{MERGE}$ in $\beta$. 
Theorem 1: Let $c$ be a constant, $c \geq 1$. Then there exists another constant $k_c$ such that if $\beta$ is any sequence of instructions on $n$ objects, and the length of $\beta$ does not exceed $cn$, then $T(\beta) \leq k_cn$.

Proof: Let $\alpha$ be the normalized sequence formed by moving all interrogations in $\beta$ to the right of all merges, while preserving the order of the merge instructions and the order of the interrogations. By Lemma 1, there is a constant $c_1$, depending only on $c$, such that $T(\alpha) \leq c_1n$.

Now let us consider what happens to the cost of the sequence, as interrogations in $\alpha$ are moved left over the mergers. By Lemma 3, the changes in cost incurred by moving the $i$th interrogation from its position in $\alpha$ to its position in $\beta$ (after interrogations 1, 2, ..., $i-1$ have been moved to their positions) does not exceed $(\ell-3) + (\ell-4) + \ldots + 1$, where $\ell$ is $\ell_{i}^\alpha$.

Thus, $T(\beta) \leq T(\alpha) + \sum_{i} (\ell_{i}^\alpha)^2$, where the sum is taken over all interrogations in $\alpha$. By Lemma 2, there exists a constant $c_2$, depending only on $c$, such that the summation is bounded above by $c_2n$. Choosing $k_c = c_1 + c_2$ completes the proof of the theorem.

IV Applications

As mentioned, Theorem 1 applies to show that table machines [3] can be implemented in time proportional to the length of the input string. The elements of the sets are the various identifiers, and the names of sets are pairs consisting of a property and a table.

Another problem to which we address ourselves is one in which merge instructions are of the form MERGE($a_i, a_j, A$), meaning
"Merge the set containing $a_i$ with the set containing $a_j$ and call the result $A$." Interrogation instructions are as before. We execute \textsc{Merge}(a_i, a_j, A) by following the paths from the vertices $a_i$ and $a_j$ to their roots, and merge the tree structures as previously. (We must be careful that we do not attempt to "merge" a set with itself). As we follow the paths from $a_i$ and $a_j$, we make all vertices encountered direct descendants of the root of the tree named $A$.

We observe that the effect of the instruction \textsc{Merge}(a_i, a_j, A) is the same as the effect of executing the instructions

\textsc{Merge}(B, C, A) \textsc{Find}(a_i) \textsc{Find}(a_j)

by our original algorithm, where $B$ and $C$ are the names of the sets containing $a_i$ and $a_j$, respectively, before the merge. Thus, the modified problem requires time proportional to $n$ in the sense of Theorem 1.

In our final application we are given a sequence of instructions of the forms \textsc{Insert}(i), for $1 \leq i \leq n$ and \textsc{Extract} (\textsc{Minimum}). Consider a list which is initially empty. When an instruction \textsc{Insert}(i) is executed, the integer $i$ is added to the list. When the instruction \textsc{Extract}(\textsc{Minimum}) is executed, the smallest number in the list is assigned to \textsc{Minimum} and is deleted from the list. We assume the instruction \textsc{Insert}(i) appears at most once in any sequence of instructions, and that at no time does the number of \textsc{Extract}(\textsc{Minimum}) instructions executed exceed the number of insert instructions executed.
Note that as a special case, we could sort \( k \) integers from one to \( n \) by executing our insert instruction for each integer, followed by \( k \) extract instructions.

It should be observed that the algorithm which we will give is \textit{off-line}, in the sense that the entire sequence of instructions must be present before processing can begin. In contrast, the list merging algorithm is \textit{on-line}, in the sense that it can execute instructions without knowing the subsequent instructions with which it will be presented.

\textbf{Algorithm}

(1) Let \( I_1, I_2, \ldots, I_k \) be the sequence of instructions to be executed. Note that \( k \leq 2n \). Let \( \ell \) be the number of insert instructions and let \( m \) be the number of \textsc{extract} (minimum) instructions. Construct a data structure for the list merging algorithm with \( m+1 \) trees. The \textit{i}th tree is named \( a_i \) and consists of the single element \( a_i \).

(2) Construct and initialize the following arrays. \( A \) is an array of length \( n \) giving for each \( i, 1 \leq i \leq n \), the position, \( j \), of the instruction \textsc{insert}(i) in the sequence. If the instruction \textsc{insert}(i) does not exist, then \( A(i) = 0 \). \( B \) is an array of length \( m \) giving for each \( i, 1 \leq i \leq m \), the location of the \textit{i}th \textsc{extract} (minimum) instruction. \( C \) is an array of length \( k \). \( C(i) \) contains a pointer to the element \( a_{j+1} \) in the data structure for the list merging algorithm if exactly \( j \) of \( I_1, \ldots, I_i \) are \textsc{extract} (minimum) instructions.

(3) We will repeatedly call upon the list merging algorithm to manipulate the data structures. We do the following for \( i = 1, 2, \ldots, n \) in turn.
(i) If \( A(j) = 0 \), meaning \( i \) is never inserted, do nothing. Otherwise \( C(A(i)) \) contains a pointer to an element on a tree in the data structure. Execute a \textit{find} instruction to obtain the name of the tree, call it \( t \). The integer \( t \) is the \textit{extract} instruction which will delete the integer \( i \) (unless \( t = m+1 \), in which case \( i \) is never extracted). Record the integer \( i \) in the \( t^{th} \) entry of a table for output.

(ii) If \( t \leq m \), \( C(B(t)) \) contains a pointer to an element on a tree whose name, \( s \), is the first Extract instruction after \( I_t \) which does not print an integer less than or equal to \( i \). Execute an instruction \text{MERGE}(t,s,s).

\textbf{Theorem 2}: The algorithm is executed in time bounded by some constant times \( n \).

\textbf{Proof}: By Theorem 1, the total time in executing \textit{find} and \textit{merge} instructions is bounded by a constant times \( n \). Since the remaining computation is bounded by a constant times \( n \), the total execution time is bounded by \( n \).

\textbf{Theorem 3}: The algorithm performs its task correctly.

\textbf{Proof}: The key point of the proof is that one may prove the following by induction on \( i \).

After the \( i^{th} \) iteration of step (3), \( i \geq 0 \), \( C(j) \) points to the structure whose name is \( m \), where the \( m^{th} \) extract instruction is the leftmost extract instruction to the right of
which results in printing an integer exceeding \( i \).

The induction proof is elementary, and we omit details.

We note that in a variation of this problem, we could use instructions that say "print all numbers less than or equal to \( j \) in the list". We could then modify Step (3) of the algorithm as follows. After finding the tree \( t \) containing the element pointed to by \( C(A(i)) \), test to see if \( i \) is less than or equal to that \( j \) associated with \( t \)th print instruction. If so, skip (4ii). Otherwise perform the merge and return to step (4i) with the same value of \( i \). Since at most \( n \) mergers are performed, the modified task can also be performed in time bounded by a constant times \( n \).
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