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By tuning the incident x-ray energy close to the Ta-L$_3$ edge, we studied resonant (elastic) x-ray diffraction (RXD) from the charge density waves (CDWs) of 1T-TaS$_2$. Our goal was to separate the scattering from the periodic modulation of the conduction electron density and from that of the lattice distortion wave. In addition to resonant diffraction studies, various x-ray techniques, including XANES, polarization analysis, and a temperature study, were utilized. We find that two physical effects prevent separating the CDW charge modulation scattering at the primary CDW satellites $\mathbf{G} \mp \mathbf{k}_{\text{CDW}}$ using energy or polarization. (i) The core-hole lifetime of the Ta-L$_3$ resonance is much larger than the CDW band gap in 1T-TaS$_2$ and smears out the CDW anomaly in the electronic density of states. (ii) Resonant scattering from Ta 5$d$ band states not associated with the CDW dominates over resonant scattering from the charge modulation, smearing out the polarization signature. Our results highlight the principles of RXD when the technique is used to study novel states found in the conduction bands of transition metal compounds and point out which types of systems are most promising.
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The goal of this thesis is to measure the spatial structure of novel quantum mechanical states of the valence electrons in condensed matter. In particular, I am interested in delocalized states and their collective excitations, as they form the backbone of today’s discussion in condensed-matter physics. Examples of novel quantum mechanical states include the superconducting ground state [1], the quantum Hall ground state [2], and various types of density waves [3]. I chose to work with charge density waves (CDWs) for they are relatively well understood systems.

The CDW state is the ground state of lower-dimensional conductors. Due to the unique geometry of the Fermi surfaces, electrons can develop strong correlations in lower dimensions [4, 6]. The valence electrons form a periodic structure on the otherwise flat charge density. Figure 1.1(a) is a STM image of a two-dimensional CDW [4]. As far as the underlying lattice is concerned, the CDW also entails a modulation of the atomic positions. The lattice has become distorted. Accordingly the system is found in a novel state, which is indeed spontaneous, and both the lattice and the conduction band charge density are modulated with a single spatial frequency. With respect to a metallic state, this new state is energetically favorable. It is referred to as the CDW ground state [7]. A very useful theory that describes the CDW state based on the idea of electron-lattice interactions is the Peierls theory. Interested readers are referred to Ref. [1] for a formal discussion about the formation of CDWs and the other associated phenomena.

Throughout this dissertation, we will call the charge modulation and the lattice distortion as the charge modulation wave (CMW) and the lattice distortion wave (LDW), respectively. In this language, waves are nothing but spatial variations with well-defined periodicities. Let us then use $k_{\text{CDW}}$ to denote the wavevector. In
Figure 1.1: (a) A two-dimensional CDW [4]. The STM measures the spatial distribution of the filled states on the surface of $2H$-NbSe$_2$. The bright spots correspond to a high density of electrons. The periodic structure formed by the electrons is clearly seen in this superb image. (b) A schematic CDW in one-dimension. Both the lattice distortion wave and the charge modulation wave share the same period equal to approximately five times of the lattice constant.
one dimension [3], our CDW, which we shall assume to be sinusoidal, consists of two separate components:

\[
\rho_{\text{CDW}}(x) = \rho_1 \cos\left( k_{\text{CDW}} \cdot x + \phi_E(x) \right) \quad (\text{CMW}) \tag{1.1}
\]

\[
\Delta u_n = u_0 \sin\left( k_{\text{CDW}} \cdot na + \phi_L(x) \right) \quad (\text{LDW}) \tag{1.2}
\]

where we have assumed the lattice constant is \(a\). Figure 1.1(b) depicts a physical situation with \(k_{\text{CDW}} \approx \frac{2\pi}{5a}\). For the LDW, \(\Delta u_n\) is the displacement of the atom sitting at the \(n\)th lattice site. The distorted lattice can be reconstructed by adding the displacements to the original lattice coordinates: \(u_n = na + \Delta u_n\). Under the assumption of sufficiently low temperature, the amplitudes \(\rho_1\) and \(u_0\) are considered to be constants [3]. Yet the CMW and the LDW can both still be modulated through their phases. In Eq (1.1) and (1.2) we have taken this into account by having the phases \(\phi_E\) and \(\phi_L\) be position-dependent functions.

We shall now discuss the physical significance of the two independent phase functions. When \(\phi_E = \phi_L\), the CMW has its maximum coincide with the ionic density maximum due to the LDW. In this case, the CDW is in a low-energy state; the CMW and the LDW achieve electrostatic equilibrium. Such an idea of CMW-LDW equilibrium can then be generalized. We like to think of an unbalanced phase relation \(\phi_E \neq \phi_L\) as corresponding to the CDW being out of thermal equilibrium\(^1\). Non-equilibrium may come up in CDW transport [2, 12]. As an experimental group, we have indeed utilized x-ray to study CDWs in the mode-locked [13] state. Curiously, our x-ray diffraction measurements failed to observe any structural response of the LDW associated with the dramatic electronic ordering of the CMW. Similarly, we failed to observe any LDW re-ordering at high

---

\(^1\)CDW’s potential of being a non-equilibrium system has not been really addressed in today’s discussions. Models based on the mean-field-theory result, such as the FLR theory [9, 10], incorporate a single phase for both the CMW and the LDW.
speeds\textsuperscript{2} [17, 18]. One possible explanation is in those situations the CMW and the LDW did not stay in equilibrium and actually exhibit distinct spatial structures. Therefore the phases in Eq (1.1) and (1.2) are considered to be separate functions. To us, then the question is whether the two different phases can be measured separately. While x-ray diffraction is useful to determine \( \phi_L \) [7, 8], the CMW is such a small charge density variation that there is no way we can determine \( \phi_E \) using conventional x-ray diffraction. On the other hand, resonant x-ray scattering has already demonstrate its potential to study the quantum states found in various systems [10, 5, 23]. Quite naturally we would ponder whether we can apply the resonant x-ray diffraction technique to our CDW study.

In this thesis, I investigate resonant x-ray scattering due to the CDW of 1\( T \)-TaS\(_2\). Using the tight-binding description of valence bands, I developed a theory of resonant x-ray scattering. According to the theory, the CMW and the LDW can both create x-ray diffraction. I pointed out that a direct measurement of the spatial structure of the CMW should be performed at the primary CDW diffraction satellites. At those special positions, the cross-section of x-ray scattering is\textsuperscript{3}

\[
\left( \frac{d\sigma}{d\Omega} \right)_{\text{CDW}_{Q-G}} \sim N r_0^2 \left( |f(\omega)|^2 \cdot |J_1(Q \cdot u_0)|^2 \right) \sum_{R} e^{iQ \cdot R} e^{-\frac{1}{2} \mathcal{G}_L(R)}
+ |\tilde{f}(\omega)|^2 \cdot \frac{|J_0(Q \cdot u_0)|^2}{4} \sum_{R} e^{i(Q \cdot R)} e^{-\frac{1}{2} \mathcal{G}_E(R)} \right) \tag{1.3}
\]

On the right hand side of this equation, the two separate terms represent the LDW contribution and the CMW contribution to x-ray scattering, respectively. Each contribution corresponds to its own lineshape of diffuse scattering characterized by \( \mathcal{G}(R) \) — the spatial correlation functions of the corresponding phases. Based on this result, the study of this thesis has been focused on measuring \( \tilde{f} \), which

\textsuperscript{2}It needs to be added that a motionally ordered CDW was indeed advocated in a reported x-ray diffraction measurement on NbSe\(_3\). Meanwhile, we remain to be cautious about the result as the same effect can be due to sample and contact imperfection. See Ref. [14, 15, 16].

\textsuperscript{3}A detailed discussion, including the derivation, is given in Appendix B.
is the CMW modulated component of the atomic form factor, versus $f$, which is the atomic form factor of the resonating atoms. Using the standard CDW theory (Peierls model), I showed that $\tilde{f}$ can exist only if resonant x-ray scattering occurs via those states around the edge of the CDW gap. Experimentally, I utilized several different methods, including XANES (x-ray absorption near-edge structure), polarization analysis, and temperature study, to test and confirm the effect of $\tilde{f}$. After all, it was found that the core-hole lifetime of the atomic transitions plays an important role in resonant x-ray scattering. In order to make x-ray sensitive to the CMW, the natural width of the atomic transitions must match the size of the CDW energy gap. In the experiments, different phenomena of resonant x-ray scattering, including both x-ray absorption and x-ray diffraction, were carefully studied for 1T-TaS$_2$ at the Ta-L$_3$ edge. Indeed, the experimental results can all be understood using my theory of resonant x-ray scattering.

This dissertation is organized as follows: In the second chapter I will discuss the theory of x-ray scattering. I will describe resonant x-ray scattering using both classical electrodynamics and the quantum mechanical descriptions. Special emphasis will be placed on scattering by solids rather than by individual atoms. In Chapter 3, I will describe the CDW phenomenon. The discussion is based on the Peierls theory of CDWs. The physical properties of the CDW in 1T-TaS$_2$ will also be studied in detail. I then incorporate the CDW state into the formalism of x-ray scattering in Chapter 4, where the CDW effect in x-ray diffraction will be addressed. This chapter lays the foundation for our discussions of the experimental findings presented in the rest of the thesis. I use Chapter 5 to discuss my experiments on the x-ray absorption spectra of 1T-TaS$_2$. From the results of these crucial measurements, we specify the nature of the scattering problem we are dealing with. In Chapter 6, I present the results of our x-ray diffraction experiments
for both the CDW and the intrinsic crystal structure of $1T$-TaS$_2$. It is shown that our theory accurately describes the experimental data. In the last chapter of this dissertation, I will compare our experiments with resonant x-ray scattering found in other systems. The discussion addresses the nature of the CDW system as well as resonant x-ray scattering itself. Appendix A is a brief review of x-ray scattering in quantum mechanics. In Appendix B, I describe diffuse resonant x-ray scattering, taking into account the finite spatial correlation of the CDW. Important x-ray properties in our experiments are discussed in Appendix C.
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CHAPTER 2
X-RAY SCATTERING: THEORETICAL BACKGROUND

X-ray refers to an electromagnetic wave of short wavelengths (≈Å) and high energies (≈10 KeV). To establish a rigorous quantum mechanical discussion about the interaction between x-ray and the CDW system, we will first review the theory of x-ray scattering by electrons and atoms in both classical electrodynamics and in quantum mechanics. The theory will then be generalized for scattering by solids based on the tight-binding description of formation of the valence bands. As later in this thesis our problem of the CDWs will also be addressed using different methods such as XANES, a correct description on those valence bands is essential to understand resonant x-ray scattering. Using the generalized theory, we show that atoms’ properties of x-ray scattering can be profoundly affected by the quantum states emerging in the valence bands. Ultimately the theory will be applied to the problem of x-ray scattering from CDWs.

2.1 X-ray Scattering in Classical Theory

2.1.1 X-ray scattering by free electrons

The fundamental object which scatters an x-ray is an electron. In the classical description of a scattering process, an electron driven by the electric field of x-ray acts like an oscillating dipole and radiates x-rays. For discussion purposes, let us assume the incident field is a plane wave, whose electric field can be written as

\[ E(r, t) = E_0 e^{i(q \cdot r - \omega t)} \]

At the origin, an electron is driven by this field evaluated at \( r = 0 \), which we will denote by \( E_{in}(t) \). The situation is illustrated in Figure 2.1.
Figure 2.1: X-ray scattering from an electron located at the origin. The incident wave is a plane wave, with the electric field $E_{in}$ perpendicular to the paper. The scattered field has an electric field $E_{rad}$, which decays with distance as $|r|^{-1}$. The red straight lines and the blue circles indicate the wavefronts of the incident wave and of the scattered wave, respectively.
In the radiation field zone [1], the radiated electric field is given by

\[ E_{rad}(r,t) = -\left( \frac{1}{4\pi \varepsilon_0 c^2} \right) \frac{1}{r^3} r \times \left( r \times \hat{p}(t') \right) \] (2.1)

where \( \hat{p}(t') \) is the dipole moment evaluated at \( t' = t - r/c \). Since the driving force comes from the interaction between the electron and the incident field

\[ \hat{p}(t') = (-e) \frac{\text{force}}{\text{mass}} = (-e) \frac{-eE_{in}(t')}{m_e} = \frac{e^2}{m_e} \mathbf{E}_0 e^{-i \omega (t - r/c)} \]

Immediately we find

\[ E_{rad}(r,t) = -\left( \frac{e^2}{4\pi \varepsilon_0 m_e c^2} \right) \frac{e^{i q' \cdot r}}{r^3} r \times \left( r \times \mathbf{E}_{in}(t) \right) \] (2.2)

where \( q' = (\omega/rc)r \) is the wavevector of the scattered field pointing toward the observation point \( r \). A vector in the plane of both \( r \) and \( \mathbf{E}_{in} \), \( \mathbf{E}_{rad} \) is perpendicular to the position vector of the observation point \( r \). By convention the prefactor in Eq (2.2) is often denoted by the symbol \( r_0 \). In practical units

\[ r_0 = \left( \frac{e^2}{4\pi \varepsilon_0 m_e c^2} \right) = 2.82 \times 10^{-5} \text{Å} \] (2.3)

and is widely known as the classical electron radius.

A useful concept called the differential cross-section can then be introduced to help the discussion of the angular dependence of x-ray scattering. Defined as

\[ \left( \frac{d\sigma}{d\Omega} \right) = r^2 \frac{|E_{rad}|^2}{|E_{in}|^2} \] (2.4)

a differential cross-section measures the “transition probability” with which incident x-rays are scattered into a solid angle \( d\Omega \). Plugging \( E_{rad} \) and \( E_{in} \) into this definition, we obtain

\[ \left( \frac{d\sigma}{d\Omega} \right)_e = r_0^2 (\hat{e}^\alpha \cdot \hat{e}^\beta)^2 \] (2.5)

where \( \hat{e}^\alpha \) and \( \hat{e}^\beta \) are the unit vectors of the polarizations of \( \mathbf{E}_{in} \) and of \( \mathbf{E}_{rad} \), respectively. Known as the Thomson cross-section of a single electron, Eq (2.5)
corresponds to x-ray scattering that arises as an immediate consequence of electrodynamics. The Thomson cross-section shows an angular dependence which originates in the two independent polarizations. Moreover, x-ray scattering by an electron is independent of frequency.

2.1.2 X-ray scattering by one atom

One can generalize this discussion to x-ray scattering by an atom. We shall do so by adding up the scattering due to individual atomic electrons. Consider an electron with a spatial distribution specified by a number density \( \rho_e(r') \). An incident of x-ray drives the electron, shaking the charges inside a differential volume around the equilibrium position \( r' \). Based on the very same physics that we have discussed for x-ray scattering by free electrons, radiation is created. Looking for an expression which is very similar to Eq (2.2), we write the total radiation as a superposition of the contributions of each volume element in the entire charge distribution

\[
E_{rad}(r, t) = -r_0 \left[ \frac{e^{iq'r}}{r^3} r \times \left( r \times E_{in}(t) \right) \right] \int \rho_e(r') e^{-iQ \cdot r'} dr' \tag{2.6}
\]

Inside the integral, \( e^{-iQ \cdot r'} \) accounts for the relative phase of each differential volume. We have included a discussion of the origin of this factor in Figure 2.2. The newly-defined variable

\[
Q = q' - q \tag{2.7}
\]

is commonly referred to as the scattering vector and is of great importance in discussions of x-ray scattering. We see from Figure 2.2 that \( Q \) defines the geometry in the scattering problem.

As Eq (2.6) suggests, the radiation field is determined by the Fourier transform of the density of the electron cloud. Generalizing this result, let us think of x-
Figure 2.2: Imagine an atom centered at origin. When an incident x-ray (with a wavevector $\mathbf{q}$) hits the atom, the electric field drives the electron cloud, which in turn will radiate. The radiation (scattering) that reaches the observation point at $\mathbf{r}$ is specified by the wavevector $\mathbf{q}' = (\omega/rc)\mathbf{r}$. Corresponding to the different paths, scattering from different positions exhibit a phase difference. Here x-ray traveling in the upper path takes advantage of the shorter path length and hence is leading in phase by $-\mathbf{q} \cdot \mathbf{r}' + \mathbf{q}' \cdot \mathbf{r}' = Q \cdot \mathbf{r}'$. As a differential volume at $\mathbf{r}'$ contains $\rho_e(\mathbf{r}')d\mathbf{r}'$ units of charges, its contribution to the cross-section is $-r_0 \cdot \rho_e(\mathbf{r}')d\mathbf{r}' \cdot e^{-iQ\mathbf{r}'}$. 
ray scattering by atoms. An atom can be constructed by adding up the density distributions of all its electrons. If $\rho_a(r')$ stands for the density distribution of all the atomic electrons, we want a Fourier transform

$$f^0(Q) = \int \rho_a(r') e^{-iQ \cdot r'} \, dr' \quad (2.8)$$

The radiation field of x-ray scattering by the atom can then be expressed as

$$E_{rad}(r,t) = -r_0 f^0(Q) \frac{e^{iqr}}{r^3} r \times \left( r \times E_{in}(t) \right) \quad (2.9)$$

Making use of Eq (2.4) we find the cross-section

$$\left( \frac{d\sigma}{d\Omega} \right)_{\text{atom}} = r_0^2 |f^0(Q)|^2 (\hat{e}^\alpha \cdot \hat{e}^\beta)^2 \quad (2.10)$$

Accordingly, the internal structure of an atom is revealed in the cross-section as the square of the Fourier transform of the electronic density. Eq (2.8) is element specific. For this reason $f^0(Q)$ is given a special name called atomic form factor. It should be noticed that in the current discussion the atomic form factor is a function of the scattering vector only. It does not depend on x-ray frequency at all.

### 2.1.3 Dispersion correction to the scattering form factor

The alert reader will immediately notice that Eq (2.9) can not be a complete story of atomic scattering. For example, what about Rayleigh scattering [2]? When passing through the atmosphere, high-frequency electromagnetic waves are subject to more scattering than low-frequency waves. Atomic scattering must depend on frequency. It turns out our assumption that the electron density is static is incorrect. Atoms are excited and relax by absorbing and emitting photons. When
Figure 2.3: In the Lorentz model, an atomic transition is viewed as the oscillation of a charged oscillator with natural frequency $\omega_s$ driven by an external field $E_0 e^{-i\omega t}$. For any given polarizations $\alpha$ and $\beta$, the cross-section of x-ray scattering is proportional to $\frac{r_0^2}{4\omega_s^4} \cdot \left[ (\omega_s^2 - \omega^2)^2 + (\omega \Gamma)^2 \right]^{-1}$. See Eq (2.14). For demonstration purposes, we have made $\Gamma = 0.4\omega_s$. 
this happens, the atomic electrons jump between different states, creating an oscillating charge distribution. A classical theory, called Lorentz oscillator model, includes such a charge oscillation. This model provides a simple picture of x-ray scattering that is frequency-dependent.

In the Lorentz model [3], an atomic transition is replaced by an oscillating charge as a classical forced oscillator. The electric field of the incoming wave is felt by the electron and acts as the driving force. Radiation is emitted because the charge is accelerated. Such a model is described in Figure 2.3. The equation of motion is

\[ \ddot{x} + \Gamma \dot{x} + \omega_s^2 x = -\left( \frac{eE_0}{m_e} \right) e^{-i\omega t} \]  

We have included the damping term, \( \Gamma \dot{x} \), to account for energy dissipation. By substituting a trial solution \( x(t) = x_0 e^{-i\omega t} \) into the above, we solve the displacement amplitude

\[ x_0 = -\left( \frac{eE_0}{m_e} \right) \frac{1}{(\omega_s^2 - \omega^2 - i\omega \Gamma)} \]

from which the retarded dipole moment can immediately be determined

\[ \vec{p}(t') = -e \cdot \vec{x}(t') = \frac{\omega^2}{(\omega_s^2 - \omega^2 - i\omega \Gamma)} \left( \frac{e^2}{m_e} \right) E_0 e^{-i\omega t'} \]  

This result then needs to be plugged in Eq (2.1) to evaluate the radiation field

\[ E_{rad}(r, t) = -r_0 \left( \frac{\omega^2}{\omega_s^2 - \omega^2 - i\omega \Gamma} \right) \frac{e^{iq'r}}{r^3} \mathbf{r} \times (\mathbf{r} \times E_{in}(t)) \]  

Thus the cross-section is

\[ \left( \frac{d\sigma}{d\Omega} \right)_e = r_0^2 \frac{\omega^4}{(\omega_s^2 - \omega^2)^2 + (\omega \Gamma)^2} (\hat{e}^\alpha \cdot \hat{e}^\beta)^2 \]  

In Figure 2.3 we plot this cross-section as a function of frequency, assuming \( \Gamma = 0.4 \omega_s \). The Lorentz model gives a cross-section that depends on frequency.

The advantage of using the classical model is we can interpret the frequency
behavior of Eq (2.14) based the motion of the charge. Look at the cross-section in Figure 2.3. In the high frequency region $\omega > \omega_s$, the function is a monotonically decreasing function and will become Eq (2.5) at infinite frequency. In this limit, the oscillation corresponds to finite accelerations and small displacements. The effect is the charge is shaken to produce radiation like a free electron. With regards of x-ray scattering, this high frequency behavior is characterized by Thomson scattering.

At frequencies much less than the natural frequency ($\omega \ll \omega_s$), the cross-section is really small. Nevertheless it grows as $\omega^4$, consistent with the famous Rayleigh scattering one would observe for visible light. Here, in contrast to the high frequency region, scattering is attributed to the bound electrons. The oscillation is characterized by small displacements and small accelerations.

Despite its simpleness, the Lorentz model does succeed in describing what we have known and learned about scattering at high frequencies (Thomson scattering) and at low frequencies (Rayleigh scattering). As we can clearly see in Figure 2.3, there is still more in the Lorentz model. Around the natural frequency $\omega_s$, the cross-section becomes large: The charged oscillator produces more scattering than Thomson scattering. According to Eq (2.14), the peak has a width determined by $\Gamma$ and a height by $(\Gamma/\omega_s)^{-2}$. Provided $\Gamma$ is really small compared to $\omega_s$, an immense cross-section is expected at $\omega = \omega_s$. In terms of how radiation is created, the big cross-section corresponds to to the large acceleration of the oscillator in resonance with x-ray. We shall refer to such enhanced scattering at $\omega \approx \omega_s$ as *resonant x-ray scattering*.

Due to this discussion of the Lorentz model, Eq (2.10) needs to be considered as the high frequency limit of the cross-section of x-ray scattering, whereas at lower frequencies scattering can become suppressed as in Rayleigh scattering as well as
become enhanced as in resonant x-ray scattering. To account for the frequency
dependence, we generalize the concept of the atomic form factor by adding a dispersion correction to the previously-defined $f^0(Q)$. We denote the generalization by $f(Q, \omega)$. We will need to consider the two polarizations:

$$
\left( \frac{d\sigma}{d\Omega} \right)_{\text{atom, } \alpha\beta} \equiv r^2 \frac{|E_{\text{rad}}|^2}{|E_{\text{in}}|} \text{ with polarization } \beta \quad = \quad r_0^2 |f_{\alpha\beta}(Q, \omega)|^2 
$$

(2.15)

The subscripts of $f_{\alpha\beta}(Q, \omega)$ mean the atomic form factor is polarization specific. Collecting these results together we write the atomic form factor as

$$
f_{\alpha\beta}(Q, \omega) = f^0_{\alpha\beta}(Q) + f'_{\alpha\beta}(\omega) + i f''_{\alpha\beta}(\omega) \quad (2.16)
$$

In this expression, $f^0_{\alpha\beta}$ is the Thomson scattering component, which is inherited directly from Eq (2.8) as

$$
f^0_{\alpha\beta}(Q) = (\hat{e}^\alpha \cdot \hat{e}^\beta) \int \rho_a(r') e^{-iQ \cdot r'} dr' \quad (2.17)
$$

And $(f'_\alpha + if''_\alpha)$ is the dispersion correction which we have mentioned earlier.$^1$

Although one can determine the values of $(f' + i f'')$ based on classical methods [3], the precise meaning of the dispersion correction can only be seen in quantum mechanics. Quantitatively speaking, $f'$ exists as a negative number such that it will cancel $f^0$ at low frequencies. The absolute value of $f'$ decreases in steps until it eventually approaches zero at very high frequencies. By analogy with the classical forced oscillator of the Lorentz model, $f''$ appears as a result of finite energy dissipation. It is worth mentioning that causality is preserved through a special relation between $f'$ and $f''$.

$^1$Rigorously speaking, the dispersion correction is a function of $q$ and $q'$ as well as of frequency. As will be shown in the next section, in the dipole approximation, the dispersion correction is a function of frequency only.
2.2 X-ray Scattering in Quantum Mechanics

First let us specify the quantum states. Assuming there is a low lying state $|s\rangle$ which is occupied by an electron with energy $E_s$. By absorbing x-ray, the electron can be excited to unoccupied states $|n\rangle$ with higher energy $E_n$. The corresponding transition is characterized by a frequency $(E_n - E_s)/\hbar = \omega_{ns}$. The energy uncertainty gives the transition a finite energy width, which can be associated with the core-hole lifetime $\Gamma$. As for x-ray, we can begin to think of it as photons. The energy of x-ray is therefore equal to $\hbar \omega$.

2.2.1 Cross-section of x-ray scattering by electrons

The quantum theory of x-ray scattering is reviewed in Appendix A. As shown in Eq (A.14), the electron corresponds to a cross-section of x-ray scattering ($\mathbf{p}$ is the momentum operator of the electron, $\hat{e}^\alpha$ is the polarization of incident x-ray, and $\mathbf{p}^\alpha = \mathbf{p} \cdot \hat{e}^\alpha$ is the projected momentum operator)

\[
\left( \frac{d\sigma}{d\Omega} \right)_{e,\alpha\beta} = r_0^2 \left| \langle \hat{e}^\alpha \cdot \hat{e}^\beta \rangle \langle s | e^{-i\mathbf{Q} \cdot \mathbf{r}_s} | s \rangle \right|^2 + \frac{1}{m_e} \sum_n \left( \frac{\langle s | O^\beta | n \rangle \langle n | O^\alpha | s \rangle}{\hbar(\omega - \omega_{ns}) + \frac{i\Gamma}{2}} - \frac{\langle s | O^\alpha | n \rangle \langle n | O^\beta | s \rangle}{\hbar(\omega + \omega_{ns})} \right)^2
\]

where $O^\alpha (\mathbf{q}) = P_{s}^{\alpha} e^{i\mathbf{q} \cdot \mathbf{r}_s}$. Inside the large parenthesis, we collect the last two terms as they both have $\omega$ in the denominators. We expect that together these two terms will determine the frequency behavior of the cross-section. Look at their numerators, which are the products of matrix elements between $|s\rangle$ and $|n\rangle$. In the language of quantum mechanics, these products represent successive transitions from $|s\rangle$ to $|n\rangle$ and back to $|s\rangle$. See the picture given in Figure 2.4. Accordingly, we will refer to $|s\rangle$ as the initial state and $|n\rangle$ as the intermediate state. Note that
Figure 2.4: With the electron appearing in the state $|s\rangle$, resonant x-ray scattering occurs via an intermediate electronic state $|n\rangle$. The virtual transition is characterized by the two matrix elements $\langle n|O^\alpha|s\rangle$ (for excitation) and $\langle s|O^\beta|n\rangle$ (for de-excitation). During this process, an incoming photon (with a wavevector $q$) is annihilated and an outgoing photon (with a wavevector $q'$) is created.
the summation runs over all unoccupied $|n\rangle$'s.

As a first application of the quantum mechanical theory we shall reconsider the frequency behavior of the cross-section of x-ray scattering predicted by the Lorentz model. Provided that $Q \cdot r_s \ll 1$, we can replace the exponent using the dipole approximation: $e^{iQ \cdot r_s} \approx 1$. Similarly, $O^\alpha(q) \approx p^\alpha_s$ and $O^\beta(q') \approx p^\beta_s = p^\beta_s$. The cross-section can then be approximated as

$$\left( \frac{d\sigma}{d\Omega} \right)_{e,\alpha\beta, a} = r_0^2 \left\{ (\hat{e}^\alpha \cdot \hat{e}^\beta) + \frac{1}{m_e} \sum_n \left( \frac{\langle s|p^\beta_s|n\rangle\langle n|p^\alpha_s|s\rangle}{\hbar(\omega - \omega_{ns}) + \frac{i}{2}} - \frac{\langle s|p^\alpha_s|n\rangle\langle n|p^\beta_s|s\rangle}{\hbar(\omega + \omega_{ns})} \right) \right\}^2$$

where we have used the fact that $\langle s|s\rangle = 1$.\(^2\) Immediately we recognize that the $(\hat{e}^\alpha \cdot \hat{e}^\beta)$ term represents the contribution of Thomson scattering, as at very high frequencies both the frequency dependent terms are ignorable, and we will recover Eq (2.5). Thomson scattering is indeed the high frequency limit of the Lorentz model.

To see how Rayleigh scattering and resonant x-ray scattering appear at lower frequencies, we want to combine the three different terms in Eq (2.19). One can expand $(\hat{e}^\alpha \cdot \hat{e}^\beta)$ as a summation over the intermediate states

$$\hat{e}^\alpha \cdot \hat{e}^\beta = \frac{1}{i\hbar} \sum_n \left[\langle s|x_s \cdot \hat{e}^\alpha|n\rangle\langle n|p^\beta_s \cdot \hat{e}^\beta|s\rangle - \langle s|p^\alpha_s \cdot \hat{e}^\alpha|n\rangle\langle n|x_s \cdot \hat{e}^\beta|s\rangle\right]$$

$$= \frac{1}{m_e \hbar} \sum_n \frac{1}{\omega_{ns}} \left[\langle s|p^\alpha_s^2|n\rangle\langle n|p^\beta_s^2|s\rangle + \langle s|p^\beta_s^2|n\rangle\langle n|p^\alpha_s^2|s\rangle\right]$$

\(^2\)A formula similar to Eq (2.19) was first obtained by H. A. Kramers and W. Heisenberg using the correspondence principle in 1925; hence it is called the Kramers-Heisenberg formula [1]. Although in the general Kramers-Heisenberg formula the electron can enter a different final state than $|s\rangle$, here our discussion concerns the special case of elastic scattering.
based on the commutator \([\mathbf{x}, \mathbf{p}] = i\hbar\) and its direct consequence\(^3\) that \(\langle s|\mathbf{p}|n\rangle = im\omega_{ns}\langle s|\mathbf{x}|n\rangle\). It follows that

\[
(\hat{e}^\alpha \cdot \hat{e}^\beta) + \frac{1}{m_e} \sum_n \left( \frac{\langle s|\mathbf{p}_s^\beta|n\rangle\langle n|\mathbf{p}_s^\alpha|s\rangle}{\hbar(\omega - \omega_{ns}) + i\frac{\Gamma}{2\hbar}} - \frac{\langle s|\mathbf{p}_s^\beta|n\rangle\langle n|\mathbf{p}_s^\beta|s\rangle}{\hbar(\omega + \omega_{ns})} \right)
\]

\[
\approx \frac{1}{m_e\hbar} \sum_n \frac{\omega}{\omega_{ns}} \left( \frac{\langle s|\mathbf{p}_s^\beta|n\rangle\langle n|\mathbf{p}_s^\alpha|s\rangle}{\hbar(\omega - \omega_{ns}) + i\frac{\Gamma}{2\hbar}} + \frac{\langle s|\mathbf{p}_s^\beta|n\rangle\langle n|\mathbf{p}_s^\beta|s\rangle}{\hbar(\omega + \omega_{ns})} \right) \quad (2.21)
\]

In order to get the final result, we have assumed that \(\Gamma\) is a very small energy width. Such an expression can then be used in Eq (2.19) to evaluate the cross-section. After some straightforward algebra\(^4\) we find

\[
\left( \frac{d\sigma}{d\Omega} \right)_{e,\alpha\beta} = \left( \frac{r_0}{m_e\hbar} \right)^2 \frac{1}{\omega^2 - \omega_{ns}^2 + i\frac{\omega\Gamma}{\hbar}} \left[ \omega \left( \langle s|\mathbf{p}_s^\beta|n\rangle\langle n|\mathbf{p}_s^\alpha|s\rangle + \langle s|\mathbf{p}_s^\alpha|n\rangle\langle n|\mathbf{p}_s^\beta|s\rangle \right) \right.
\]

\[
+ \omega_{ns} \left( \langle s|\mathbf{p}_s^\beta|n\rangle\langle n|\mathbf{p}_s^\alpha|s\rangle - \langle s|\mathbf{p}_s^\alpha|n\rangle\langle n|\mathbf{p}_s^\beta|s\rangle \right) \left. \right] \quad (2.22)
\]

with which the overall frequency dependence of the cross-section can be better appreciated. We notice that the denominator is strikingly similar to the Lorentz model, Eq (2.14).

We would like to demonstrate that the cross-section can easily be determined at low frequencies as well as at resonance. When \(\omega \to 0\), \((\omega^2 - \omega_{ns}^2 + i\frac{\omega\Gamma}{\hbar})^{-1} \approx \omega_{ns}^{-2}\).

Using the commutation relation \([\mathbf{x} \cdot \hat{e}^\alpha, \mathbf{x} \cdot \hat{e}^\beta] = 0\) we obtain the following identity\(^5\)

\[
\sum_n \frac{1}{\omega_{ns}^2} \left( \langle s|\mathbf{p}_s^\beta|n\rangle\langle n|\mathbf{p}_s^\alpha|s\rangle - \langle s|\mathbf{p}_s^\alpha|n\rangle\langle n|\mathbf{p}_s^\beta|s\rangle \right) = 0 \quad (2.23)
\]

and use it to simplify Eq (2.22), The cross-section thus reduces to the simple form

\[
\left( \frac{d\sigma}{d\Omega} \right)_{e,\alpha\beta; \omega \to 0} = \left( \frac{r_0}{m_e\hbar} \right)^2 \frac{\omega^4}{\omega_{ns}^2} \left( \langle s|\mathbf{p}_s^\beta|n\rangle\langle n|\mathbf{p}_s^\alpha|s\rangle + \langle s|\mathbf{p}_s^\alpha|n\rangle\langle n|\mathbf{p}_s^\beta|s\rangle \right) \quad (2.24)
\]

which indeed shows the frequency dependence of Rayleigh scattering. By resonance we mean that the frequency of the x-ray equals the frequency of a particular

\(^3\)The relation holds because \(\langle s|\mathbf{p}|n\rangle = \langle s|\mathbf{m}_s|\mathbf{H}, \mathbf{x}\rangle|n\rangle = -\frac{im_e(E_n - E_s)}{\hbar}\langle s|\mathbf{x}|n\rangle\).

\(^4\)The calculation is very similar to that between the two equations (A7) and (A8) in Ref. [2].

\(^5\)See (2.166) in Ref. [1] for the proof.
transition \( \omega_{ns} \). Assuming that \( \Gamma \) is small compared to
the energy difference between the intermediate states, we determine
that the transition between \( |s\rangle \) and \( |n\rangle \) dominates the summation. The
cross-section can then be written as

\[
\left( \frac{d\sigma}{d\Omega} \right)_{\epsilon,\alpha\beta;\omega=\omega_{ns}} \approx \left( \frac{r_0}{m_e \Gamma} \right)^2 \langle s|p_s^\beta|n\rangle \langle n|p_n^\alpha|s\rangle^2
\]

(2.25)

The smallness of \( \Gamma \) suggests that the cross-section becomes
significantly enhanced, corresponding to the physical situation of resonant x-ray scattering.

### 2.2.2 Cross-section of x-ray scattering by atoms

We continue our discussion by considering x-ray scattering from atoms and solids.
Assume we have an atom in a well-defined state, with each of the atomic electrons
being accommodated in an eigenstate \( |s\rangle \). When x-rays are scattered, the cross-
section has contributions from all the electrons. Correspondingly we require an additional summation over all the occupied states

\[
\left( \frac{d\sigma}{d\Omega} \right)_{\text{atom},\alpha\beta} = r_0^2 \left( \hat{e}_\alpha \cdot \hat{e}_\beta \right) \sum_s \langle s|e^{-iQ \cdot r_s}|s\rangle
\]

\[
+ \frac{1}{m_e} \sum_{s,n} \left( \frac{\langle s|O^\beta(q)|n\rangle \langle n|O^\alpha(q)|s\rangle}{\hbar(\omega - \omega_{ns}) + i\frac{\Gamma}{2}} - \frac{\langle s|O^\alpha(q)|n\rangle \langle n|O^\beta(q')|s\rangle}{\hbar(\omega + \omega_{ns})} \right)^2
\]

(2.26)

From the Lorentz model we have learned that different scattering behaviors take
place depending on the x-ray frequency with respect to the transition frequencies.
Here we have multiple values of \( \omega_{ns} \) associated with the different states \( |s\rangle \). When x-ray scattering is coming from atoms, it is usually a mixture of Thomson scattering, Rayleigh scattering, and possibly resonant scattering.

In Eq (2.26) we write the cross-section such that the three different terms individually correspond to distinct x-ray scattering processes in the quantum field theory. As we have discussed in the previous section, we want to use the atomic
form factor in describing x-ray scattering by atoms. Since

$$\sum_s \langle s|e^{-i\mathbf{Q}\cdot\mathbf{r}}|s\rangle = \int \sum_s \langle s|s\rangle e^{-i\mathbf{Q}\cdot\mathbf{r}'} d\mathbf{r}' = \int \rho_a(\mathbf{r}')e^{-i\mathbf{Q}\cdot\mathbf{r}'} d\mathbf{r}'$$  \hspace{1cm} (2.27)$$

inside the square of Eq (2.26) the corresponding term is just our $f_0^{\alpha\beta}$ defined in Eq (2.17). Meanwhile, the remaining terms are frequency dependent, and we recognize that these terms are the origin of the dispersion correction. If we use the dipole approximation described in the paragraph before Eq (2.19), on only these two terms, the dispersion correction is a complex function of frequency only. By separating the real part and the imaginary part,

$$f_{\alpha\beta}'(\omega) = \frac{1}{m_e} \sum_{s,n} \text{Re} \left[ \frac{\langle s|\mathbf{p}_s^2|n\rangle\langle n|\mathbf{p}_s^2|s\rangle}{\hbar(\omega - \omega_{ns}) + i\frac{\Gamma}{2}} - \frac{\langle s|\mathbf{p}_s^2|n\rangle\langle n|\mathbf{p}_s^2|s\rangle}{\hbar(\omega + \omega_{ns})} \right]$$ \hspace{1cm} (2.28)

$$f_{\alpha\beta}''(\omega) = \frac{1}{m_e} \sum_{s,n} \text{Im} \left[ \frac{\langle s|\mathbf{p}_s^2|n\rangle\langle n|\mathbf{p}_s^2|s\rangle}{\hbar(\omega - \omega_{ns}) + i\frac{\Gamma}{2}} - \frac{\langle s|\mathbf{p}_s^2|n\rangle\langle n|\mathbf{p}_s^2|s\rangle}{\hbar(\omega + \omega_{ns})} \right]$$ \hspace{1cm} (2.29)$$

Through these definitions we give our interpretation of the three different components in Eq (2.26) for the atomic form factor. It is worth emphasizing that the dipole approximation is the key to get those results in the last two equations. Otherwise the dispersion correction will also shows dependence on the wavevectors $\mathbf{q}$ and $\mathbf{q}'$.\footnote{The fact that we approximate the last two terms in Eq (2.26) using $f'(\omega)$ and $f''(\omega)$ means we would ignore the spatial variation of the dispersion correction. As a consequence, Eq (2.16) is a better approximation of the atomic scattering form factor at small $\mathbf{Q}$ than at big $\mathbf{Q}$. In practice one can ignore the error if the initial states are well-confined states.} Thus, if quadrupole scattering becomes important, the attempt to separate the energy-dependence from the $\mathbf{Q}$-dependence in the atomic form factor shown in Eq (2.16) will fail. In this aspect, we have a general comment on the dipole approximation. See Appendix A.
2.2.3 On the way to x-ray scattering by solids

When atoms are put into a crystal lattice, the electronic structure changes. Continuous bands are developed to accommodate the valence electrons. Other electrons, being deeply buried inside the atoms, remain unaffected and retain their atomic characteristics. Accordingly there are two types of states; electrons are either in valence-band states or in core-level states. X-ray scattering occurs via transitions between the various states. Should any change happen inside the sample regarding the characteristics of those electronic states, we would expect there might be corresponding effects in x-ray scattering. For advanced treatments, our references serve as a valuable source of background knowledge in terms of the formalism as well as various issues addressed in related problems [2, 7, 8].

It is not a difficult task to extend our theory to solids. Given the expression of the cross-section as Eq (2.26), we now understand the states as states of the entire solid. As $|s\rangle$ denote the occupied states, they are associated with the localized core-level states. The intermediate states $|n\rangle$ appearing in the dispersive terms are the unoccupied states. In the solid these will be the states with energies higher than the Fermi energy existing in the valence bands and in the continuum. As for the operators such as $O^\alpha(q)$, they come with the momentum $p_s$ of the electron found it $|s\rangle$. Yet $O^\alpha(q)$ contains a factor $e^{iqr_s}$, which results in a phase difference between the operators. When it comes to determine the properties of scattered x-ray, one should make sure that such a phase shift is properly included.

More can be said about the intermediate states. Showing up in the valence bands, $|n\rangle$ correspond to extended (or localized) states characterized by the continuous momentum $k$. To emphasize this nature, we will denote the states as $|n_k\rangle$. 
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Finally the following expression
\[
\left( \frac{d\sigma}{d\Omega} \right)_{\alpha\beta} = r_0^2 \left( \hat{\epsilon}^\alpha \cdot \hat{\epsilon}^\beta \right) \sum_s \langle s | e^{-i\mathbf{Q} \cdot \mathbf{r}_s} | s \rangle \\
+ \frac{1}{m_e} \sum_{s,k} \left( \langle s | O^\beta_\eta (\mathbf{q}) | n_k \rangle \langle n_k | O^\alpha_\eta (\mathbf{q}) | s \rangle \right) - \frac{\langle s | O^\alpha (\mathbf{q}) | n_k \rangle \langle n_k | O^\beta_\eta (\mathbf{q}) | s \rangle}{h(\omega - \omega_{ks}) + i \frac{1}{2}} \right)^2
\]
emerges. Note for the dispersive correction the summation of the intermediate states is now performed with respect to \( \mathbf{k} \). Eq (2.30) summarizes our remarks about x-ray scattering by solids.

Until one can further specify the quantum states of \(| n_k \rangle\), Eq (2.30) stands as a general formula of the cross-section. Yet we feel this is a perfect timing to advertise our strategy in carrying out the summation over the initial states \(| s \rangle\). By taking advantage of the solid’s lattice structure\(^7\), we write the position (with \( \mathbf{R} \) standing for the lattice points)
\[
\mathbf{r}_s = \mathbf{R} + \mathbf{r}'_s
\]
which in turn also suggests that we consider the summation according to the lattice index
\[
\sum_s = \sum_{\mathbf{R}} \sum_{s(\mathbf{R})}
\]
Here \( s(\mathbf{R}) \) means the the core-level states of the atom located at \( \mathbf{R} \). In this manner we determine Thomson scattering as follows
\[
\sum_s \langle s | e^{-i\mathbf{Q} \cdot \mathbf{r}_s} | s \rangle = \sum_{\mathbf{R}} e^{-i\mathbf{Q} \cdot \mathbf{R}} \sum_{s(\mathbf{R})} \langle s | e^{-i\mathbf{Q} \cdot \mathbf{r}'_s} | s \rangle = f^0(\mathbf{Q}) \sum_{\mathbf{R}} e^{-i\mathbf{Q} \cdot \mathbf{R}}
\]
where we have made use of both Eq (2.8) and (2.27). In the final expression of Eq (2.33), we have naturally move \( f^0(\mathbf{Q}) \) out of the summation for it represents the universal atomic form factor. Written in this particular format, Eq (2.33) is known as the lattice sum. For the dispersive terms we first notice that
\[
\langle s | O^\alpha (\mathbf{q}) | n_k \rangle = \langle s | \mathbf{p}^\alpha_s e^{i\mathbf{q} \cdot (\mathbf{R} + \mathbf{r}_s')} | n_k \rangle \approx e^{i\mathbf{q} \cdot \mathbf{R}} \langle s | \mathbf{p}^\alpha_s | n_k \rangle
\]
\(^7\)We assume that the lattice contains one and only one atom of the same kind in each unit cell.
Once again we have assumed the dipole approximation $e^{i\mathbf{q} \cdot \mathbf{r}_s} \approx 1$ in order to get the final expression. It follows immediately that

$$\frac{1}{m_e} \sum_{s,k} \left( \frac{\langle s|O^{\beta}(\mathbf{q}'|n_k \langle n_k|O^\alpha(q)|s\rangle - \langle s|O^\alpha(q)|n_k \langle n_k|O^{\beta}(\mathbf{q}')|s\rangle}{h(\omega - \omega_{ns})} \right)$$

$$= \sum_{\mathbf{R}} e^{-i\mathbf{Q} \cdot \mathbf{R}} \sum_{s(R),k} \frac{1}{m_e} \left[ \frac{\langle s|p_s^\beta|n_k \langle n_k|p_s^\alpha|s\rangle}{h(\omega - \omega_{ks}) + i\frac{\Gamma_2}{2}} - \frac{\langle s|p_s^\alpha|n_k \langle n_k|p_s^\beta|s\rangle}{h(\omega + \omega_{ks})} \right]$$

(2.35)

In contrast to the case of Thomson scattering, this result does not necessarily correspond to a simple lattice sum. Nevertheless it takes the familiar form as a sum of some localized functions with their phases properly determined in accordance with the lattice positions. With this aspect we have demonstrated that x-ray scattering happens on an atomic basis, regardless of the condition that it is now all in the solid.

### 2.3 Band States in Tight-Binding Description

As described in Eq (2.35) we need to know the band states in order to determine x-ray scattering. Here we provide a brief introduction to band construction based on the description of the tight-binding theory.

In the tight-binding theory band formation is attributed to the overlap of atomic wave functions. For this reason the theory is most useful for describing the energy band that arise from the partially filled $d$-shells of transition metal atoms and for describing the electronic structure of insulators [9]. Let $\psi_k(\mathbf{r})$ be the wave function of $|n_k\rangle$ with momentum $\mathbf{k}$. The Bloch theorem requires the state take the following form

$$\psi_k(\mathbf{r}) = \frac{1}{\sqrt{N}} \sum_{\mathbf{R}} e^{i\mathbf{k} \cdot \mathbf{R}} \varphi_k(\mathbf{r} - \mathbf{R})$$

(2.36)
assuming a monoatomic lattice with $N$ sites. In this expression, $k$ ranges through the $N$ values in the first Brillouin zone consistent with the Born-von Karman periodic boundary condition, and $\varphi_k(r)$ is a localized function. For each $k$, the tight-binding method solves the crystal Schrödinger equation using the atomic orbitals as the basis functions:

$$\varphi_k(r) = \sum_t b_{k,t} \phi_t(r)$$

(2.37)

In the associated eigenvalue problem, simultaneously, the energy will be specified. Being momentum-dependent, the energy becomes a dispersive quantity, which is commonly referred to as the band structure $E(k)$.

In most cases, the summation in Eq (2.37) involves a relatively small number of atomic orbitals. Very often we find that each band is associated with a specific atomic orbital. In these situations, we can approximate the wave function by

$$\psi_k(r) = \frac{1}{\sqrt{N}} \sum_{\mathbf{R}} e^{i\mathbf{k} \cdot \mathbf{R}} \phi^*(r - \mathbf{R})$$

(2.38)

with $\phi^*(r)$ being the dominating component. In the level of this approximation, the momentum matters because of the phase $e^{i\mathbf{k} \cdot \mathbf{R}}$. Indeed, a wave function like this corresponds to a relatively simple state, in which the electron can be found with equal probability in any lattice site.

In the following chapters we will construct the wave function for the CDW state based on the result of Eq (2.38). It will be shown that the CDW state gives more structure in the dispersive terms than the usual valence-band state does.
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In this chapter we will discuss the Peierls theory of CDWs. Instead of the phenomenological model, we will look deep into the formal theory itself. Canonical treatments such as quasiparticle formation and Bogoliubov transformation will be invoked so the physics of CDWs can be best appreciated. Significantly, the theory enables us to determine important properties such as the size of the energy gap and the amplitude of the CMW. Most importantly, we will write down the general wave functions for the electronic states of CDWs. We will see that the precise meaning of the phenomenological descriptions can all be found in this theoretical study. The CDW of $\text{1T-TaS}_2$ will then be introduced using these concepts, in line with some research perspectives on this specific CDW as an interesting correlated-electron system. Combining with the next chapter, this discussion illustrates the importance of the band structure for understanding resonant x-ray scattering.

3.1 CDW Phenomenology

As we have described in the introductory chapter, the LDW is essentially a lattice displacement

$$\Delta u_\mathbf{R} = u_0 \sin(\mathbf{k}_{\text{CDW}} \cdot \mathbf{R})$$  \hspace{1cm} (3.1)$$

which is superimposed on the original lattice to create an extra periodicity. The superstructure creates strong back scattering at $\mathbf{k}_{\text{CDW}}$ inside the Brillouin zone. And just like what happens at the zone boundary, the conduction-band state becomes a superposition of the direct wave function and the back scattering

$$| n_k^{\text{CDW}} \rangle = U_k | n_k \rangle + V_k | n_{k'} \rangle$$  \hspace{1cm} (3.2)$$
where \( k' \) is used to denote the momentum of the back scattering, namely

\[
k' = k + k_{\text{CDW}}
\] (3.3)

Scattering like this is possible only if the electron is scattered into an unoccupied state. Therefore \( k \) and \( k' \) are wavevectors near the Fermi surface. The geometry of these vectors are shown in Figure 3.1. Additionally, we must have

\[
U_k^2 + V_k^2 = 1
\] (3.4)

as required by the normalization condition.

We will demonstrate that Eq (3.2) is the quantum state that describing the CMW. Let us first look at the charge distribution. Using the tight-binding wave function found in Eq (2.38) we can calculate

\[
\langle n_{k_{\text{CDW}}}^{\text{CDW}} | n_{k_{\text{CDW}}}^{\text{CDW}} \rangle = \frac{1}{N} \sum_R | \phi^*(r - R)|^2 \left( 1 + 2U_kV_k \cos(k_{\text{CDW}} \cdot R) \right)
\] (3.5)

which by quantum mechanics is the probability of finding a charge at position \( r \). One will compare this result with the probability due to the un-reconstructed state

\[
\langle n_k | n_k \rangle = \frac{1}{N} \sum_R | \phi^*(r - R)|^2
\] (3.6)

which maintains that a single charge can be found with equal probability in any lattice site. We then conclude that \( | n_{k_{\text{CDW}}}^{\text{CDW}} \rangle \) corresponds to a nonuniform charge occupancy in the lattice. The modulation is a simple sinusoidal wave, with the amplitude determined by the product \( 2U_kV_k \), which we shall correspondingly refer to as the modulation parameter henceforward.

Imagine an electron in the quantum state \( | n_k^{\text{CDW}} \rangle \). According to our result in Eq (3.5), the electron will appear in the troughs (peaks) of the potential of the distorted lattice if the modulation parameter takes positive (negative) values. Apparently the energy will be different between the two situations. The difference is
Figure 3.1: Back scattering on a two-dimensional Fermi surface. When traveling in the distorted lattice, the state $\mathbf{k}$ is subject to an extra momentum $\mathbf{k}_{\text{CDW}}$ and will appear as $\mathbf{k}'$ on the opposite side of the Fermi surface. Accordingly, the quantum state is described as a superposition of $\mathbf{k}$ and $\mathbf{k}'$. For lower-dimensional conductors, there may be parallel portions of the Fermi surface. States on these portions are connected by a single momentum.
called the CDW energy gap. By construction, the Fermi level will appear at the center of the energy gap. This means $|n_{k}^{CDW}|$ with a positive modulation parameter will be a filled quantum state of electrons. Otherwise it is a unoccupied state.

So far we have only talked about individual states. Another important parameter which we do care about is the amplitude of the CMW. To create the full CMW, we need to add up all the reconstructed states. To do so, we will specify the region in the momentum space in which the electronic states are subject to re-construction with non-zero modulation parameters. Let us denote such a region as $\{k\}$. We determine the modulation of the electron density

$$\rho_{CDW}(r) = \frac{2}{N} \sum_{\{k\}} U_k V_k \sum_{R} |\phi^*(r - R)|^2 \cos(\mathbf{k}_{CDW} \cdot \mathbf{R})$$

(3.7)

If we compare this result with Eq (1.1), we find the amplitude of the CMW

$$\rho_1 = 2 \sum_{\{k\}} U_k V_k$$

(3.8)

We can therefore re-write Eq (3.7) as

$$\rho_{CDW}(r) = \frac{1}{N} \rho_1 \sum_{R} |\phi^*(r - R)|^2 \cos(\mathbf{k}_{CDW} \cdot \mathbf{R})$$

(3.9)

### 3.2 Peierls Model of CDW

Let us then steer our focus toward the origin of the CDW state. The mechanism by which CDWs develop is first described in mid 1950’s by Peierls, and independently by Fröhlich [1, 2]. According to the theory, CDWs arise due to the spontaneous symmetry breaking which happens only in conductors with reduced dimensionality. In this section we highlight the theory by giving its most important results. Interested readers are recommended to read the references for further details [3].

We will assume the solid is a one-dimensional metal. Before CDW formation,
conduction-band electrons are considered to be a free electron gas. The Fermi vector and the Fermi energy will be denoted as $k_F$ and $\epsilon_F$, respectively. For convenience we will assume the lattice is a monoatomic lattice.

### 3.2.1 CDW in Mean-Field Theory

In 1954, Frohlich wrote down the equation that defines a CDW Hamiltonian as follows

$$H_0 = \sum_k \epsilon_k a_k^\dagger a_k + \sum_q \hbar \omega_q b_q^\dagger b_q + \sum_{k,q} \tilde{g}_q a_{k+q}^\dagger a_k (b_{-q}^\dagger + b_q)$$

In this equation, $a_k^\dagger$ and $a_k$ are the creation and annihilation operators for the electron states with energy $\epsilon_k$, whereas $b_q^\dagger$ and $b_q$ are the creation and annihilation operators for the phonons with energy $\hbar \omega_q$. Interaction takes place via the last term, which arises because of scattering between the electrons and the phonons. The coupling constant

$$\tilde{g}_q = i \left( \frac{\hbar}{2M\omega_q} \right)^{\frac{3}{2}} |q| \tilde{V}_q$$

is proportional to the Fourier transformation $\tilde{V}_q$ of the ionic potential due to the underlying lattice. $M$ is the ion mass.

**Ground state: the CDW condensate**

Given Eq (3.10) as the Hamiltonian, we ask in what physical state the solid will be found at different temperatures. With suitable assumptions, the problem can easily be solved by standard methods. For example, one can assume that every electron feels an “averaged” potential caused by the lattice and by all other electrons — a crucial assumption called the mean-field approximation. When determining the electron-phonon scattering around the Fermi level, one can use the result of the
well-known Lindhard theory [4]. It turns out the solid will retain its metallic characteristics until the temperature reaches $T^{MP}$, where a phase transition will occur. Known as a CDW condensate, the low-temperature phase consists of a distorted lattice and a periodic modulation of the conduction charge density. Around the Fermi level, quasiparticle excitations exhibit a BCS-type energy gap. Instead of a metal, the solid becomes a semiconductor.

**CDW dispersion and density of states**

In Figure 3.2 we show the electrons’ dispersion relation around the Fermi level. Before CDW formation, the dispersion relation is a continuous function, which can be approximated as

$$\epsilon(k) = \epsilon_F + \hbar v_F \cdot (k - k_F) \quad (3.12)$$

where $v_F = \partial \epsilon / \partial k$ is the Fermi velocity and $\epsilon_F$ is the Fermi energy. After the solid develops the CDW, the dispersion relation becomes

$$E(k) = \epsilon_F + \text{sign}(v_F \cdot (k - k_F)) \left( [\hbar v_F \cdot (k - k_F)]^2 + \Delta^2 \right)^{1/2} \quad (3.13)$$

which, at $k = k_F$, produces an energy gap whose size is $\Delta$

$$2\Delta = 3.52 \; k_B T^{MP} \quad (3.14)$$

The ground state can be obtained by filling the lower branch with electrons. At zero temperature, the upper branch is completely empty. Thermally excited electrons, however, will cross the energy gap when the temperature is different from absolute zero.

From the dispersion relation one can calculate the density of states (DOS) in the solid. Let $N_e(\epsilon)$ and $\varrho(E)$ be the functions of the DOS before and after formation of the CDW state, respectively. As the original dispersion relation is linear, $N_e$ is a constant. By construction, the statement $\varrho(E) \; dE = N_e \; d\epsilon$ must
Figure 3.2: An energy gap is opened at the Fermi level due to CDW formation. Notice that deviations occur only around the Fermi level. In this region, we can replace the original dispersion relation by a linear function.
Figure 3.3: The DOS of the CDW state. Due to CDW formation, states are removed from the energy gap and become densely populated around the edges of the gap.
hold. It follows the DOS of the CDW can be written as

\[
\varrho(E) = N_e \frac{d\varrho}{dE} = \begin{cases} 
\frac{E - \epsilon_F}{\sqrt{(E - \epsilon_F)^2 - \Delta^2}} \cdot N_e & |E - \epsilon_F| > \Delta \\
0 & |E - \epsilon_F| < \Delta 
\end{cases} 
\]

(3.15)

remembering our definition of \(E\) in Eq (3.13). We plot this density of state in Figure 3.3. Note the DOS shows substantial deviations from \(N_e\) in the vicinities of \(\epsilon_F \pm \Delta\). By integrating the difference between \(\varrho(E)\) and \(N_e\), we verify that the excess comes from the gap region

\[
\int_{\epsilon_F + \Delta}^{\infty} \left( \varrho(E) - N_e \right) dE = N_e \cdot \Delta 
\]

(3.16)

The size of the gap is directly proportional to the number of the states that participate in CDW formation.

**The modulation parameter**

We have been using the phrase “reconstruction” when two Bloch states are mixed and their energy re-calculated in the CDW condensate. As we described in the last section, \(U_k\) and \(V_k\) correspond to the amplitudes of the two Bloch waves. This construction turns out to be a simple illustration of the Bogoliubov transformation, provided one recognizes that Bloch waves are the correct basis states to use. Our notation \(U_k\) and \(V_k\) is borrowed directly from the standard Bogoliubov context. With the definition of \(\theta_k\) as

\[
\tan \theta_k = -\frac{\Delta}{\epsilon(k) - \epsilon_F} 
\]

(3.17)

the mean-field theory determines the coefficients

\[
U_k = \sin(\frac{\theta_k}{2}) \\
V_k = \cos(\frac{\theta_k}{2})
\]

(3.18)
Note that the normalization condition Eq (3.4) is automatically satisfied. The modulation parameter in turn can be written as

$$2 U_k V_k = - \frac{\Delta}{\sqrt{(\epsilon(k) - \epsilon_F)^2 + \Delta^2}} \quad (3.20)$$

Using the one-to-one correspondence between Eq (3.12) and (3.13), we can express the modulation parameter as a function of $E(k)$. We plot the function in Figure 3.4. The absolute value of $2 U_k V_k$ is decreasing rather slowly moving away from the energy gap, with the maximum equal to unity at $\epsilon_F \pm \Delta$. Above the gap, $2 U_k V_k$ takes negative values. We associate this behavior with the unoccupied states of the CMW. The fact the $|2 U_k V_k| \leq 1$ means that most of the time the reconstructed states are only partially modulated. The situation is then very similar to the two-fluid model used to describe superfluid $^4$He.

### 3.2.2 Beyond the One-Dimensional Model

Because there are indeed three dimensions in nature, it is very important that we understand our theory of the one-dimensional CDW is only a model. Although we determined $T^{\text{MF}}$ for the CDW phase transition, the mean-field approximation neglects the important role played by fluctuations. In three-dimensions CDW formation concerns ordering not only along the $k_{\text{CDW}}$ direction but also in the directions perpendicular to $k_{\text{CDW}}$. Fluctuations actually prevent the CDW state from forming until the system is cooled to a still lower temperature $T^{^3\text{D}}$. It has been determined that [5]

$$T^{^3\text{D}} \approx 0.25 T^{\text{MF}} \quad (3.21)$$

See the discussion in Figure 3.5. Below $T^{^3\text{D}}$, CDWs are developed with three-dimensional long-range correlations. Properties of the corresponding phase transi-
Figure 3.4: The modulation parameter as a function of reconstructed energy $E$. The function takes negative (positive) values above (below) the energy gap, corresponding to modulation of the unoccupied (occupied) states in this region.
Figure 3.5: In three dimensions, fluctuations become such an important effect that CDW can only develop good spatial order within a finite range. The diminished correlations lift the state’s restriction on appearing inside the mean-field-theory gap. The quasi-particle excitation is then characterized by a dispersion relation with a so-called pseudogap, whose size and shape will change considerably with the temperature. In this figure, the reconstructed DOS is plotted against \((E - \epsilon_F)/(k_B T_{MF})\) at various temperatures (with \(T_c\) equivalent to our \(T_{MF}\)). The DOS is normalized according to the metallic DOS. A gap-like feature begins to emerge around \(T^{3D} = 0.2 \sim 0.3 \ T_{MF}\). Reproduced from Ref. [5].
tions have been studied in various systems [6].

In real materials, Fermi surfaces may correspond to a very complicated geometry. Strong back scattering can happen whenever two areas on the Fermi surface are connected by a single wavevector. Symmetry often allows this to occur in several directions. As a result, the CDW state must be characterized by multiple wavevectors. However, the different components can actually be considered as co-existing one-dimensional CDWs. It will be discussed in the next section that the CDW state of 1\textit{T-TaS}_2 consists of three one-dimensional CDWs. [2]

We use Figure 3.6 to illustrate how states can get reconstructed in a two-dimensional system. In this example, we find large segments of the Fermi surface connected to one another by either \( \mathbf{k}_{\text{CDW1}} \) or \( \mathbf{k}_{\text{CDW2}} \). Energy gaps will be opened at these segments. There will be two independent CDWs. Around the energy gaps the modulation parameter takes nonzero values. As far as the unoccupied CMW states are concerned, we look at states staying outside the Fermi surface. Accordingly we obtain the wavevector set \( \{\mathbf{k}\} \). Outside \( \{\mathbf{k}\} \), states do not participate in forming the CDWs. The DOS remains finite at the Fermi level. The system is characterized as a metal.

### 3.3 CDW of 1\textit{T-TaS}_2

We may begin our discussion of real CDWs. Provided the temperature is not too high (\(< 543 \) K), there will be a distorted lattice plus a conduction-electron density modulation in a 1\textit{T-TaS}_2 crystal [8]. The CDW state of 1\textit{T-TaS}_2 corresponds to three different phases, depending on how the LDW is registered to the lattice. They are the incommensurate (IC) phase existing at high temperatures (\( > 350 \) K), the nearly-commensurate (NC) phase existing at medium temperatures
Figure 3.6: Independent wavevectors $\mathbf{k}_{\text{CDW}_1}$ and $\mathbf{k}_{\text{CDW}_2}$ connect the four groups of states appearing on the opposite sides of the Fermi surface, which, in two-dimension, consists of separate curves. Two CDWs will form. The colored area indicates the wavevector set $\{\mathbf{k}\}$. Due to CDW formation, states in $\{\mathbf{k}\}$ are reconstructed, resulting in a modulated distribution for the unoccupied states. Note the DOS remains finite at the Fermi level. The rectangle represents the zone boundary.
(350 K \sim 180 K), and the commensurate (C) phase existing at low temperatures (< 180 K). Neither of the phase transitions is characterized by any sharp transition. The IC-to-NC-to-C evolution corresponds to a gradual development of long-range correlations.

As we have described in the last section, the CDW of 1T-TaS₂ can be decomposed into three one-dimensional CDWs. To discuss the properties of the component CDWs, we need to explain the crystalline structure and the reciprocal lattice. The crystal of 1T-TaS₂ shows a layered structure [9]. As depicted in Figure 3.7(a), the layers are essentially an Ta sheet sandwiched between two S sheets. Depending on the relative atomic coordinates inside unit cells, there are two types of layers, resulting in a variety of polymorphs with different stacking orders of the basic layers. The 1T polytype consists of the so-called octahedral layers, in which Ta atoms appear at the trigonal-antiprismatic coordinations by S. The crystalline structure corresponds to the trigonal space group $P\bar{3}m1$. One readily notices the large inter-layer distance as the origin of the highly anisotropic electronic characteristic favorable in CDW formation.

The three component CDWs are characterized by their wavevectors as

$$
\begin{align*}
\mathbf{k}_{\text{CDW}1} &= \mathbf{q}_1 + \mathbf{q}_3 \\
\mathbf{k}_{\text{CDW}2} &= -\mathbf{q}_2 + \mathbf{q}_3 \\
\mathbf{k}_{\text{CDW}3} &= -\mathbf{q}_1 + \mathbf{q}_2 + \mathbf{q}_3
\end{align*}
$$

where $\mathbf{q}_3 = \mathbf{c}_0^*/3$. Sitting in the $\mathbf{a}_0-\mathbf{b}_0$ plane, $\mathbf{q}_1$ and $\mathbf{q}_2$ are 60° apart from each other, and each corresponds to the same length of approximately one quarter of $\mathbf{a}_0^*$. See Figure 3.7(b). The lengths and the orientations of these in-plane components are indeed temperature dependent. At room temperature (298 K), $\mathbf{q}_1 = 0.245\mathbf{a}_0^* + 0.068\mathbf{b}_0^*$ and $\mathbf{q}_2 = -0.068\mathbf{a}_0^* + 0.313\mathbf{b}_0^*$ [3]. As temperature decrease these two vectors will rotate. Eventually they become locked at $\mathbf{q}_1 = \mathbf{q}_{1c} \equiv (3\mathbf{a}_0^* + \mathbf{b}_0^*)/13$ and $\mathbf{q}_2 = \mathbf{q}_{2c} \equiv (-\mathbf{a}_0^* + 4\mathbf{b}_0^*)/13$ in the C phase.
Figure 3.7: (a) 1T-TaS$_2$ corresponds to a hexagonal lattice structure, with $a_0 = b_0 = 3.365\text{Å}$ and $c_0 = 5.897\text{Å}$. Each unit cell contains one Ta at $(0, 0, 0)$ and two S at $\pm(\frac{1}{3}, \frac{2}{3}, z)$, where $z \approx 0.25$. The Ta atoms are represented by filled circles. The lattice basis are specified for both the direct lattice and the reciprocal lattice. (b) The unit cell spanned by $a_0^*$ and $b_0^*$. $\mathbf{q}_1$ ($-\mathbf{q}_2$) represents the in-plane component when $\mathbf{k}_{CDW1}$ ($\mathbf{k}_{CDW2}$) is projected onto the $a_0$-$b_0$ plane.
3.3.1 Constructing the LDW

Clearly $k_{\text{CDW}1}$, $k_{\text{CDW}2}$, and $k_{\text{CDW}3}$ are linearly independent. As we will show, this gives the LDW its nature of being a three-dimensional displacement vector. For an atom located at $\bar{r}$, the displacement can be described as a function $\Delta \mathbf{u}(\bar{x}_1, \bar{x}_2)$, with the variables $\bar{x}_1$ and $\bar{x}_2$ being defined as

$$
\bar{x}_1 = q_1 \cdot \bar{r} + t_1 \\
\bar{x}_2 = q_2 \cdot \bar{r} + t_2
$$

As $\bar{x}_1$ and $\bar{x}_2$ will eventually appear in sinusoidal functions, $t_1$ and $t_2$ parameterize the phases of each variable, respectively. Their values are specified by the layer in which the atom dwells.\(^1\) Since the LDW is periodic, one can write the displacement as a Fourier expansion

$$
\Delta \mathbf{u}_j^\alpha(\bar{x}_1, \bar{x}_2) = \sum_{n_1=0}^{\infty} \sum_{n_2=0}^{\infty} \left\{ A_{j,n_1,n_2}^\alpha \sin(2\pi n_1 \bar{x}_1 + 2\pi n_2 \bar{x}_2) + B_{j,n_1,n_2}^\alpha \cos(2\pi n_1 \bar{x}_1 + 2\pi n_2 \bar{x}_2) \right\}
$$

where $\alpha$ stands for the Cartesian coordinates $x,y,z$, $j$ indicates the atom, and $n_1, n_2$ defines the orders of the harmonics. Note the term $(n_1, n_2) = (0, 0)$ must be excluded from the summation. The properties of the LDW such as its amplitude, direction and symmetry are all contained in the coefficients $A_{j,n_1,n_2}^\alpha$ and $B_{j,n_1,n_2}^\alpha$. Thanks to the careful work done by crystallographers using conventional x-ray diffraction, these coefficients have been determined for the NC phase and are tabulated in the literature [3]. Taking advantage of these known values\(^2\) we evaluate $\Delta \mathbf{u}_j^\alpha$ for both Ta and S. The displacement is then combined with the original lattice to create the distorted lattice. In Figure 3.8 we show the LDW in

\(^1\)It is the relative values of $t_1$ (and $t_2$) between different layers that matter in using this parameter in $\Delta \mathbf{u}(\bar{x}_1, \bar{x}_2)$. They need to be correctly chosen so the LDW obey the known symmetry. See section V, part B in Ref. [3]

\(^2\)For notation consistency we change the notation $A_{n_1,n_2}^\mu$ used in the reference to our own notation $A_{j,n_1,n_2}^\alpha$. Same is for $B_{n_1,n_2}^\mu$. 
Figure 3.8: The supercell of the LDW in the NC phase, corresponding to a volume equal to a CDW period. For clarity reason, only the Ta positions are shown. The red crosses indicate the original lattice sites. The displacement has been exaggerated in the \( c_0 \)-direction so it becomes visible for most atoms. The actual displacement is only about 2% of \(|c_0|\) in the \( c_0 \)-direction and about 5% of \(|a_0|\) in the \( a_0-b_0 \) plane. The black straight lines are plotted to show the directions of the three component CDWs.
the NC phase inside a volume of $\sqrt{13}a_0 \times \sqrt{13}b_0 \times 3c_0$. The entire LDW can be obtained by repeating this very same structure with suitable phases in a spatial period equal to this volume, which hence will be referred to as the supercell of the CDW hereafter.

Looking at the internal structure of the supercell, we realize the LDW corresponds to atomic displacement showing both the in-plane component (parallel to the $a_0$-$b_0$ plane) and the out-of-plane component (along the $c_0$-direction). Within each layer, the outer atoms all move inward, resulting in an atomic cluster consisting of thirteen unit cells known as “the stars of David”. Meanwhile, the distances between the atoms at the centers of the clusters are decreased due to the out-of-plane motion of these atoms. There is therefore a direct coupling between the adjacent layers. Although we do not have S shown in the figure, they basically follow the movement of the Ta atoms. The Ta-S bonds essentially maintain the same lengths, regardless of the fact that the lattice is now distorted by the CDW.

### 3.3.2 Characterizing the CMW

For the CMW we are concerned with its size and the corresponding quantum states. This perspective is shared in other studies including CDW transport [11], Hall effect [12] and photoelectron spectroscopy [13]. It should not be surprising that we will begin to talk about the band structure of the valence bands. The CMW is indeed an effect of valence band reconstruction.

To best appreciate the effect, let us describe the CMW in accordance with formation of the LDW. If there is no distortion in the underlying lattice, one will determine the band structure based on the basic structure of the unit cell. In the tight-binding band structure calculation [14], it is shown that in 1T-TaS$_2$ the most
important valence bands are derived from the Ta-$5d$ orbitals and the S-$3p$ orbitals. Moreover, the Ta-$5d$ bands are spontaneously split into non-overlapping subbands, with the lower triply degenerate subband being referred to as the $t_{2g}$ subband and the upper double degenerate subband as the $e_g$ subband. $t_{2g}$ and $e_g$ correspond to bandwidths of 4 eV and of 2.5 eV, respectively. The Fermi level lies in the lower portion of the $t_{2g}$ subband. See\textsuperscript{3} Figure 3.9.

As soon as the material enters the CDW state, the lattice becomes distorted. Correspondingly the band structure will be modified. Technically speaking, we would then determine the band structure for the supercell (Figure 3.8). We obtain the \textit{reconstructed} bands. The fact the supercell contains thirteen times more atoms than the basic unit cell means each band must split into thirteen reconstructed bands. As we are mostly interested in states that stay close to the Fermi level, we show in Figure 3.10 the lowest-lying Ta-$5d$ band and the corresponding reconstructed bands [5].

The CMW takes place in this reconstructed band structure as follows. Consider a cluster of thirteen unit cells. While every Ta owns three $5d$ electrons, formation of the Ta-S covalent bonds uses two electrons, leaving the last electron to create the valence bands. In turn there are total of thirteen band electrons in each cluster. The electrons should then be placed in the reconstructed bands. As Figure 3.10 suggests, we end up with six fully occupied bands, all of which appear at least 0.4 eV below the Fermi energy. In other words, the Fermi surface is conceivably gapped. Meanwhile, the seventh band, now home of the thirteenth electron, shows very little dispersion in all directions except $\Gamma$-$A$. In real space, this means the thirteenth electron is localized in the $a_0$-$b_0$ plane but delocalized in the $c_0$ direction. In fact, the electron will be found at the cluster center. Hence we

\textsuperscript{3}We notice the DOS shown in the Figure 3.9 is actually obtained by assuming a distorted lattice. However, due to the large core-hole lifetime used in the calculation, the DOS will not be sensitive to the change of the lattice.
Figure 3.9: Rather than studying the band structure in the momentum space, one can project the valence bands onto the different atomic orbitals and determine the angular-momentum-projected components of the DOS. It can be clearly seen that formation of the bands is due to the overlaps between the 5d orbital of Ta and the 2p orbital of S. Within the energy range of the Ta-5d bands, two subbands \( t_{2g} \) and \( e_g \), each of which corresponds to a bandwidth of 4 eV and of 2.5 eV, respectively, are separated by a 1-eV-wide band gap. Reproduced from [4]
Figure 3.10: Band structure calculations for wavevectors along high symmetry directions within the unreconstructed Brillouin zone (BZ). (a) Superposition of both, the *unreconstructed* (open circles) and the CDW reconstructed (dots) cases. The fact that there are those six reconstructed bands staying completely below the Fermi level means the Fermi surface is largely gapped. Being partially occupied, the seventh reconstructed band is the only place at the Fermi level where the energy still grows continuously with increasing momentum. (b) Surface and bulk BZ’s. (c) *Reconstructed* (thin lines)-*unreconstructed* (think lines) surface BZ’s correspondence. Reproduced from [5].
determine the charge modulation of the CMW is equal to one electron per cluster\(^4\). A band character analysis indicates that the electron has mostly \(d_{z^2}\) character.

Yet the CMW is a still more interesting phenomena than the reconstructed band structure. In the C phase, CMW transport is characterized by a surprisingly large resistivity, which can not be understood in the context of the conventional CDW theory [17]. Additional mechanisms, acting with or besides the Peierls mechanism, have therefore been invoked to account for the development of the CMW in \(1T\)-TaS\(_2\). Emphasizing the importance of the CMW correlation, Fazekas and Tosatti proposed a theory in which the NC-C phase transition is accompanied by Mott localization of the mentioned thirteenth electron [18, 19]. Indeed, the theory is corroborated by the observation that in the C phase the CMW exhibits a pseudogap of 150 \(\sim\) 200 meV at the Fermi level [20].

The fact that the CMW demands a different mechanism to account for its development indicates the CMW does not necessarily share the same spatial structure with the LDW. It is therefore of great importance to ask whether one can directly measure the spatial structure of the CMW, for example, by using resonant x-ray diffraction.

### 3.4 Summary

In this chapter we performed a theoretical study the CDW of \(1T\)-TaS\(_2\). It is found there are three coexisting one-dimensional components in this CDW. The LDW is characterized by the \(\sqrt{13}\times\sqrt{13}\times3\) supercell, in which all the atomic displacements are known. Meanwhile, the CMW is a rather small charge density modulation in

\(^4\)For simplicity we assume that one can ignore the temperature dependence of the CDW amplitude.
the conduction bands, with the corresponding wave function being made of the Ta
$5d_{z^2}$ orbital. When the CDW is cooled from the N-C phase into the C phase, the
CMW is subject to some fundamental changes in its energy and spatial structures.
In the next chapter, we shall then study how these properties determine x-ray
diffraction from this interesting CDW.


When x-ray scattering was discussed in Chapter 2, our results were given based on the physical concept of the cross-section. Here however, for x-ray diffraction, we must take into account the important relative phases of scattering created by individual scatterers, together with the general (and profound) effects such as absorption and extinction. For the CDW, as far as the phenomenology is concerned, the LDW and the CMW can be viewed as two independent superstructures in $1T$-TaS$_2$. In this chapter, we will explain how x-ray diffraction is created by each kind of the two superstructures. The discussion will be given in the framework of the kinematic theory of x-ray diffraction. As we will point out, x-ray absorption plays an important role in resonant x-ray diffraction. In the kinematic theory, the corresponding effect is described by the absorption correction $\mu^{-1}$, where $\mu$ is the absorption coefficient. For comparison, we will also study x-ray diffraction by the lattice structure of $1T$-TaS$_2$ at the Bragg peaks, taking into account the effect of resonant x-ray scattering. As we found resonant x-ray diffraction indeed results from an intriguing interplay between x-ray scattering and x-ray absorption, this careful study of the diffraction theory proves to be the key to understanding the energy dependence of the intensities of the CDW satellites.

### 4.1 CMW Effect in X-ray Scattering

We have shown that the CMW is a phenomenon in the valance bands. In x-ray scattering, this means its effect is considered in the dispersion correction, suggesting we look carefully into the results given in Section 2.2.3. As required by
Eq (2.35), we must know the matrix elements. In order to do so, we recall the reconstructed state of the CDW in Eq (3.2). Let us create a shorthand

\[ M_s^{\beta\alpha} \equiv \frac{1}{N} \langle s| \mathbf{p}_s^{\beta} | \phi^s \rangle \langle \phi^s | \mathbf{p}_s^{\alpha} | s \rangle \]  

(4.1)

which enables us to write down the following expression for the product of the matrix elements\(^1\)

\[ \langle s| \mathbf{P}_s^{\beta} | n_k^{\text{CDW}} \rangle \langle n_k^{\text{CDW}} | \mathbf{P}_s^{\alpha} | s \rangle = (1 + U_k V_k e^{i k_{\text{CDW}} \cdot \mathbf{R}} + U_k V_k e^{-i k_{\text{CDW}} \cdot \mathbf{R}}) M_s^{\beta\alpha} \]

\[ = \left( 1 + 2 U_k V_k \cos(k_{\text{CDW}} \cdot \mathbf{R}) \right) M_s^{\beta\alpha} \]  

(4.2)

A similar result can be found for \[ \langle s| \mathbf{P}_s^{\beta} | n_k^{\text{CDW}} \rangle \langle n_k^{\text{CDW}} | \mathbf{P}_s^{\alpha} | s \rangle \]. We notice this is the same sinusoidal function describing the charge distribution in Eq (3.5). Indeed, there exists a close relation between the charge distribution and the atomic scattering. We give our discussion as follows.

### 4.1.1 CMW-modulated atomic form factor

As we wrote down Eq (2.35) for x-ray scattering from a solid, we noted that the equation becomes a simple lattice sum if one can actually show that the nested summation does not depend on \( \mathbf{R} \). Eq (4.2), however, maintains that there are additional structures caused by the CMW in the dispersive terms. Once the CDW is formed in the solid, we have this special region \( \{ \mathbf{k} \} \) in momentum space, in which we have only states with non-vanishing \( U_k V_k \)'s. If we define

\[ \bar{f}_{\alpha\beta}(\omega) \equiv \frac{2}{m_e} \sum_{s,k \in \{ \mathbf{k} \}} \text{Re} \left[ \frac{M_s^{\beta\alpha} U_k V_k}{\hbar(\omega - \omega_{ks}) + i \frac{\Gamma}{2}} - \frac{M_s^{\alpha\beta} U_k V_k}{\hbar(\omega + \omega_{ks})} \right] \]  

(4.3)

\[ \bar{f}''_{\alpha\beta}(\omega) \equiv \frac{2}{m_e} \sum_{s,k \in \{ \mathbf{k} \}} \text{Im} \left[ \frac{M_s^{\beta\alpha} U_k V_k}{\hbar(\omega - \omega_{ks}) + i \frac{\Gamma}{2}} - \frac{M_s^{\alpha\beta} U_k V_k}{\hbar(\omega + \omega_{ks})} \right] \]  

(4.4)

\(^1\)To get this result, one will need Eq (2.38) for the the tight-binding state \( |n_k\rangle \). Also recall that \( |s\rangle \) represents the core-level state and therefore is localized at \( \mathbf{R} \).
we can rewrite Eq (2.35) for x-ray scattering by the solid as

$$\sum_{\mathbf{R}} e^{-i\mathbf{Q} \cdot \mathbf{R}} \left[ \frac{\langle s| \mathbf{P}_s^\beta | n_k \rangle \langle n_k | \mathbf{P}_s^\alpha | s \rangle - \langle s| \mathbf{P}_s^\alpha | n_k \rangle \langle n_k | \mathbf{P}_s^\beta | s \rangle}{\hbar(\omega - \omega_{k_s}) + i \frac{\Gamma_{k_s}}{2}} \right]$$

$$= \sum_{\mathbf{R}} e^{-i\mathbf{Q} \cdot \mathbf{R}} (f'_{\alpha\beta} + i f''_{\alpha\beta}) + \sum_{\mathbf{R}} e^{-i\mathbf{Q} \cdot \mathbf{R}} (\tilde{f}'_{\alpha\beta} + i \tilde{f}''_{\alpha\beta}) \cos(k_{\text{CDW}} \cdot \mathbf{R}) \quad (4.5)$$

where we have used both Eq (2.28) and (2.29) for $f'_{\alpha\beta}$ and $f''_{\alpha\beta}$. This result should then be combined with Thomson scattering to get the cross-section. Let $\tilde{f}_{\alpha\beta} = \tilde{f}'_{\alpha\beta} + i \tilde{f}''_{\alpha\beta}$. We find scattering occurs with

$$\left( \frac{d\sigma}{d\Omega} \right)_{\text{CMW},\alpha\beta} = r_0^2 \left| \sum_{\mathbf{R}} e^{-i\mathbf{Q} \cdot \mathbf{R}} (f_{\alpha\beta}(\mathbf{Q}, \omega) + \tilde{f}_{\alpha\beta}(\omega) \cos(k_{\text{CDW}} \cdot \mathbf{R})) \right|^2 \quad (4.6)$$

One can give this result a simple interpretation. In the presence of the CMW, atoms continue to scatter x-rays. In addition, $\tilde{f}_{\alpha\beta}$ represents scattering by the unoccupied CMW states ($U_{kV_k} < 0$). As the sinusoidal function suggests, the atomic form factor is modulated by the CMW. One can therefore regard the CMW as a superstructure. We note that in his recent work, Abbamonte adopted the same physical picture for a similar problem [6].

4.1.2 Estimating $\tilde{f}_{\alpha\beta}$

As $\tilde{f}_{\alpha\beta}$ appears as a modulation of the atomic form factor, we want to determine its relative size with respect to the dispersion correction ($f'_{\alpha\beta} + i f''_{\alpha\beta}$). Since these functions are both constructed by summing over some certain intermediate states, the number of the states which are involved in each summation can serve as a simple estimate of the size of these functions. Accordingly, we create a model of the valence-band states of $1T$-TaS$_2$. See the discussion in Figure 4.1. Around the Fermi level, we identify the low-lying Ta-$5d_{z^2}$ band, within which the CMW is constructed in the fashion of the Peierls theory. The degree of the CMW modulation can then
be plotted as a function of energy, leading to this narrow peaked feature in the Figure at the edge of the energy gap. The conclusion is that most of the bands remain unaffected by the CMW reconstruction. As a result, the CMW has only a limited effect on the valence-band states. In terms of the atomic form factor, this means

$$|\tilde{f}_{\alpha\beta}| \ll |f'_{\alpha\beta} + if''_{\alpha\beta}| \quad (4.7)$$

Using this model we attempt to determine whether the CMW is a measurable effect in x-ray scattering experiments. It is evident that $\tilde{f}_{\alpha\beta}$ corresponds to a very specific range of x-ray frequency. In addition, the smallness of $\tilde{f}_{\alpha\beta}$ actually makes it still more challenging to see the CMW modulation of the atomic scattering form factor.

### 4.1.3 CDW satellites

Having Eq (4.6) in hand, one will still need to carry out the summation to see the $Q$-dependence of the cross-section. From the derivation given in Appendix B, we rewrite the cross-section as

$$\left( \frac{d\sigma}{d\Omega} \right)_{CMW,\alpha\beta} = Nr_0^2 \left\langle |f_{\alpha\beta}|^2 \sum_R e^{iQ\cdot(R-R_0)} \right. \right.
+ \left. \frac{1}{4} |\tilde{f}_{\alpha\beta}|^2 \left( \sum_R e^{iQ^+\cdot(R-R_0)} + \sum_R e^{iQ^-\cdot(R-R_0)} \right) \right\rangle \quad (4.8)$$

where $Q^\pm = Q \pm k_{CDW}$, $R_0$ stands for any arbitrary point chosen to be the origin of the lattice, and $\langle \quad \rangle$ means an average over all $R_0$ [9]. Since we have not included any fluctuation in the problem, we can safely drop the average in the present calculation. We note that Eq (4.6) contains separate lattice sums. We should then recall for a sufficiently large lattice, the lattice sums take finite values only around discrete points in the $Q$-space. Given $R$, those points form the so-called reciprocal
Figure 4.1: Based on the discussion in Section 3.3.2, we construct the valence bands of 1T-TaS$_2$. The blue curve mimics the joint DOS of the calculated Ta-5$d$ bands (see Figure 3.9) and the continuum beginning at 3.8 eV above the Fermi energy [4]. According to the band structure, the low-lying 5$d_{z^2}$ band is partially filled by one electron. The underlying area of the DOS therefore corresponds to a total of 4.5 empty (unoccupied) states per Ta atom. The red curve represents the degree of the CMW modulation. It is obtained by multiplying the DOS of the 5$d_{z^2}$ band with the modulation parameter Eq (3.20). The result is then scaled to make sure that the underlying area is equal to 1/13 empty states per Ta atom.
lattice. Hence only if any of the three vectors \( Q, Q^+ \) and \( Q^- \) coincides with a reciprocal lattice vector \( G \) will the cross-section given in Eq (4.8) be non-vanishing. In other words, scattering takes place around

\[
\begin{align*}
\mathbf{Q} &= \mathbf{G} \\
\mathbf{Q} &= \mathbf{G} \mp \mathbf{k}_{CDW}
\end{align*}
\]  

(4.9)

For x-ray diffraction, these are the so-called Laue conditions for the observation of the Bragg peaks and of the CDW satellite peaks, respectively. We will then refer to the corresponding lattice sums as the Bragg reflections and the CDW satellite reflections.

**Adding the LDW**

Still more interesting is the situation when we have both the CMW and the LDW into the lattice. For the lattice sums appearing in Eq (4.8), we then substitute \( \mathbf{R} \) with a distorted lattice position \( \mathbf{R} + \mathbf{u}_0 \sin(\mathbf{k}_{CDW} \cdot \mathbf{R}) \) and re-calculate the cross-section. Using the approximation\(^2\)

\[
\sum_{\mathbf{R}} e^{i\mathbf{X} \cdot (\mathbf{R} + \mathbf{u}_0 \sin(\mathbf{k}_{CDW} \cdot \mathbf{R}) - \mathbf{R}_0 - \mathbf{u}_0 \sin(\mathbf{k}_{CDW} \cdot \mathbf{R}_0)}) \\
\approx |J_0|^2 \sum_{\mathbf{R}} e^{i\mathbf{X} \cdot (\mathbf{R} - \mathbf{R}_0)} + |J_1|^2 \sum_{\mathbf{R}} e^{i\mathbf{X}^+ \cdot (\mathbf{R} - \mathbf{R}_0)} + |J_1|^2 \sum_{\mathbf{R}} e^{i\mathbf{X}^- \cdot (\mathbf{R} - \mathbf{R}_0)}
\]  

(4.10)

we find the LDW effectively causes the lattice sums to split into higher-order structures. This is true for both the Bragg reflection and the CDW satellite reflections. In Eq (4.10), \( \mathbf{X}^\pm = \mathbf{X} \pm \mathbf{k}_{CDW} \), where \( \mathbf{X} = \mathbf{Q}, \mathbf{Q}^\pm \); \( J_i \) is the \( i \)-th order Bessel function evaluated at \( \mathbf{X} \cdot \mathbf{u}_0 \). In short, the cross-section now corresponds to non-vanishing reflections at \( \mathbf{Q} = \mathbf{G}, \mathbf{G} \mp \mathbf{k}_{CDW} \), and \( \mathbf{G} \mp 2\mathbf{k}_{CDW} \). Consult the illustration\(^3\) given

\(^2\)This result is easily be verified using the Jacobi-Anger generating function for Bessel function \( J_n(z) \):

\[
e^{iz \sin \theta} = \sum_{n=-\infty}^{\infty} e^{in\theta} J_n(z)
\]

\(^3\)Compared to Eq (4.8), it is evident that the “secondary” CDW satellites at \( \mathbf{G} \mp 2\mathbf{k}_{CDW} \)
in Figure 4.2.

With regards to the structural study of the CMW, the “primary” satellite-reflections \( \mathbf{G} \mp \mathbf{k}_{\text{CMW}} \) readily distinguish themselves from the others. For the cross-section of these reflections, we find

\[
\left( \frac{d\sigma}{d\Omega} \right)_{\text{CDW},\alpha\beta}^{Q\sim \mathbf{G}^\mp} = N\tau_0^2 \left( |f_{\alpha\beta}|^2 |J_1(\mathbf{Q} \cdot \mathbf{u}_0)|^2 + \frac{|\tilde{f}_{\alpha\beta}|^2}{4} |J_0(\mathbf{Q}^\mp \cdot \mathbf{u}_0)|^2 \right) \sum_{\mathbf{R}} e^{i\mathbf{Q}^\mp \cdot \mathbf{R}} \tag{4.11}
\]

In the parenthesis, the \(|J_1|^2\) term corresponds to the satellite structure derived from the Bragg reflection \( \mathbf{G} \). One can therefore attribute this contribution to the superstructure of the LDW. Representing the LDW amplitude, \( \mathbf{u}_0 \) is small by nature. Numerically, \(|J_1|^2 \ll |J_0|^2\). Hence the LDW contribution is subject to a more serious reduction than the CMW contribution. Apart from the Bessel functions, the cross-section is basically a sum of scattering from the LDW and from the CMW. On this account, scattering turns out to be additive for these satellites\(^4\).

### 4.2 Kinematic Theory of X-ray Diffraction

Although we have used a monoatomic lattice to derive the cross-section, the result can easily be generalized for \(1T\)-TaS\(_2\). As suggested in Eq (4.11), scattering due to the LDW (CMW) is a product of the \(|f_{\alpha\beta}|^2\) (\(|\tilde{f}_{\alpha\beta}|^2\)), \(|J_1|^2\) (\(|J_0|^2\)) and the lattice sum. If there is more than one atom in each unit cell, we would rather use the arise as a combined effect of the co-existing superstructures of the CMW and of the LDW. Furthermore, we note that the satellite series ends at \( \mathbf{G} \mp 2\mathbf{k}_{\text{CDW}} \) is due to our assumption of the sinusoidal CMW and LDW. In fact, one may tend to guess that certain satellites have their intensities depend solely on the CMW effect (for example, Ref. [6]). This is again an artifact for the same reason. In experiments, one can easily observe high order satellites caused by the LDW[3]. As the CMW and the LDW correspond to similar structures, it is unlikely that the CMW effect can exclusively stand out in the reciprocal space.

\(^4\)This statement holds true even when the CMW and the LDW show different spatial structures. See Appendix B.
Figure 4.2: Schematic of the creation of the CDW satellites. Reflections split in accordance with the CDW wavevector $k_{\text{CDW}}$. As neither the CMW nor the LDW is assumed to contain any high-order harmonics, two satellites will appear around every reflection each time a superstructure is introduced. Because the CMW is a modulation of the atomic scattering form factor, satellites are characterized by the functions $\tilde{f}_{\alpha\beta}$ v.s. $f_{\alpha\beta}$. In contrast, the LDW is a real structural change. This is manifested by the satellites’ dependence on the displacement $u_0$ via the two Bessel functions $J_1$ and $J_0$. 
structure factor

\[ F_{\alpha\beta}(Q, \omega) = \sum_j f_{j,\alpha\beta}(Q, \omega) \cdot e^{iQ \cdot d_j} \]  

(4.12)

in the place of the atomic form factor\(^5\). In this definition, the summation runs over all the atoms in the unit cell, and \(d_j\) is the position of the \(j\)th atom inside the unit cell. It follows that the LDW component of the cross-section

\[ \left( \frac{d\sigma}{d\Omega} \right)_{Q \sim G^\pm, \alpha\beta} = N r_0^2 |F_{\alpha\beta}|^2 \left| J_1(Q \cdot u_0) \right|^2 \sum R e^{iQ \cdot R} \]  

(4.13)

Similarly, we define a modulated structure factor made of \(\tilde{f}_{\alpha\beta}\)

\[ \tilde{F}_{\alpha\beta}(Q, \omega) = \sum_j \tilde{f}_{j,\alpha\beta}(Q, \omega) \cdot e^{iQ \cdot d_j} \]  

(4.14)

and write the CMW component of the cross-section

\[ \left( \frac{d\sigma}{d\Omega} \right)_{Q \sim G^\pm, \alpha\beta} = \frac{1}{4} N r_0^2 |\tilde{F}_{\alpha\beta}|^2 \left| J_0(Q^\pm \cdot u_0) \right|^2 \sum R e^{iQ \cdot R} \]  

(4.15)

**Measured intensity of the satellite peaks**

The theory of kinematic diffraction can then be used to describe the intensity of x-ray scattering associated with the cross-sections \([3]\). Given Eq (4.13), we find the LDW component of the intensity

\[ I_{LDW,\alpha\beta}^G = \left( \frac{1}{2\mu} \right) \left| J_1(G^\pm \cdot u_0) \right|^2 \frac{r_0^2 \lambda^3 |F_{\alpha\beta}|^2}{v_c^2 \sin 2\theta} I_0 \]  

(4.16)

where \(I_0\) is the intensity of the incident beam, \(v_c\) is the volume of the unit cell, and \(\theta\) is the diffraction angle. Similarly we determine the CMW component

\[ I_{CMW,\alpha\beta}^G = \left( \frac{1}{8\mu} \right) \left| J_0(G \cdot u_0) \right|^2 \frac{r_0^2 \lambda^3 |\tilde{F}_{\alpha\beta}|^2}{v_c^2 \sin 2\theta} I_0 \]  

(4.17)

\(^5\)One can assume that the internal structure of the unit cells does not change when the lattice is distorted. In the LDW, unit cells are displaced as rigid objects.
When these two components are added together, the result describes the measured intensity of the CDW satellite peaks at $\mathbf{G} \equiv \mathbf{k}_{\text{CDW}}$. In these expressions, $\mu$ is the absorption coefficient, which can be related to the structure factor via

$$
\mu(\omega) = -4\pi \left( \frac{r_0 c}{v_c \omega} \right) \text{Im}[F_{\alpha\alpha}(Q, \omega)]_{Q=0}
$$

(4.18)

Through $\mu$, kinematic diffraction actually places more emphasis on the imaginary part of the structure factor than the real part. Correspondingly, the intensities will show different frequency behavior from the cross-sections.

### Intensity of the CDW satellite peaks of $1T$-TaS$_2$

As an immediate application of the theory, let us determine the intensity of the primary CDW satellite peaks when x-ray is scattered off by $1T$-TaS$_2$. Recall the construction of the LDW in Section 3.3.1. The distorted lattice has actually been determined for the CDW. The corresponding supercell can then be used in Eq (4.12) to calculate $F_{\alpha\beta}$. For the CMW, whose structure has only been described by theorists$^6$, let us assume a charge density distribution in accordance with the model given in Section 3.3.2 and create a hypothetical $\tilde{F}_{\alpha\beta}$. Since we now calculate the intensity with the supercell, we no long need those Bessel functions$^7$. Collecting these results together means the intensity of the satellites is

$$
I_{1T-\text{TaS}_2,\alpha\beta}^{G^*} = \left( \frac{1}{2\mu} \right) \frac{r_0^2 \lambda^3 I_0}{v_c^2 \sin 2\theta} \left( |F_{\alpha\beta}|^2 + \frac{1}{4} |\tilde{F}_{\alpha\beta}|^2 \right)
$$

(4.19)

Again the contributions from the LDW and from the CMW are explicitly separated. Whenever this equation is evaluated, it is important to remember that $F_{\alpha\beta}$, $\tilde{F}_{\alpha\beta}$ and $v_c$ are defined for the CDW supercell.

$^6$For example, from the band structure calculations by Wilson [2] and by Bovet [5].

$^7$Another way to see this is from the understanding that the Bessel function appearing in Eq (4.16) is the lowest order approximation of the LDW. Since we have used the true coordinates and get the superstructure, we can safely drop the Bessel function. For the CMW, because $u_0$ is very small, $J_0 \approx 1$ anyway.
We remark that kinematic diffraction can be used to describe the CDW satellite peaks because the satellites are intrinsically weak peaks. Moreover, the finite CDW correlation implies that the CDW has enough disorder to prevent secondary scattering from occurring. However, neither of these conditions will hold for the Bragg peaks. As we will describe in the next section, we must take a very different approach to determining the intensities of Bragg peaks.

4.3 Dynamical Theory of X-ray Diffraction

Indeed, the CDW affects the Bragg peaks. The question is how much. As far as the cross-section is concerned, the Bragg reflection is a sum of two separate contributions, namely from the LDW

\[ \left( \frac{d\sigma}{d\Omega} \right)_{LDW,\alpha\beta}^{Q-G} = N r_0^2 |F_{\alpha\beta}|^2 |J_0(Q \cdot u_0)|^2 \sum_R e^{iQ \cdot R} \]

as well as from the CMW

\[ \left( \frac{d\sigma}{d\Omega} \right)_{CMW,\alpha\beta}^{Q-G} = N r_0^2 |F_{\alpha\beta}|^2 \left( \frac{|J_1(Q^+ \cdot u_0)|^2}{4} + \frac{|J_1(Q^- \cdot u_0)|^2}{4} \right) \sum_R e^{iQ \cdot R} \]

Taking advantage of the smallness of \( u_0 \), we make use of the two approximations \( J_0 \approx 1 \) and \( J_1 \approx (Q^+ \cdot u_0)/2 \ll 1 \). Hence it is legitimate to neglect the CDW effect at Bragg peaks.

Compared with CDW satellite peaks, Bragg peaks are really strong. In experiments, one readily looks for Bragg peaks with big structure factors. Whenever there is a strong reflection, certain amount of x-ray must be removed from the forward direction. In turn the intensity of the incident field decreases. In Figure 4.3, we illustrate the situation corresponding to reflection from the \( j \)th atomic layer. Given \( T_j \) as the amplitude of the incident field, we are concerned with the amplitudes of the reflection \( S_j \) and of the transmission \( T_{j+1} \). From Fresnel diffraction [8],
Figure 4.3: Schematic of partial transmission (solid line) and partial reflection (broken line) due to a single atomic layer $j$ inside a crystal. $T_j$: the incident field; $T_{j+1}$: the transmission field; $S_j$: the reflection field. The propagation of each field can be understood according to the theory of Fresnel diffraction. On the upper right corner, we indicate the occurrence of secondary scattering.
one can easily derive

\[ S_j = -igT_j \]  \hspace{2cm} (4.22) \\

\[ T_{j+1} = (1 - ig_0)T_j \]  \hspace{2cm} (4.23)

In these expressions, \( g \) is directly related to the structure factor via

\[ g = \frac{\lambda r_0 d}{v_c \sin \theta} F_{\alpha\beta} \]  \hspace{2cm} (4.24)

and is therefore a function of \( Q \) as well as of \( \omega \). Accordingly we shall introduce a useful constant \( g_0 \), which is defined to be \( g \)’s value in the forward direction. Also shown in the Figure is the secondary reflection taking place at where \( S_j \) hits layer \( j - 1 \). This “down-going” reflection will naturally become part of \( T_j \), and the same story will be repeated for indefinite times. Nevertheless, there will be some transmission of \( S_j \) that succeeds in going all the way to the top layer. Collecting all such transmissions emerging from the surface, we find the amplitude of the diffracted field \( S_0 \). This amplitude should then be squared, and we obtain the intensity of the diffraction peak which one will hopefully measure in experiments.

Because of secondary scattering, there is strong interference between the transmission fields and the reflection fields. To determine these fields, one needs to establish a set of coupled equations and solve \( T_j \) and \( S_j \). Instead of treating the problem like a math quiz, however, let us describe the fields using what we have learned in physics. For simplicity, we will assume there is no x-ray absorption in the crystal. Suppose we sit at a Bragg peak position. The strong reflection means the incident field experiences a substantial reduction along the traveling direction. In other words, there is a strong extinction of the incident field. The fact that x-ray can not reach the deep portion of the crystal implies a total reflection at the surface. \( S_0 = T_0 \): we have a 100% reflectivity. In fact, \( S_j = T_j \) for all \( j \), which can mostly easily be seen by the reversibility of light. Hence we conclude that at
Bragg peaks the transmission fields and reflection fields must combine with equal amplitudes and will create standing waves in the crystal. The amplitude of the standing waves decreases exponentially with increasing depth. Let us denote the corresponding characteristic length of the decay as $\eta$ — the so-called extinction depth.

We can then move off the perfect Bragg condition. As soon as this happen, the phase difference between $T_j$ and $T_{j+1}$ deviates from 180°. Extinction weakens. This effect will be compensated, however, as more layers become involved and maintain the total reflection $S_0$ equal to $T_0$. Hence there is a finite range of the incident angle, in which we can have perfect reflectivity. Eventually $\eta$ hits the infinity. At this point, there is no appreciable decay in the incident field. We recover the situation of kinematic diffraction. Going any further will simply cause the reflectivity to drop like falling off from a peak in kinematic diffraction, as the entire crystal has been used to create the reflection.

Let us look at how secondary scattering is considered in the standard treatment of x-ray diffraction by a perfect crystal. In the Darwin-Prins theory of dynamical x-ray diffraction [3], angular deviation from the center of a Bragg peak is measured by

$$x_c = m\pi \frac{\zeta}{g} - \frac{g_0}{g}$$

where $m$ is the order of the Bragg peak, and $\zeta \equiv \Delta G/G$ is the relative deviation from the reciprocal point $G$. It is noticed that the Bragg peak has its center appear at $\zeta_0 \equiv g_0/m\pi$. This results from the fact that inside the crystal the effective wavelength of x-ray has been changed. Using this parameter one can
write the amplitude reflectivity

\[ r(x_c) = \frac{S_0}{T_0} = \begin{cases} 
(x_c + \sqrt{x_c^2 - 1})^{-1} & \text{for } \text{Re}[x_c] \geq 1 \\
(x_c + i \sqrt{1 - x_c^2})^{-1} & \text{for } |\text{Re}[x_c]| \leq 1 \\
(x_c - \sqrt{x_c^2 - 1})^{-1} & \text{for } \text{Re}[x_c] \leq -1
\end{cases} \quad (4.26) \]

By calculating the squared norm of this function, one will obtain the intensity reflectivity. Once plotted, the function \(|r(x_c)|^2\) vs \(\text{Re}[x_c]\) is known as the Darwin reflectivity curve. From Eq (4.26), it is noticed that if \(x_c\) is a real number, the Darwin reflectivity curve corresponds to a symmetric function about \(x_c = 0\). To the extend that one can completely ignore x-ray absorption, the Darwin reflectivity curve represents a universal characteristic for all Bragg peaks. As Figure 4.4 shows, there is this region \(-1 \leq \text{Re}[x_c] \leq 1\) in which we have a 100% reflectivity.

In units of \(x_c\), this reflectivity “plateau” corresponds to a constant width equal to 2. Beyond this region, reflectivity decreases rather quickly. Far away from the plateau, the Darwin reflectivity curve looks like \(x_c^{-2} \sim |F_{\alpha\beta}|^2\). Diffraction is then characterized by kinematic diffraction.

The interesting characteristic of the Darwin reflectivity curve should be considered along with other two very important physical quantities. For the reflectivity plateau shown in Figure 4.4, the Darwin-Prins theory gives\(^8\)

\[ \omega_{\text{total}} = \frac{2}{m\pi} \tan \theta \frac{\text{Re}[g^{-1}]}{\text{Re}[g^{-1}]} \quad (4.27) \]

as the corresponding angular width. Known as the angular Darwin width, this quantity defines the angular acceptance associated with a Bragg peak for a given energy. For the extinction depth, we find

\[ \eta = \frac{d}{2\text{Re}[g\sqrt{1 - x_c^2}]} \quad (4.28) \]

\(^8\)Note we have carefully formulated the expression so it can handle complex \(x_c\). This is crucial for structure factors that contain large imaginary components.
Figure 4.4: The Darwin reflectivity curve of the (002) Bragg diffraction peak of $1T$-TaS$_2$ under two very different situations. At very high energies, it is legitimate to ignore x-ray absorption. The curve will then show a flat top of 100%-reflectivity in $-1 \leq \text{Re}[x_c] \leq 1$. (Indeed, $x_c$ is a real number if there is no absorption.) Outside this region, the reflectivity falls like $x_c^{-2} \sim |F_{\alpha\beta}|^2$, which can be related to the result of kinematic diffraction mentioned in Eq (4.16). At 9.841 KeV (close to the Ta-L$_3$ edge), there exists considerable x-ray absorption. As expected the reflectivity will be reduced. The curve becomes asymmetric.
In our description of dynamical diffraction, we argued that the extinction depth must diverge at the edges of the plateau of the Darwin reflectivity curve. Such a behavior can clearly be checked if we make $x_c \rightarrow \pm 1$ in Eq (4.28), assuming no x-ray absorption.

If absorption is not negligible, both $g$ and $g_0$ (and hence $x_c$) become complex numbers. The Darwin reflectivity curve is no longer symmetric about $x_c = 0$. The intensity of a Bragg peak varies as a function of the diffraction angle. In experiments, it is therefore very important to specify how the intensity is measured.

Without worrying about the issue of a uniform cross-section for the incident x-ray beam, we will call the integration

$$I_{G TaS_2}^G = \omega_D^{\text{total}} \int |r(x_c)|^2 d(\text{Re}[x_c])$$

(4.29)

the integrated intensity of Bragg peaks. As it will be shown in Chapter 6, in our diffraction experiment we succeeded in measuring the integrated intensities for several Bragg peaks. As far as the measured intensity is concerned, the dynamic theory is very different from the kinematic theory in how the structure factor $F_{\alpha\beta}$ is incorporated in each theory. In contrast to the kinematic theory, the measured intensity in the dynamic theory is not proportional to $|F_{\alpha\beta}|^2$. Knowing that the CDW has only a very limited effect on the Bragg peaks, we once attempted to approximate the $|F_{\alpha\beta}|^2$ term of the CDW intensity (see Eq (4.19)) by the intensity of the nearby Bragg peaks. Due to the dynamic theory, it is now clear why that idea did not work. Experimentally we have demonstrated that the CDW satellites and the Bragg peaks require the different theories to account for their distinct energy behaviors in x-ray diffraction. We will return to this discussion in Chapter 6 when we discuss the experimental findings.

---

9Rigorously speaking, the integrated intensity is the convolution between the Darwin reflectivity curve and the spatial profile of the cross-section of the incident x-ray beam. Here we assume that the Darwin width is small compare to the angular divergence of the incident x-ray beam.
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CHAPTER 5

X-RAY ABSORPTION NEAR-EDGE STRUCTURE

Motivated by the close connection between resonant x-ray scattering and x-ray absorption, we carefully measured the x-ray absorption near-edge structure (XANES) of 1T-TaS$_2$ at the Ta-L$_3$ absorption edge. This chapter is dedicated to giving a thorough discussion about the experiment and the findings. In contrast to the published results [3, 4], our experiment shows that absorption spectra is independent of the x-ray polarization. Moreover, we determine the large core-hole lifetime (4.88eV) is responsible for the loss of the detailed structure in the absorption spectra. From the absorption spectra we derive the dispersion correction of Ta. A model of the atomic form factor tensor is then created based on the total symmetry of the Ta 5$d$ states. In Eq (4.19) this means we have all the energy dependence specified for the intensity of the CDW satellites. The prediction of our kinematic theory should then be compared with results of the experimental data presented in Chapter 6.

5.1 Background

X-ray absorption edge spectroscopy concerns electronic transitions from a core atomic state to the unoccupied valence-band states above the Fermi level. In the transition process, the photons are completely destroyed, thereby increasing the x-ray absorbance. An absorption spectrum contains information on the transitions of the core electrons to the unoccupied states. This can most easily be appreciated
by directly looking at the corresponding cross-section

\[ \sigma^{a\beta}(\omega) = \frac{e^2 \pi}{\varepsilon_0 m_e^2 \omega_c} \sum_k \left| \langle n_k | P_s^n | s \rangle \right|^2 \delta(\hbar \omega - \hbar \omega_{ks}) \]  

(5.1)

where \( \alpha \) is the polarization of x-ray, and the summation runs over all the unoccupied states [1]. Given \( |s\rangle \), the symmetry of \( |n_k\rangle \) and the relative energy \( \hbar \omega_{ks} = E_k - E_s \) can both be determined from a measured spectrum [2]. Hence x-ray absorption provides a method for studying the electronic structure by probing many aspects of the valence-band states. For the connection with x-ray scattering, one readily notices that the very same matrix element also appears in the dispersion correction of the atomic scattering form factor in Eq (2.28) and (2.29).

Seeing the potential of x-ray absorption spectroscopy, indeed, several groups have previously applied the method to study the valence-band states of CDW materials[3, 4]. For 1T-TaS\(_2\), such experiments have been realized especially with the Ta-L\(_3\) absorption edge. At this specific edge, transitions initiate from the Ta-2\( p_{3/2}\) core state, and, by dipole selection rule, can couple to final \( s\) - and \( d\) -symmetric states in the valence bands. Furthermore, the continuum of the unbound states for this material lies only about 4 eV above the Fermi level. Hence there will be considerable transitions coupling to the unbound states as well. Given the Ta-5\( d\) bands being the most important component in the band structure (See Section 3.3.2), we expect the transitions to be dominated by the dipole transitions between the 2\( p_{3/2}\) core state and the 5\( d\) states of Ta. As we will describe in this chapter, these dipole transitions lead to a conspicuous feature called the “white-line” in the x-ray absorption spectra. Using the current model of x-ray absorption spectroscopy, one can understand the white-line arises as a consequence of the high DOS of the Ta-5\( d\) bands. Corresponding to the high DOS, excited electrons entering the 5\( d\) bands experience strong multiple scattering with the local lattice structure. This creates a favorable situation in which the electrons can easily jump back and forth between
the core state and the 5d states. Yet the white-line can provide a wealth of information about the local electronic structure of the Ta atoms. Interested readers are referred to Ref. [1] for the theoretical description about the x-ray absorption near-edge structure.

There are two things we would like to learn about 1T-TaS$_2$ from the absorption spectrum. As we already mentioned in Section 4.2, the absorption coefficient $\mu$ is directly related to the imaginary part of the structure factor of 1T-TaS$_2$. Given that there are total three atoms in volume $v_c$,

$$\mu = \frac{1}{v_c} (\sigma_{Ta}^{ab} + 2 \sigma_{S}^{ab})$$

(5.2)
as we simply add together the absorption cross-sections of the Ta atom and of the two S atoms appearing in the unit cell. One can then determine the imaginary part of the Ta dispersion correction from the absorption cross-section by

$$f''_{Ta}(\omega) = -\left(\frac{\omega}{4\pi r_0 c}\right) \sigma_{Ta}^{ab}(\omega)$$

(5.3)

provided we can separate the Ta absorbance from the S absorbance in the total absorbance. For the real part of the Ta dispersion correction, we exploit the general relationship

$$f'_{Ta}(\omega) = -\frac{1}{\pi} \mathcal{P} \int_{-\infty}^{+\infty} \frac{f''_{Ta}(\omega')}{(\omega' - \omega)} d\omega'$$

(5.4)

based on the Kramers-Kronig reciprocal transformation between $f'$ and $f''$. In this respect, we rely on measuring the absorption spectrum to determine the dispersion correction of the atomic form factor.

Yet x-ray absorption has other import as regards its connection with x-ray scattering. We maintain this point by pointing out that both absorption and resonant scattering originate in the same electronic transitions. Given the fact that

---

According to Eq (4.18), $\mu$ reflects only the diagonal components of the tensor of the structure factor. When x-ray absorption is used to determine the dispersion correction, we can therefore drop the polarization indices.
the CDW forms in the Ta-5d\textsubscript{z2} band, we are concerned with whether scattering due to this specific band can be distinguished from scattering due to other bands. Same is true for absorption. As clearly shown in Eq (5.1), the absorption spectrum reflects the symmetry as well as the energy of the transitions. By studying x-ray absorption at the Ta-L\textsubscript{3} edge, we gather important knowledge about the transitions to the Ta-5d bands.

5.2 Experiments

Whenever x-ray photon energy is swept across and beyond the absorption edge, the absorbance of the sample varies as a function of x-ray frequency. Besides the absorber, an typical absorption experiment in transmission mode consists of a monochromator, beam slits, and a detector. See Figure 5.1. For a constant-flux incidence on the sample, the detector records the intensities with (I) and without (I\textsubscript{0}) the absorber in the x-ray beam. The transmittance T, defined to be the ratio between I and I\textsubscript{0}, is related to the absorption coefficient via

\[ T \equiv \frac{I}{I_0} = e^{-\mu z} \tag{5.5} \]

assuming a sample of thickness z. When we wrote Eq (5.5), it is assumed that the incident beam consists of a single frequency. In this situation\textsuperscript{2}, one can exclusively attribute the energy dependence to µ for the transmission.

It must be noticed that the transmittance is a function of both µ and z. Unless we employ other methods to determine the thickness, we do not measure µ but the product µz in an absorption experiment. To get around this problem, we introduce

\textsuperscript{2}As we will discuss in the following, there will be a finite “thickness” effect if the incidence is not perfectly monochromatic.
Figure 5.1: A schematic layout of the x-ray absorption experiment. After the monochromator, the horizontally polarized x-ray beam is slitted down so its cross-section becomes smaller than the $1T$-$TaS_2$ crystal. The sample is mounted on a horizontal four-circle diffractometer, whose coordinate system is defined in accordance with the standard definition [3]. With diffractometer angles $\theta = 0^\circ$ and $\chi = 90^\circ$, we can easily change the orientation of the sample with respect to the x-ray polarization. The $\theta$ rotation corresponds to a rotation about the vertical axis, while the $\phi$ rotation gives us a rotation about the x-ray polarization vector.
the relative absorption coefficient

\[ \mu_r = \frac{\ln[T(\omega)]}{\ln[T(\omega_r)]} = \frac{\mu(\omega)}{\mu(\omega_r)} \]  

(5.6)

with \( \omega_r \) being a chosen reference point. By definition \( \mu_r \) is not affected by the sample’s thickness. This relative absorption coefficient proves to be a very useful concept in describing x-ray absorption.

In Eq (5.1) the matrix element is evaluated for the \( \alpha \)-component of the electronic momentum \( \mathbf{p}_s \). We expect the cross-section of x-ray absorption to be polarization dependent. We investigated the corresponding symmetry property of \( \mu \) at the Ta-L\(_3\) edge by measuring the transmission of polarized x-ray through a 1T-TaS\(_2\) single crystal. The experiment is discussed in the following.

5.2.1 Experimental Details

Sample

Rather than using a powder sample, we used a macroscopic 1T-TaS\(_2\) single crystal for our x-ray absorption spectrum measurements. We succeeded in making a crystalline sample\(^3\) of 1T-TaS\(_2\) with a proper thickness of the order of \( \mu^{-1} \). The preparation involved gently attaching 1T-TaS\(_2\) crystals to Kapton tape. By peeling off the bulk crystals, we obtained thin 1T-TaS\(_2\) layers on the tape. Since samples prepared in this method had very different thicknesses, they must be screened in preliminary x-ray absorption measurements done at the energy 40 eV below the Ta-L\(_3\) edge. Only those with 50\% \( \sim \) 70\% transmittance were kept. These selected crystals were then carefully examined under an optical microscope to check their crystal quality. We found a uniform single-crystal sample \( \sim \) 3 mm in diameter.

\(^3\)The crystal was grown by former group members in 1999 for other experiments. It was 1T-TaS\(_2\) doped with 4\% Nb.
The thickness was estimated to be $\sim 25 \mu m$.

**Setup**

The use of a synchrotron radiation source enabled us to exploit the highly polarized x-ray beam. After the double-bounce Si(111) monochromator, the incident x-ray beam was determined\(^4\) to have a degree of linear polarization $\sim 96\%$ in the horizontal plane. As the schematic layout shows in Figure 5.1, we could easily change the orientation of the $1T$-TaS$_2$ crystal with respect to the polarization. This maneuverability facilitated the study of the different symmetry of the electronic transitions. We used two independent rotations. In the $\theta$-rotation, we effectively changed the projection of the polarization in the crystal surface. In contrast, in the $\phi$-rotation we kept the polarization in the crystal surface and changed only the effective thickness. We used two pairs of slits to define the incident beam. The size was approximately $0.5 \text{ mm} \times 0.5 \text{ mm}$ at the sample position. This cross-section was so small that even at incident angles as high as $60^\circ$ the incident beam was completely intercepted by the sample. The small cross-section also helped to eliminate the effect of thickness variation that could possibly remain in the $1T$-TaS$_2$ crystal. The energy resolution of the incident x-ray is $\sim 4$ eV. For how we estimated/measured the energy resolution and the degree of linear polarization of the incident x-ray, see Appendix.

**Measurements**

We performed two types of measurements. In an energy scan, we kept the crystal

\(^4\)With the help of a polarimeter, we measured the intensities of the linear components polarized parallel and perpendicular to the horizontal plane in the x-ray beam. The degree of linear polarization is defined to be the ratio between the difference and the sum of the two intensities. The use of the polarimeter will be described in detail in Chapter 6.
in a fixed orientation and changed x-ray energy. The transmission was recorded as a function of energy, from which we determined \( \mu_r(\omega) \). We could change the incident angle by varying either \( \theta \) or \( \phi \). These scans were used to demonstrate the symmetry property of x-ray absorption.

We could also do angular scans at fixed energy. In such scans, we rotated the crystal and recorded the transmission intensity. We performed several angular scans at different x-ray energies. Serving as confirmation of the results of the energy scans, these angular scans demonstrated some very interesting effects.

### 5.2.2 Energy scans with different incident angle

Let us start with the results of our energy scans. In the first part of this experiment, we have seven energy scans taken at different \( \theta \). Using Eq (5.6) we calculate the relative absorption coefficient \( \mu_r \), with the lowest energy point 9.841 KeV being the reference energy.

In Figure 5.2, we plot \( \mu_r \) as a function of x-ray frequency. As we can clearly see in the Figure, the energy scans correspond to a sudden rise of x-ray absorbance at the Ta-L\( _3 \) edge at 9.881 KeV. At the energy 9.921 KeV, \( \mu_r \) is roughly doubled compared to the reference point below the edge. There is also this conspicuous white-line feature right at the edge between 9.885 KeV and 9.905 KeV. At the peak of the white-line, x-ray absorbance is increased by a amount that is almost two and half times greater than the jump of the absorption edge. While the incident angle has been varied over a rather large range, we do not observe significant changes in the size of the white-line.

We recall our motivation of measuring x-ray absorption at different incident angles is to determine whether the size of the white-line is angle dependent. As a
Figure 5.2: The relative absorption coefficient of $1T$-TaS$_2$, measured at different incident angle $\theta$ (with $\theta = 0^\circ$ corresponding to the situation of normal incidence). By varying $\theta$, we change the in-plane component of the x-ray polarization in the crystal surface. Curves are offset for clarity. Lines are drawn to guide the eye.
Table 5.1: The angular dependence of the dipole transition probability $P$ between the initial $2p_{3/2}$ state and the final $5d$ states at the Ta-L$_3$ edge. Here $\vartheta$ is defined to be the angle in the $x - z$ plane between the x-ray polarization and the sample surface. In our $\vartheta$-rotation, $\vartheta = \theta$ is the incident angle (from the surface normal). The function of the $\vartheta$-dependence is reproduced from Ref. [3]. There are five Ta $5d$ orbitals. After they form the valence bands, $5d_{z^2}$, $5d_{x^2-y^2}$, $5d_{xy}$ will be found in the $t_{2g}$ subband, while $5d_{xz}$ and $5d_{yz}$ will belong to the $e_g$ subband. When it comes to determine the angular dependence of $5d$ bands, the number of the unoccupied (empty) state serves as a necessary weight for each individual orbital.

<table>
<thead>
<tr>
<th>Final state</th>
<th>$\vartheta$-dependence</th>
<th># of empty states</th>
<th>$P(\vartheta = 50^\circ)$ (P(\vartheta = 0^\circ))</th>
</tr>
</thead>
<tbody>
<tr>
<td>5$d_{z^2}$</td>
<td>$\sin^2 \vartheta + \frac{1}{3}$</td>
<td>1</td>
<td>278%</td>
</tr>
<tr>
<td>5$d_{x^2-y^2}$</td>
<td>$\cos^2 \vartheta$</td>
<td>2</td>
<td>41%</td>
</tr>
<tr>
<td>5$d_{xy}$</td>
<td>$\cos^2 \vartheta$</td>
<td>2</td>
<td>41%</td>
</tr>
<tr>
<td>5$d_{xz}$</td>
<td>1</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>5$d_{yz}$</td>
<td>$\sin^2 \vartheta$</td>
<td>2</td>
<td>$\infty$</td>
</tr>
<tr>
<td>All 9 orbitals</td>
<td>$5\frac{1}{3} + \cos^2 \vartheta$</td>
<td>9</td>
<td>91%</td>
</tr>
</tbody>
</table>

matter of fact, it was reported in Ref. [3] that at $\theta = 45^\circ$, the size of the white-line would be reduced by about 40% compared with the situation at normal incidence. Our measurements, however, disagree with that result. If we plot the seven curves of $\mu_r$ on the top of each other, we see at most a 10% decrease of the size of the white-line at the highest incident angle. There is a fundamental difference between our result and the reported result.

In Table 5.1 we list all five Ta atomic orbitals used in constructing the 5$d$ valence bands of 1T-TaS$_2$. In x-ray absorption, these orbitals become the final states of the dipole transitions. As the transition rate $W_n$ is given by Fermi’s Golden Rule

$$W_n \propto |\langle 5d_n | \mathbf{p}^s_s |2p_{3/2}\rangle|^2$$  \hspace{1cm} (5.7)
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Hence the squared norm of the matrix elements gives the transition probability associated with the specific $5d$ orbital $|n\rangle$. Because $p^\alpha_s$ is the $\alpha$-component of the electronic momentum, the transition probability is a function of x-ray polarization. In the table this is described by the $\vartheta$-dependence of the transition probability. On account of such polarization dependence, it is argued in Ref. [3] that x-ray absorption only sees the $5d_{x^2-y^2}$ and the $5d_{xy}$ orbitals, given that their measured white-line would become greatly suppressed at some large incident angles. We recognize, however, there are the partially-filled $5d_z^2$ orbital and the empty $5d_{xz}$ and $5d_{yz}$ orbitals, and all these orbitals will also contribute to x-ray absorption. Indeed, if we take into account the total nine unoccupied states associated with the five $5d$ orbitals, the angular dependence of x-ray absorption become rather marginal ($<10\%$), consistent with our experimental findings. Hence it makes more physical sense to believe that the transitions from the Ta-$2p_{3/2}$ state to the various Ta-$5d$ states actually overlap and cannot be distinguished in x-ray absorption spectra. X-ray absorption measured at the Ta-$L_3$ edge is not sensitive to the symmetry of the individual bands. Due to this understanding, we think the effect reported in Ref. [3] is in fact an artifact of thick samples. We shall return to this experimental issue later with more detailed discussions.

Ordinarily we do not think that the $\phi$-rotation can have any effect on x-ray absorption. The symmetry of the $1T$-TaS$_2$ crystal limits the variation of the x-ray absorption coefficient to orientation changes in the $\theta$-rotation$^5$. It was, however, reported in a rather recent paper [4] that the size of white-line varied in a $\phi$-rotation, which by definition rotated the crystal about the x-ray polarization. In Figure 5.3 we show the results of our measurements. We do not observe the angular effect regarding the substantial drop of the size of the white-line at $\phi = 30^\circ$ as reported $^5$

---

$^5$This can be seen by observing that $1T$-TaS$_2$ has threefold symmetry about the $c_0$ axis. As a consequence, the second-order tensor of x-ray absorption can have no variation about this axis.
Figure 5.3: The relative absorption coefficient of $1T$-$TaS_2$, measured at different incident angle $\phi$ (with $\phi = 0^\circ$ representing the situation of normal incident). Since the $\phi$-rotation rotates the crystal about the x-ray polarization, nothing really happens at different $\phi$ except the effective thickness of the sample is varied as $\cos^{-1} \phi$. Curves are offset for clarity. Lines are drawn to guide the eye.
Important role played by the core-hole lifetime

The fact that the white-line does not show symmetry corresponding to any specific Ta-5$d$ orbital suggests that the white-line is a combined effect of all the orbitals. As a theoretical remark, the transitions from the Ta-2$p_{3/2}$ state to the 5$d$ states are quite broad. The core-hole lifetime $\Gamma^{L_3}_{Ta} = 4.88 \text{ eV}$ which sets the width of the corresponding transitions, is indeed comparable to the full width of the 5$d$ valence bands of 1$T$-TaS$_2$. Consequently, all five of the 5$d$ bands are contained in the white-line, and detailed structure of the individual bands is lost. In Figure 5.4, we show that one can model the white-line by convolving the DOS of the 5$d$ valence bands with a 5-eV-wide Lorentzian lineshape.

5.2.3 Angular scans at different x-ray energies

In Figure 5.5 we show the results of our angular scans. In this experiment, transmission was measured as a function of $\phi$. Since the pathlength of x-ray changes, the transmission varies as

$$I = I_0 e^{-\mu z_0 / \cos \phi} \quad (5.9)$$

assuming the sample of thickness $z_0$. We measured the transmission at three different energies. It is found the Eq (5.9) rather nicely describes the results of the measurements performed at 9.841 KeV and 9.921 KeV. However, the transmission is generally underestimated in Eq (5.9) in the case of the measurement done at the white-line energy 9.889 KeV. This effect, as it was first discussed in Ref. [7], is
Figure 5.4: By convoluting the DOS of the 5d valence bands of 1T-TaS$_2$ (see Figure 3.9) with a 5-eV-wide Lorentzian Lineshape we succeed in reproducing the white-line in x-ray absorption. The blue curve is the simulation, whereas the dots are the absorption spectra at the Ta-L$_3$ edge measured in our energy scans. In the “pre-edge” region, the smooth rise simply reflects the tail of Lorentzian lineshape. It is also found that our simulation fails to capture the second peak centered around 12 eV above the Fermi energy. We attribute this failure to the oversimplified DOS used in the calculation. One may easily improve the simulation by including more DOS such as that of the Ta-6s orbital.
Figure 5.5: X-ray transmission is measured as a function of incident angle from a thin \(1T\)-TaS\(_2\) crystal of uniform thickness. The solid lines are the best fit curves due to Eq (5.9) for the scans taken at 9.841 KeV and 9.921 KeV. At the white-line energy (9.889 KeV), the same equation fails to describe the measured angular dependence. The so-called x-ray self-absorption occurs as an immediate consequence of our finite energy resolution of the incident x-ray. Imagine a situation where the center of the energy resolution function coincides with the white-line. Given that the white-line has asymmetric shoulders, the low-energy side of the energy resolution function experiences relatively little absorption, resulting in higher transmission than the prediction. Note that the effect becomes more visible with the increasing pathlength at high angles.
a known effect called x-ray self-absorption. A brief discussion about the origin of the effect is provided in Figure 5.5.

Look at our angular scan taken at the white-line energy. Because we actually recorded more transmission than what is allowed in Eq (5.9), we underestimate x-ray absorption when we use Eq (5.5) to determine $\mu$. The error grows with increasing $\phi$, or equivalently, with increasing sample thickness. We believe when in Ref. [3] it was said they observed a substantial reduction of the white-line, they actually measured the self-absorption effect of x-ray. This illustrates why it was so crucial for us to get a very thin sample when we measured the x-ray absorption spectra in the transmission mode.

### 5.3 Atomic Form Factor

From the absorption spectra we can determine the Ta dispersion correction near the L$_3$ edge. As we have shown in Eq (5.2), $\mu$ is the sum of the absorption cross-sections of the three atoms in the unit cell. Since $f''$ is directly connected to $\sigma^{ab}$ via Eq (5.3), the absorption coefficient is proportional to $(f''_{Ta} + 2f''_{S})$. At our reference point 9.841 KeV, it is known that $f''_{Ta} = 3.99$ and $2f''_{S} = 0.74$ [2]. Using the sum of these two numbers we scale our relative absorption coefficient $\mu_r$. The result corresponds to the values of $(f''_{Ta} + 2f''_{S})$ at the 41 energy points around the Ta-L$_3$ edge. Once the constant 0.74 (the S contribution) is removed, we obtain $f''_{Ta}$ for Ta in 1T-TaS$_2$. Given that this $f''_{Ta}$ is derived from x-ray absorption, one should keep in mind that it corresponds to a physics situation when scattering has the same polarization as the incident wave. As the atomic form factor depend on both the incident polarization and the scattering polarization, we have found the imaginary part of the atomic form factor when the two polarizations are the same. We can
Figure 5.6: The dispersion correction of Ta in 1T-TaS₂. From the x-ray absorption spectra we first determined the imaginary part $f''_{Ta}$. We could then calculate the real part $f'_{Ta}$ using the Kramers-Kronig transformation. Because of the large core-hole lifetime, these functions lose detailed information about the band structure. It is also interesting to compare this result with the published data of metallic Ta [8]. There is no visible difference regarding the size and the shape of the white-line.
ignore the 4% doping of Nb in the sample\(^6\).

In order to apply the Kramers-Kronig transformation to calculate \(f'_{\text{Ta}}\) (Eq (5.4)), we need to know \(f''_{\text{Ta}}\) as a function of x-ray energy rather than just a few dozens of known points. On the lower-energy side of the L\(_3\) edge, we can model the function using the Ta-M edge absorption. On the higher-energy side, we will extrapolate our measured \(f''_{\text{Ta}}\) based on the Ta-L edge absorption [10]. As for the computational method, we adopt the technique developed in Ref. [8] to evaluate the principle value in Eq (5.4). For the Kramers-Kronig transformation to converge to \(f'_{\text{Ta}}\), one must integrate over an energy range that is sufficiently large. In our calculation, the integration is performed from 2.7 KeV to 30 KeV. Indirectly, the real part of the dispersion correction of Ta can be determined, assuming the scattered x-ray has the same polarization as the incident x-ray.

In Figure 5.6, we plot the Ta dispersion correction as a function of x-ray energy near the Ta-L\(_3\) edge. As one can clearly see in the Figure, the absorption edge corresponds to an increase of 6 in \(f''_{\text{Ta}}\). At the center of the white-line, \(f''_{\text{Ta}}\) reaches a peak value as large as 20. Meanwhile, \(f'_{\text{Ta}}\) is negative. At 9.885 KeV, \(f'_{\text{Ta}}\) corresponds to a minimum of \(-25\). As our discussion on the core-hole lifetime suggests, these extremum features of \(f''_{\text{Ta}}\) and of \(f'_{\text{Ta}}\) come from the unoccupied 5\(d\) bands of the material. It follows that we can scale \(f''_{\text{Ta}}\) and \(f'_{\text{Ta}}\) to get the dispersion corrections for the off-diagonal components of the atomic form factor tensor. See the discussion in the following.

Unlike absorption, x-ray scattering involves both photons of the incoming wave and photons of the outgoing wave. In x-ray scattering, the polarization of the scattered (outgoing) wave is independent of the polarization of the incident (incoming) wave. Given that we are dealing with x-ray scattering by crystals, it is

---

\(^6\)By repeating this calculation with the 4% doping in our sample, we determine that neglecting the Nb leads to an error \(\Delta f''_{\text{Ta}} = -0.37\) at the white-line, which is certainly negligible.
rather convenient to specify the polarizations ($\beta$ and $\alpha$) with respect to the lattice structure. Let us consider a coordinate system consisting of three mutually perpendicular unit vectors $\hat{x}$, $\hat{y}$ and $\hat{z}$. Knowing that $c_0$ is the symmetry axis of the crystal structure of $1T$-TaS$_2$, we will make $\hat{z}$ parallel with the $c_0$-axis and $\hat{x}$ with the $a_0$-axis. Accordingly, $\beta$ and $\alpha$ become linear combinations of $\hat{x}$, $\hat{y}$ and $\hat{z}$. The atomic form factor reads

$$f_{\alpha\beta} = \hat{e}_\alpha^* \cdot T \cdot \hat{e}_\beta$$

(5.10)

where $T$ is the atomic form factor tensor, and $\hat{e}_\alpha^*$ ($\hat{e}_\beta$) is the unit vector of $\alpha$ ($\beta$) written as a row (column) vector. Clearly, different polarizations of the incoming photons and of the outgoing photons in x-ray scattering can be connected by the off-diagonal components of $T$. Non-vanishing off-diagonal components are seen in various circumstances [2, 12].

From Section 5.2.2 we learned that dipole transitions show different angular dependence when we rotated the sample. The strong dipole transitions at the Ta-L$_3$ edge correspond to the matrix elements with distinct symmetry with respect to the x-ray polarization (Table 5.1). As we write Eq (5.10) using $T$, the tensor can then be determined based on the symmetry of the atomic form factor. Returning to the definition of $f_{\alpha\beta}$, the dispersion correction is due to Eq (2.28) and (2.29) and hence is characterized by the matrix elements written in various products. Correspondingly, each tensor component describes x-ray scattering with different polarization dependence. For the off-diagonal elements of the atomic form factor tensor, the matrix elements are evaluated in perpendicular directions. Particularly, given that the system is symmetric about the $\hat{z}$ axis under the dipole approximation, we are most interested in $T$ about its $xz$- and its $yz$- components. We will determine the relative sizes of these components with respect to the diagonal elements such as $xx$ and $zz$. 

92
Our method is described as follows. The angular dependence of x-ray absorption is determined based on Fermi’s Golden Rule (Eq (5.7)). By taking the square root of the angular functions, we get the matrix elements. One should then recall the definition of the incident angle: when $\vartheta = 0^\circ$, the x-ray polarization is in the basal plane. The matrix element is therefore evaluated as if the dipole is in the direction of $\hat{x}$ or $\hat{y}$. When $\vartheta = 90^\circ$, on the other hand, the dipole is pointed along $\hat{z}$. Using this idea, the products of the matrix elements can be determined for every 5$d$ orbital. The results must then be summed over all the unoccupied states to get the dispersion correction for Ta. We will, however, take a slightly different route when doing the summation. Instead of adding together the nine unoccupied states, we take away one occupied $d_{z^2}$ orbital from the otherwise empty 5$d$ shell of Ta. We find the empty shell corresponds to a tensor equal to $\left( \frac{20}{3} \right) \cdot \delta_{ij}$, where $\delta_{ij} = 1$ only if the indices match with each other. On the top of this tensor, the occupied state corresponds to a reduction of $1/3$ for the $xx$- and the $yy$-components, $4/3$ for the $zz$-components, and $2/3$ for the $xz$- ($zx$-) and the $yz$- ($zy$-) components.

Collecting what we have been saying,

$$
T_{Ta} = f_{Ta}^0(Q) + f_{Ta}'(\omega) + i f_{Ta}''(\omega) = \begin{bmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1 \\
\end{bmatrix} + \begin{bmatrix}
19 & 0 & -2 \\
0 & 19 & -2 \\
-2 & -2 & 16 \\
\end{bmatrix}
$$

where the tensor of the dispersion correction has been properly scaled so $(f_{Ta}' + i f_{Ta}'')$ describes the situation of normal incidence. Resulting from the anisotropic nature of the Ta 5$d$ states of $1T$-TaS$_2$, the off-diagonal components of the tensor of the dispersion correction are determined to be approximately ten times smaller than the diagonal components.

X-ray diffraction can measure the atomic form factor at a handful of positions in reciprocal space. When we studied the CDW satellites of $1T$-TaS$_2$, Q was found within a region where $f_{Ta}^0 = 53 \sim 65$. Hence in our diffraction experiment, the
measured intensities was dominated by \( f^0_{Ta} \) rather than the dispersion correction. Physically, this happens because the Ta-L\(_3\) edge is at such a high energy that 80\% of the Ta electrons create only Thomson scattering. Unless one can include polarization analysis in the diffraction experiment, we should not expect scattering will be very sensitive to the off-diagonal elements of the atomic form factor tensor. Meanwhile, since the atomic form factor is a complex function, it is worth emphasizing that its real part is greater than its imaginary part at the energies of our interest, assuming no polarization analysis is used.

As soon as the geometry of the diffraction experiment is decided, one can specify the polarization vectors \( \hat{e}^\alpha \) and \( \hat{e}^\beta \). The atomic form factor can then be calculated for the Ta atoms (Eq (5.10)). Finally, we want to ask how much the CDW should change the structure factor at the CDW satellites, given that dispersion correction of Ta, which varies strongly with x-ray energy near the absorption edge.

**Implication for x-ray scattering by the CMW**

The large core-hole lifetime of the transitions at the Ta-L\(_3\) edge has an important consequence. In the previous chapter, we demonstrated that x-ray scattering by the CMW is characterized by \( \tilde{f}_{\alpha\beta} \) — the CMW modulation of the atomic form factor. Although the CMW appears within a few hundred meV above the Fermi level, \( \tilde{f}_{\alpha\beta} \) corresponds to transitions that are subject to the large core-hole lifetime broadening. It follows that in x-ray scattering, the CMW can only be found as a rather broad energy feature, regardless of the associated high DOS of the CDW energy gap. Not only \( \tilde{f}_{\alpha\beta} \) is inferior in its size (Section 4.1.2), but it can not be resolved at the edge of the energy gap. This suggests that the CMW has only very little effect in x-ray scattering at the Ta-L\(_3\) edge.
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In our resonant x-ray diffraction experiments we measured the intensities of the CDW satellites as function of energy. For comparison, we conducted similar measurements at the Bragg peak positions as well. By looking at diffraction from the CDW at very different temperatures, we demonstrated that resonant x-ray scattering is not sensitive to the CMW when performed at the Ta-L\textsubscript{3} edge. Our experimental results prove that the kinematic theory can be used to describe the energy dependence of the CDW satellite, whereas the energy dependence of the Bragg reflections needs to be understood using the dynamic theory. In both cases, scattering is subject to the same large core-hole lifetime as measured in the absorption spectra. Consequently, the energy behavior of the diffraction intensities is predominated by the LDW only. Resonant x-ray diffraction conducted at the Ta-L\textsubscript{3} edge turns out to be a suppression of the diffraction intensities rather than an enhancement. We pointed out this is due to the large Thomson scattering component of the Ta atomic form factor. Polarization analysis is useful in reducing Thomson scattering. However, as we have learned in our experiment, an ultra pure polarization is required if one wants to study exclusively the effect of resonant x-ray scattering.

6.1 Experimental Conditions

Our diffraction experiment was conducted at the Cornell High Energy Synchrotron Source at Cornell University in many different runs. Before we present the experimental data, let us talk about the general aspects of the experiments. We will
discuss sample preparation, beam properties and the diffraction geometry.

6.1.1 Sample

In our experiment we used a single crystal of 1T-TaS$_2$. The mosaic was measured to be $\sim 0.04^\circ$ based on the widths of several Bragg peaks. The crystal was grown in 1999 and contains 4% Nb$^1$. Clearly showing the characteristic hexagonal shape, the crystal has a diameter $\sim 3$ mm, and the thickness is approximately 500 $\mu$m. Since this thickness is large compared to the absorption length $\sim 17$ $\mu$m (below the edge), our crystal is a bulk. We measured x-ray diffraction in a reflection mode.

In order to study the difference between the N-C phase and the C phase of the CDW of 1T-TaS$_2$, we needed to change the temperature of our sample. Making use of a closed-cycle helium refrigerator, which was carefully adapted for CDW experiments by former group members and has been routinely used in this work, we could easily cool the sample to temperatures well below the NC-C phase transition temperature 180 K. For detailed discussions about the design and the operation of the refrigerator, the readers are referred to Ref. [9].

6.1.2 X-ray

Our x-ray diffraction data were collected at the C1 beamline at the Cornell High Energy Synchrotron Source. As far as the synchrotron x-ray beam is concerned, our experiment demands both a narrow energy band pass and good polarization purity. Depending on the monochromators installed in the beamline, these prop-

$^1$As we have discussed in Section 5.3, such doping has only very little effect on x-ray scattering.
erties varied in different runs. For a Si(111) double crystal monochromator, the energy resolution was approximately 5 eV. Given that the beam was predominantly linearly polarized within the horizontal plane, we utilized a polarimeter and determined the degree of linear polarization was no better than 96.5%. Both the energy resolution and polarization purity could be improved by using a Si(220) double crystal monochromator. It was determined that the energy resolution of the x-ray beam from the Si(220) monochromator was $2 \sim 3$ eV. The degree of linear polarization was found to be 98% (horizontally polarized).

We chose to focus the x-ray beam (3 : 1 sagittal focused) at C1, resulting in some finite angular divergence corresponding to several milliradian. Immediately after the monochromator we had a Rh-coated mirror. Undesirable harmonics present in the x-ray beam from the high-energy source were carefully removed.

6.1.3 Diffraction geometry: four-circle mode

In Chapter 5 we explained that atomic scattering depends on both the incident polarization and the scattering polarization (Eq. (5.10)). Hence it is very important that we can specify the geometry whenever we talk about resonant x-ray diffraction. The relative orientation between the x-ray polarizations and the crystal structure should be given. In our diffraction experiment, we used a four-circle diffractometer [3], on which our sample was deliberately mounted so that the $c_0$-axis was made parallel to the diffractometer’s $\phi$ axis. When changing the angles, the diffractometer was operated in the “omega-equals-zero” mode [4]. In this specific mode, the diffractometer-$2\theta$ angle is always set to be twice as large as the diffractometer-$\theta$ angle. The diffraction condition is fulfilled by the $\phi$-rotation which moves reflec-

\footnote{For a detailed discussion of the energy resolution and of the polarization purity at C1, see Appendix.}
tions to 90° from the diffraction plane and by the \( \chi \)-rotation which brings the reflections back into the diffraction plane. In the omega-equals-zero mode, the angle between the \( c_0 \)-axis and the diffraction plane is automatically maximized.

As far as the polarization effect of resonant x-ray diffraction is concerned, our choice of the omega-equals-zero mode was to make the polarization analysis as simple as possible. We did not consider to optimize the coupling of x-ray with any specific atomic orbital\(^3\). One can imagine that if we rotate the sample around the scattering vectors (so-called azimuthal scans), the relative orientation between the crystal and the polarization would be changed correspondingly. Resonant scattering would then occur differently. We know that, however, it would be a small effect, since the angular dependence needs to be averaged over all the unoccupied 5\( d \) states in the conduction bands.

### 6.2 Resonant X-ray Diffraction at CDW satellites

In our diffraction experiment, we measured the intensities of CDW satellites as functions of x-ray energy. According to the discussion of Section 4.2, we interpret the experimental data using the kinematic theory of x-ray diffraction. As Eq (4.19) suggests, both the LDW and the CMW can produce diffraction at the CDW satellites. Since the CMW causes very little diffraction, we can approximate the intensity by looking at only the diffraction by the LDW

\[
I_{\text{Ta}L_3\alpha\beta}^{\text{G}^+} \approx \left( \frac{1}{\mu} \right) \pi^3 \epsilon^3 \frac{4r_\alpha^2 I_0}{v_s^2 \sin 2\theta} |F_{\alpha\beta}|^2
\]  

(6.1)

As we have changed the x-ray energy by only \( \pm 40 \text{ eV} \) around the Ta-L\( _3 \) edge (9.881 KeV), we can completely ignore the energy dependence associated with

\(^3\)As an example of such coupling: the Ta 5\( d_{z^2} \) orbital corresponds to the matrix element with \((\hat{e}^\alpha \cdot c_0)(c_0 \cdot \hat{e}^\beta)\) as its dependence on the x-ray polarizations.
\( \omega^{-3} \). The intensities of CDW satellites vary with x-ray energy because both \( F_{\alpha\beta} \) and \( \mu \) correspond to strong energy dependence near the absorption edge.

Let us first calculate the structure factor, taking into account that the CDW is characterized by the supercell\(^4\) described in Section 3.3.1. Because of the LDW, the atoms are displaced. In the original lattice \( \mathbf{R} \), the position of the \( j \)th atom is

\[
\mathbf{r}_j = \mathbf{R} + \mathbf{d}_j + \Delta \mathbf{u}_j
\]

as we recall the displacement \( \Delta \mathbf{u}_j \) is determined by Eq (3.23). Making use of the superlattice \( \mathbf{R} \), we can rewrite the atomic position as

\[
\mathbf{r}_j = \mathbf{R} + \mathbf{d}_j
\]

with \( \mathbf{d}_j \) standing for the position of the atom inside the supercell. By construction, there are 39 Ta atoms and 78 S atoms in a supercell. All these atoms need to be included when we calculate the structure factor

\[
F_{\alpha\beta}(\mathbf{Q}, \omega) = \sum_j f_{j,\alpha\beta}(\mathbf{Q}, \omega) \cdot e^{i\mathbf{Q}
\cdot \mathbf{d}_j}
\]  

(6.4)

Given any polarization combination \( \alpha \) and \( \beta \), Eq (5.10) and (5.11) can then be used in this equation for the atomic form factor of Ta. For S, there is no interesting feature in the atomic form factor near the Ta-L\(\text{\textsubscript{3}}\) edge. We can therefore write \[2\]

\[
f'_s(\omega) + if''_s(\omega) = 0.27 + 0.37i
\]

(6.5)

for S the same way as for Ta discussed in Eq (5.11), and we will assume that the dispersion correction of S is a diagonalized tensor. For the Thomson scattering components \( f'_{\text{Ta},\alpha\beta} \) and \( f''_{\text{Ta},\alpha\beta} \), we shall use the analytical approximations described in the International Tables for Crystallography \[6\].

---

\(^4\)For this calculation, we can assume the superstructure of the CDW in the C phase. The lattice parameters of the corresponding supercell are \( \mathbf{a}_0 \equiv (4\mathbf{a}_0 + \mathbf{b}_0), \mathbf{b}_0 \equiv (-\mathbf{a}_0 + 3\mathbf{b}_0), \) and \( \mathbf{c}_0 \equiv 3\mathbf{c}_0 \).
As our x-ray beam was produced by the synchrotron, the incident polarization \( \hat{e}^\alpha \) was a unit vector in the horizontal plane. With the help of a polarimeter, we could selectively look at either polarization-preserved scattering \((\hat{e}^\beta = \hat{e}^\alpha)\) or polarization-flipped scattering \((\hat{e}^\beta = \hat{e}^\alpha \times \mathbf{q}' / |\mathbf{q}'|)\). Since Thomson scattering corresponds to the diagonalized component of the atomic form factor tensor, only the polarization-preserved scattering will see Thomson scattering. In Figure 6.1 we show the kinematic theory calculated for a CDW satellite \((1.245 \ 0.068 \ 1.667)\). Clearly the polarization-preserved scattering and the polarization-flipped scattering give very different results. Because the dispersion correction of Ta is small compared to \( f_{Ta,\alpha\beta}^0 \), in the polarization-preserved scattering the real part of the atomic form factor never becomes inferior to the imaginary part in magnitude. Correspondingly the kinematic theory is predominated by \((f_{Ta,\alpha\beta}^0 + f_{Ta,\alpha\beta}'\)) which exhibits a minimum near the absorption edge. In the polarization-flipped scattering, the intensity is characterized by the dispersion correction only. From Eq (5.11) we see the off-diagonal elements are small compared to the diagonal elements. This explains why the polarization-flipped scattering is relatively weak.

We could also measure unpolarized scattering. In this case, we did not let the diffracted beam pass the polarimeter. The measured intensity was therefore the combination of both the polarization-preserved and the polarization-flipped scattering, and we expect the intensity is predominated by the polarization-preserved scattering.

### 6.2.1 Experiment setup

**X-ray diffraction configuration**

Our x-ray diffraction experiment used a rather simple setup. In Figure 6.2 we
Figure 6.1: The calculated intensity of the CDW satellite (1.245 ± 0.068 1.667) as a function of x-ray energy based on Eq (6.1). The intensity looks completely different in polarization-preserved scattering ($\hat{e}^\beta \parallel \hat{e}^\alpha$) and in polarization-flipped scattering ($\hat{e}^\beta \perp \hat{e}^\alpha$). In polarization-preserved scattering, the dispersion corrections are added to the large Thomson scattering components $f^0$. By contrast, only the dispersion correction is measured in polarization-flipped scattering.
Figure 6.2: The schematic for the x-ray diffraction experiment of CDW satellites. The $1T$-TaS$_2$ crystal was mounted on a vertical four-circle diffractometer, whose coordinate system was defined in accordance with the standard definition [3]. X-ray was diffracted in the $x - y$ plane, and $z$ is the direction of the incident polarization. The x-ray polarization is referred to as the $\sigma$- ($\pi$-) polarization if it is perpendicular (parallel) to the $x - y$ plane. Depending on whether we put the polarimeter in place, diffraction could be measured with or without polarization analysis. To monitor fluorescence, an energy-resolving detector (X-flash) was used to look at the sample along the $z$ direction.
show the experiment configuration. On the four-circle diffractometer at C1, x-ray
diffraction took place in the vertical plane, with the incident x-ray beam being
characterized by the $\sigma$-polarization. Immediately before the sample was a set of
slits which limited the beam to $0.5 \times 0.5$ mm$^2$. In the case where the polarimeter
was used, x-ray diffraction was once again reflected at an analyzer crystal. Other-
wise diffraction was directly collected by a NaI scintillator detector after passing
through a final set of slits. The large distance (75 cm) from the sample to the
detector ensured that the measured intensity was very little contaminated by flu-
orescence. In this experiment, we used a Si(220) monochromator.

**Polarimeter**

The geometry of the polarimeter deserves a more detailed discussion. For the
analyzer of the polarimeter, we took advantage of the (620) reflection of a (111)-
cut Ge crystal. At 9.881 KeV, the Bragg angle of this particular reflection is
$\theta_a = 44.6123^\circ$, which in turn provides a superb suppression $\cos^2 2\theta_a \sim 1/5500$ for
$\pi - \pi$ reflection. We also calculated the Darwin width equal to $27.5 \times 10^{-6}$ rad =
$0.00157^\circ$. Comparing this number with the widths of the CDW satellites (typical
values are $\sim 0.15^\circ$), we found we were seriously limited by the small angular
acceptance of the (620) reflection. To increase the signal-to-noise ratio, we invoked
an asymmetric reflection geometry. The (111)-cut crystal allowed us to make an
incident angle $\theta_i$ as shallow as $1.5233^\circ$. For such a shallow incident, the asymmetry
parameter $b = \sin(2\theta_a + \theta_i)/\sin \theta_i = 37.59$. According to the Liouville’s theorem [3],
we blew up the angular acceptance by a factor $\sqrt{b}/\tan \theta_a = 6.215$. The final
angular acceptance was $0.0098^\circ$. We made the analyzer pass more than 5% of
diffraction created by the sample.
6.2.2 Result

Unpolarized intensity of CDW satellites

In Figure 6.3 we plot the unpolarized intensities of two CDW satellites as functions of x-ray energy. In these energy scans, the sample was kept at the room temperature. As we can see in the Figure, the intensities of CDW satellites show clear minimum around 9.886 KeV. The intensities are asymmetric about the minimum. The intensities are higher at the lower-energy side than the higher-energy side. In this part of the experiment, we measured five different CDW satellites. It is found the intensity minimum and the asymmetric shoulders are the common characteristics of all the CDW satellites.

The kinematic theory tells us why the CDW satellites show this interesting energy dependence in their intensities. For comparison, we also plot the calculated intensities in Figure 6.3 based on Eq (6.1). As can clearly be seen in the Figure, the kinematic theory describes the data fairly well. Especially around the minimum, we succeed in reproducing the energy dependence of the measured intensities. At energies that are well-below and well-above the absorption edge, the theory predicts intensities that are consistent with the observed values. Besides the incident intensity $I_0$, which in turn serves as a scaling constant in Eq (6.1), there is no adjustable parameter in the kinematic theory. Everything needed to be measured and was measured in experiments. We determine that the kinematic theory is indeed an adequate description of the energy behavior of the CDW satellites.

\footnote{We noticed, however, there are errors in the theory regarding the relative intensities of the higher-energy side and the lower-energy side. We attribute such errors to our method of deriving the atomic form factor from the absorption spectra. Physically, the only thing that matters in resonant scattering is the direct transitions between the core level states and the valence band states. The absorption spectra, on the other hand, may include other effects such as multiple scattering and the auger effect. A complete theory of the absorption spectra can certainly go beyond the interpretation discussed in Chapter 5 (as primarily given in Eq (5.1) and (5.3)). We are therefore not surprised at the errors.}
Figure 6.3: Energy scans taken at the two CDW satellites $(0.755 -0.068 1.333)$ and $(0.755 -0.068 2.333)$ at room temperature. Without a polarimeter, the measured intensities include both the polarization-preserved scattering and the polarization-flipped scattering. The solid lines are the calculated intensities due to the kinematic theory in Eq (6.1).
When we first saw the intensity minimum of the CDW satellites around the Ta-L\textsubscript{3} edge, we could not understand why resonant x-ray scattering turns out to be a reduction rather than an enhancement in x-ray diffraction. According to the kinematic theory, the intensity is directly proportional to $|F_{\alpha\beta}|^2$ and is inversely proportional to $\mu$. Inside the structure factor, it is the large real part of the Ta atomic form factor that determines the energy dependence of $|F_{\alpha\beta}|^2$. From our discussion about the Ta atomic form factor, especially the numerical values given in Figure 5.6, we realize that $|F_{\alpha\beta}|^2$ corresponds to a minimum near the Ta-L\textsubscript{3} edge. The large absorption associated with the white-line further reduces the diffraction intensities. The low intensities on the high-energy side are a direct consequence of x-ray absorption which dominates when the energy is higher than the absorption edge.

CDW satellites at different temperatures

By cooling down the sample, we made the CDW of 1\textit{T}-TaS\textsubscript{2} undergo a phase transition at 180 K. As we have discussed in Section 3.3.2, the CDW in the C phase develops a pseudogap in the 5\textit{d}\textsubscript{z\textsuperscript{2}} valence band. It is interesting to determine whether resonant x-ray diffraction is sensitive to such a change in the electronic structure.

In Figure 6.4 and 6.5 we show the polarized intensities of a CDW satellite (1.245 0.068 1.667) at four different temperatures. The intensities are normalized so they can easily be compared. In the case where $\sigma$-scattering (polarization-preserved) is measured, we find the intensities show an energy dependence that is very similar to the unpolarized intensities. Here, the structure factor is strongly affected by the dispersion correction of the atomic form factor of Ta, but the measured intensities are still dominated by Thomson scattering. Things are quite
Figure 6.4: Energy scans of the CDW satellite (1.245 ± 0.068 1.667) peak intensity at different temperatures. Here the polarimeter selects only scattering that is polarization-preserved, i.e. the $\sigma - \sigma$ scattering.
Figure 6.5: Energy scans of the CDW satellite (1.245 ± 0.068 1.667) peak intensity at different temperatures. In these measurements, the polarimeter was set up to select scattering with the flipped polarization (σ to π). However, because we had a finite π-polarization component (∼ 2%) in the incident x-ray beam, the results must contain π − π scattering, too. From the discussion of Figure 6.1, we learn that the polarization-preserved scattering is approximately one hundred times as strong as the polarization-flipped scattering. Our experiment was conducted with just enough sensitivity to see the σ − π scattering in the π − π scattering background.
different in the $\pi$-scattering (polarization-flipped) measurement. Here Thomson scattering is totally irrelevant. By looking at $\sigma - \pi$ scattering, we would have only seen scattering due to the dispersion corrections. However, because we did not have a perfect polarized x-ray beam, we included some certain amount of $\pi$-$\pi$ scattering in the measured intensities. Being polarization-preserved, $\pi$-$\pi$ scattering is characterized by the same energy function as $\sigma$-$\sigma$ scattering. Thus $\sigma$-$\pi$ scattering is obtained from the mixed data in Figure 6.5 by subtracting the functions shown in Figure 6.4. If we compare the two Figures, we see a gentle hump appearing on the lower energy side of the minimum in $\pi$-scattering. As we have discussed in Figure 6.1, this is the polarization-flipped component in the intensity of the CDW satellite. Finally, the decreasing intensities between 9.90 KeV and 9.92 KeV in the $\pi$-scattering measurement are hard to understood. It might be because we failed to capture the entire reflection coming off from the analyzer crystal. At these high energies, the analyzer crystal was working at some really shallow incident angles. At 9.92 KeV, the footprint of x-ray diffraction was estimated to be more than 7 cm, exceeding the size of the active area of the NaI detector.

As neither the $\sigma$-$\sigma$ scattering nor the $\sigma$-$\pi$ scattering shows measurable temperature effects in the intensity of the CDW satellite\(^6\), we determine that at the Ta-L\(_3\) edge, resonant x-ray diffraction is not sensitive to the CDW in the different phases. Physically, this is understandable because the CMW is indeed a very small charge modulation appearing in the nearly empty 5\(d\) bands.

\(^6\)In $\pi$-scattering, our measurements at different temperatures do not always agree with each other. We attribute this problem to the poor counting statistic and other systematic errors. Given that the CMW involves only a tiny fraction of conduction electrons and occurs only around the Fermi energy, the intensity change appearing in Figure 6.5 between 9.86 KeV and 9.87 KeV should not be considered to be CDW-related.
6.3 Resonant X-ray Diffraction at Bragg Peaks

When we conducted the diffraction experiment for Bragg diffraction peaks, we did not measure the Darwin reflectivity curves. Instead, it is the area under the Darwin reflectivity curves that we measured as the intensities of the Bragg peaks. Using Eq (4.27) we estimate the angular Darwin widths are in the order of $10^{-2}$ mrad for the Bragg peaks we studied. As the x-ray beam at C1 showed an angular divergence much larger than the angular Darwin widths, our diffraction experiment measured the integrated reflectivity of each Bragg peak.

6.3.1 Model

Just like our discussion about the CDW satellites due to the kinematic approach, in the dynamical theory, resonant x-ray diffraction is attributed to the dispersion correction of $T_A$ which shows strong energy variance near the $L_3$ edge. Indeed, the dynamical theory can be best appreciated by differentiating the distinct roles played by the real and the imaginary parts of the dispersion correction. Using the (002) Bragg peak as an example, we illustrate the physical concept as follows. In Figure 6.6(b), we plot the Darwin reflectivity curve at several different energies. With increasing x-ray energy, the Darwin reflectivity curve changes its shape. Before the reflectivity finally gets stabilized above the edge, it actually becomes really low at the white-line. It is known that within the Darwin width, the reflectivity may become very different from unity if x-ray is largely attenuated. Since absorption is directly related to $f''_{T_A}$, the shape of the Darwin reflectivity curve is determined solely by the imaginary part of the dispersion correction. On the other hand, the Darwin width depends on both the real and the imaginary part of the
Figure 6.6: (a) The Darwin width $\omega_{D}^{\text{total}}$ and (b) the Darwin reflectivity curve of the (002) Bragg diffraction peak of 1$T$-TaS$_2$ as a function of x-ray energy.
dispersion correction. In Figure 6.6(a) we show the Darwin width as a function of x-ray energy (Eq. (4.27)). By carefully analyzing the energy dependence of the Darwin width, we find the maxima (minima) in the Figure indeed results from the real (imaginary) part of the dispersion correction. Since the integrated reflectivity is proportional to the product of the area under the Darwin reflectivity curve and the Darwin width, the imaginary part of the dispersion correction is associated with the reduction of the measured intensity of the Bragg peak.

As we have already pointed out in Section 4.3, the CDW is a second-order effect for Bragg peaks. When we calculate the structure factor, we use the unit cell pertaining to the original structure of $1T$-TaS$_2$.

### 6.3.2 Experiment

We measured Bragg reflection peaks using a horizontal four-circle diffractometer. The setup is similar to the experiment shown in Figure 6.2, except the incident polarization is now along the $x$ direction ($\pi$-polarized). For the monochromator, we used Ge rather than Si. We measured the intensities of several Bragg peaks without using a polarimeter. The entire experiment was conducted at room temperature.

### 6.3.3 Result

In Figure 6.7 we plot both the measured and the calculated intensities of three Bragg peaks as functions of x-ray energy. Representing all the Bragg peaks we have studied, these peaks show clear minimum around 9.886 KeV as well as uneven shoulders. However, compared to the situation of CDW satellites, Bragg peaks are
Figure 6.7: Energy scans of three major Bragg reflection peaks of $1T$-$\text{TaS}_2$. Solid lines represent the predicted energy behavior due to the integrated reflectivity based on the dynamical theory.
less asymmetric around the minimum. As we can clearly see in the Figure, the dynamical theory captures all these observed features. We want to emphasize the fact that when we determined the calculated intensities, no adjustable parameter has been assumed except the overall scaling factor. Everything came out from the dynamical theory automatically.

Although the dynamical approach of x-ray diffraction works fairly well for Bragg peaks, there are clear discrepancies between the theory and the observation. One thing we have noticed is that the theory always predicts intensities that rise too early before the white-line. We wonder whether this is because the absorption effect can actually appear in a more delicate way than our dynamical treatment. For example, it is commonly known that in the case of large absorption, x-ray diffraction becomes very sensitive to sample properties such as surface roughness and mosaic. These situations, however, have not been considered in our simple treatment. If we assume that mosaic indeed plays an important role in our experiment, a proper description of the measurement will be a mixture of the dynamical theory and the kinematic theory. Based on this idea, we may create a model that better fits the data around the minimum. Given the fact that our sample is indeed subject to finite mosaic broadening (∼ 1 mrad), the imperfectness of the crystal seems to be a plausible explanation for the discrepancy found in Figure 6.7.

---

7As a matter of fact, because the kinematic approach failed to predict the correct sizes of the measured intensities below and above the absorption edge, we began to realize that our understanding of x-ray diffraction at Bragg peaks requires the use of the dynamical theory.

8By increasing x-ray absorption, the angular width of dynamical diffraction is decreased. Mosaic renders difficult so-called secondary extinction [8] within the diffracting crystal. In dynamical theory, this means diminishing Bragg diffraction.
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In this chapter we summarize our study of resonant x-ray diffraction from the CDWs in $1T$-TaS$_2$. To further enhance our appreciation of the phenomenon of resonant x-ray scattering, we will then compare our study with similar experiments performed in other systems. Potential future works will also be discussed.

### 7.1 Project Summary

Using basic quantum mechanics together with the tight-binding theory, we demonstrate that resonant x-ray scattering can be used to study the extended valence-band states of solids. In $1T$-TaS$_2$, the CDW affects the Ta atomic form factor, of which the dispersion correction is modulated in accordance with the CMW. Furthermore, our analysis due to the Peierls theory shows that the modulation is a meager change of the atomic form factor. Recognizing the CMW is indeed imposed to the system as a superstructure, we have determined that x-ray scattering will be generated at $\mathbf{G} \mp \mathbf{k}_{\text{CDW}}$ — the so-called CDW satellite positions in the reciprocal space.

Given that the CMW and the LDW can both yield x-ray scattering at the CDW satellites, we set out to look at their difference in resonant x-ray scattering. In our theory we showed that diffraction of the CMW is characterized by the CMW modulation of the Ta atomic form factor, whose imaginary part $\tilde{f}_{\text{Ta}}''$ peaks only around the edge of the CDW gap. Accordingly, diffraction of the CMW is localized in energy. Diffraction of the LDW, on the other hand, depends on the full dispersion correction of the atomic form factor. Since the dispersion correction results from
the entire valence bands, diffraction of the LDW corresponds to energy features on a much larger scale in resonant x-ray scattering. In our experiments, we observed only diffraction of the LDW; the CMW is not visible in the resonant x-ray scattering measurement done at the Ta-L$_3$ edge. We pointed out the core-hole lifetime is a quantity of critical importance in resonant x-ray scattering. At the L$_3$ edge, diffraction of the CMW is broadened by the 5-eV core-hole lifetime $\Gamma_{L3}^{Ta}$. The corresponding large natural width of the atomic transitions is very unfavorable in the resonant x-ray diffraction experiment of our CDW, as the CMW appears in the continuous valence bands and is indeed a very delicate energy structure.

The CMW of $\text{TaS}_2$ is known to show Mott localization around the NC-C phase transition temperature. In principle, CDW satellites will reflect such a physical change in resonant x-ray scattering. We measured the intensities of several CDW satellites at temperatures both above and below the transition temperature. We could barely discern a temperature effect. This null result is attributed to the smallness of $\tilde{f}_n^{Ta}$ as it was described earlier.

Although in our diffraction experiment we could not exclusively probe the CMW, we have learned a great deal about resonant x-ray scattering from CDWs. We have demonstrated that the kinematic theory is an effective description for resonant x-ray diffraction at the CDW satellites. Hence the effect of x-ray absorption in resonant x-ray scattering is now well understood. The significance of our kinematic theory is also elucidated in the comparison between the CDW satellites and the Bragg reflections, for which the dynamical theory is needed instead. We benefit particularly from having the thorough discussion about resonant x-ray scattering given in Chapter 2. As we have learned there, the real part of the dispersion correction extends all the way to the zero frequency. No wonder we could always observe polarization-flipped scattering even when we stay below the absorption edge. In
the polarization-preserved measurement, scattering was dominated by Thomson scattering. As far as the numbers are concerned, the dispersion correction has a rather small real part at the L$_3$ edge. Physically, this means that most Ta electrons scatter with x-ray energy higher than the binding energies. We recognize this is the nature of the Ta-L$_3$ edge.

In order to determine the atomic form factor, we had to perform a very careful measurement on the x-ray absorption spectra of 1T-TaS$_2$. We found that the x-ray polarization has only a marginal effect on x-ray absorption. We attribute the results described in the earlier report to the thickness effect.

Indeed, we have accomplished a systematic study on both resonant x-ray scattering and CDWs in this research project. The fact that we are not able to measure the CMW may sound disappointing, but there is always something we can do. With the thorough understanding we can easily improve our experiment, as well as apply the techniques to study other interesting condensed matter systems. The ideas will be discussed in the following.

\section*{7.2 Resonant X-ray Scattering in Other System}

Resonant x-ray scattering has been seen in many different systems. Let us first look at how the technique is used to extract structural information about some of the most interesting phenomena in condensed-matter physics. We will study two well-known experiments. They are magnetic x-ray scattering from holmium and resonant soft x-ray scattering from doped cuprate $\text{La}_{1.875}\text{Ba}_{0.125}\text{CuO}_4$. 
7.2.1 Magnetic x-ray scattering from holmium

As one of the very first demonstrations of resonant x-ray scattering, magnetic x-ray scattering was discovered for elemental holmium (Ho, Z=67) approximately two decades ago [10]. The name “magnetic x-ray scattering” was coined because here the interaction between x-ray and atomic electrons involves the orbital magnetic moment and the spin magnetic moment of the electrons. Despite of this difference, magnetic x-ray scattering is described by a theory that is very similar to that developed in this thesis. The experiment was conducted by Gibbs, et al. in 1988. They looked at magnetic x-ray scattering at the Ho-L$_3$ edge at 8.067 KeV.

Holmium forms a spiral antiferromagnet. Magnetic x-ray scattering senses the magnetic superstructure, resulting in diffraction satellites around the Bragg peaks [10]. As the lattice is free of any displacement, there is no lattice diffraction at the satellites; those satellites are forbidden reflections in convention x-ray diffraction. The fact that this Ho experiment measures resonant x-ray scattering at those otherwise forbidden positions is an important difference compared to our CDW experiment. Whatever the Ho atomic form factor is, magnetic x-ray scattering results only from the variation of the atomic form factor. There is no Thomson scattering at the satellites. Inside the material, the Ho 5$d$ bands are virtually empty. All those bands contribute in magnetic x-ray scattering. Yet their effect will not show up in the final diffraction. The observed satellites are exclusively magnetic x-ray scattering.

Figure 7.1 shows what the researchers saw in their magnetic x-ray scattering experiment. The x-ray absorption coefficient is measured to characterize the absorption edge. A prominent white-line is clearly seen in the absorption spectra. Diffraction satellites up to the forth order beautifully show up at energies slightly lower than the white-line at 8.071 KeV. By analyzing the polarization properties
Figure 7.1: Top: Measured absorption coefficient of Ho antiferromagnet around the Ho L₃ edge. Lower: Integrated intensities plotted vs energy for the linear components scattered parallel (open circles) and perpendicular (filled circles) to the diffraction plane at three different diffraction satellites. Inset, lower: Corresponding degree of linear polarization plotted vs energy. The solid vertical line indicates the energy of the edge. Reproduced from Ref. [10].
of those satellites [4], the researchers determined there are two different resonant processes for magnetic x-ray scattering. The result is presented in such a way that the absorption effect has been consistently removed by multiplying the intensity functions with the the absorption coefficient. This manipulation is consistent with our description of the absorption effect in the kinematic theory.

These energy scans show that magnetic x-ray scattering corresponds to features which are approximately 5-eV to 10-eV-wide. One would recall our discussion of the natural width. For the Ho-L₃ edge, the core-hole lifetime was calculated to be 4.26 eV [1]. Based on our description, this number sets the lower bound of the widths of the resonant effect. The experimental finding supports this interpretation.

7.2.2 Probing valence electron orders using resonant soft x-ray scattering

We now consider a relatively more recent work on resonant x-ray scattering from doped antiferromagnetic cuprate La₁.₈₇₅Ba₀.₁₂₅CuO₄ (LBCO). The paper was published in 2005 by Abbamonte et al. [5]. This experiment particularly attracts our attention because it deals with a physical situation very similar to our CDW problem. The researchers studied the spatial ordering of the valence-band charges in LBCO using resonant soft x-ray scattering.

In LBCO, the charge/spin superconductivity appears only in the low-temperature tetragonal (LTT) phase and coincides with the suppression of the critical temperature [6]. Because of doping, O can have unoccupied 2p orbital, that is holes. Finite interactions exist between the hole modulation and the underlying lattice. As a result, the LTT phase is characterized by charge strips which have been pinned
Figure 7.2: The energy dependence of the $(0.25 \ 0 \ L)$ charge scattering of LBCO compared with the x-ray absorption spectra (green lines).  

**a.** Data near the O-K edge. Red circles, intensity of charge scattering at $L = 0.72$ showing enhancements at the MCP and UHB. $E_F$ is the Fermi energy. Blue line, see the original reference.

**b.** Data near the Cu-L$_3$ edge for $L = 1.47$. Reproduced from Ref. [5].
by the distorted lattice. Like the CDW of $1T$-$TaS_2$, the modulation of the hole distribution shares the same spatial period with the distorted lattice.

As the researchers have described in their paper, the determination of the hole distribution involves both x-ray absorption measurements and x-ray diffraction measurements. Using the x-ray absorption spectra taken at the O-K edge, they showed there are a distinct mobile carrier peak (MCP, located at 528.6 eV), corresponding to transitions into the doped hole levels, and an upper Hubbard band (UHB, located at 530.4 eV), corresponding to transitions into the $d$-level of a neighboring Cu atom. Given that the spectral weight of the MCP increases with the hole density, the MCP is related to the local hole density. Similarly, at the Cu-L$_3$ edge, it was found that the x-ray absorption spectra shows a main peak (933 eV) together with a ligand hole sideband peak (934.3 eV). See the reproduced plots described in Figure 7.2.

When it came to measure x-ray diffraction, the researchers took diffraction of the Cu main peak to be a measure of the distortions in the Cu sublattice and took diffraction of the MCP to be a measure of the hole distribution. As Figure 7.2 shows, the experiment saw nice peaks at both the Cu main peak and at the MCP. Given that we always observed x-ray resonance scattering in our energy scans as a resonant “dip”, why is the outcome of this LBCO experiment so different? Is there any fundamental difference between resonant x-ray scattering from Cu and O and resonant x-ray scattering from Ta?

After we carefully thought about the theory of resonant x-ray scattering, we realized that at those specific absorption edges, the real parts of the dispersion corrections of Cu and of O are very large negative numbers so the real parts of the atomic form factors are rather small compared to the imaginary parts. In Figure 7.3 (7.4), we show the atomic form factor of Cu (O) as a function of x-ray energy,
assuming a direction of the forward scattering $\vec{Q} = 0$. We notice immediately that at the Cu-L$_3$ (O-K) edge, the changes are so prominent that the real part of the atomic form factor actually turns negative. Looking at other atomic species, we find this situation is very common in light elements. When such an atomic form factor is used in the kinematic theory of resonant x-ray diffraction, they always result in a resonant peak right below the absorption edge. Now recall the discussion in Chapter 2 about the energy behavior of x-ray scattering. An atomic form factor with a small real part means the atom has not yet been driven hard enough to create Thomson scattering. In this aspect, resonant peaks are more directly related to the resonant x-ray scattering behavior of atoms than resonant dips. Taking this as their advantage of having light elements resonating with x-ray, the researchers saw the clear resonant peaks in the LBCO experiments.

The LBCO experiment is indeed a very clever method to probe the charge order independent from the lattice distortion. They used two different resonant x-ray scattering to measure each phenomenon separately. As a final remark, I would like to point out that the paper can directly attribute diffraction of the CMP peak to the hole modulation only because it assumes there is no O displacement inside the distorted lattice.\textsuperscript{1} If O does displace in accordance with the Cu sublattice, just like the situation we had in the CDW problem, there will be a lattice component in diffraction of the CMP. As the distorted lattice may overwhelm the hole modulation in terms of their diffraction power, determining the charge order using resonant soft x-ray scattering can actually become a much more challenging job.

\textsuperscript{1}Given that Cu is displaced, however, it is not obvious to me why O should not have any concomitant displacement.
Figure 7.3: The real part and the imaginary part of the atomic form factor of Cu ($Z = 29$), assuming $\mathbf{Q} = 0$. Note around the Cu-L$_3$ edge at 932.7 eV the real part actually take negative values. Also the real part only become close to its maximum after the L$_3$ edge. This plot is drawn to show the general trend of the function of the atomic form factor. Detailed structures such as white-lines at the absorption edges are not shown. Reproduced from data found in the CXRO website [2].
Figure 7.4: The real part and the imaginary part of the atomic form factor of O ($Z = 16$), assuming $\vec{Q} = 0$. Note around that the O-K edge at 543.1 eV, the real part becomes negative. Also the real part only become close to its maximum after the K edge. This plot is drawn to show the general trend of the function of the atomic form factor. Detailed structures around the absorption edge are not shown. Reproduced from data found in the CXRO website [2].
7.2.3 Comparison with the CDW experiment

A very useful concept that is commonly used to predict the strength of the resonant x-ray diffraction is the number of the resonating electrons (or “states”, as a more precise term in the resonant scattering theory) in each unit cell. We want to generalize this concept and estimate the “contrast” of the atomic form factors of resonating atoms. We would like compare the experiment of magnetic x-ray scattering from Ho, the experiment of resonant soft x-ray scattering from LBCO, and our experiment of resonant x-ray scattering from the CDW of 1T-TaS$_2$.

Judging from the positions of the satellites, the magnetic superstructure of Ho corresponds to a period six times greater than that of the lattice structure in the $c_0^*$ direction. We can then infer that the difference of the atomic form factor in magnetic x-ray scattering is one out of six states per unite cell. For the LBCO experiment, the paper gives a number which is equal to the difference of 0.063 holes between the “peak” and the “trough” of the carrier modulation. In our own experiment, we have determined that the size of the CMW is equal to one thirteenth electrons per Ta atom. As far as these numbers are concerned, our CDW is not that different from the LBCO (0.077 compared to 0.065). It is, however, very difficult for us to isolate the CMW effect in our experiment.

From the band structure calculation, we have learned that 1T-TaS$_2$ has several unoccupied Ta-5$d$ bands besides the 5$d_{z^2}$ band. Given the large core-hole lifetime of the Ta-L$_3$ edge, electronic transitions to all these bands get mixed in resonant x-ray scattering measured at the CDW satellites. We really compare the CMW modulation of 1/13 electrons per Ta atom with all the nine un-occupied valences of each atom. The CMW therefore corresponds to a contrast of 0.0085 electrons per Ta atom. This contrast is so tiny that it is virtually an order of magnitude smaller than what was measured in the LBCO experiment.
7.3 Probing Extended Electronic States Using Resonant X-ray Scattering

Using our CDW as an example, we have developed a good understanding about resonant x-ray scattering caused by systems with extended electronic states. At the end of this thesis, I would like to discuss some interesting experiments/ideas that we have been thinking about and will eagerly pursue in the future. By doing so, I hope to show the potential of resonant x-ray scattering as a unique technique of structural study. Resonant x-ray scattering provides a method to study many different problems in a simple and direct way.

7.3.1 The CDW experiments at other edge

As the structural change pertaining to the CDW of 1T-TaS$_2$ has long been recognized to be the key characteristic that distinguishes this material from other CDW systems, determining the spatial structural of the CMW is of great scientific importance. Although other techniques such as ultra-low-temperature STM can also be used to measure the CMW, we consider resonant x-ray scattering to be an incomparable tool for it can be done in a straightforward manner. For instance, it is just not possible for the STM to look at Mott localization which is known to happen at 180K. Therefore, we like to continue searching for the right ways of doing things and see if we can eventually make resonant x-ray scattering sensitive to the CMW.

We want Ta to scatter without strong Thomson scattering. This means we have to work at a lower-energy absorption edge. I show in Figure 7.5 the atomic form factor of Ta, with the energies and the core-hole lifetime of the most important
Figure 7.5: The real part and the imaginary part of the atomic form factor of Ta as a function of x-ray energy, assuming $\vec{Q} = 0$. The Ta-M$_5$ edge corresponds to a minimum of the real part appearing at 1.735 KeV. This plot is created to show the general trend of the function of the atomic form factor. Detailed structures such as white-lines around the absorption edges are not shown. Reproduced from data found in the CXRO website [2].
Table 7.1: Energies and core-hole lifetime of the Ta absorption edges, reproduced from Ref. [1]. In the third column, numbers that appear in parenthesis are estimated by looking at the corresponding values of Nb, taking into account the size effect.

<table>
<thead>
<tr>
<th>Edge</th>
<th>Energy (KeV)</th>
<th>$\Gamma$ (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>K</td>
<td>67.416</td>
<td>37.7</td>
</tr>
<tr>
<td>L$_1$</td>
<td>11.682</td>
<td>5.58</td>
</tr>
<tr>
<td>L$_2$</td>
<td>11.136</td>
<td>5.15</td>
</tr>
<tr>
<td>L$_3$</td>
<td>9.881</td>
<td>4.88</td>
</tr>
<tr>
<td>M$_3$</td>
<td>2.194</td>
<td>(&gt; 2)</td>
</tr>
<tr>
<td>M$_5$</td>
<td>1.735</td>
<td>(0.1 – 1)</td>
</tr>
<tr>
<td>N$_2$</td>
<td>0.4634</td>
<td>7.4</td>
</tr>
<tr>
<td>N$_3$</td>
<td>0.4009</td>
<td>5.0</td>
</tr>
</tbody>
</table>

edges listed in Table 7.1. We see there are several different edges below 3 KeV. A simple calculation immediately rejects the N$_2$ edge and the N$_3$ edge: At these soft absorption edges, the scattering vector is too short to hit any CDW satellite point in reciprocal space. Nevertheless, we want to work at an edge with a small core-hole lifetime. It seems the M$_5$ edge is our best choice. At the M$_5$ edge, transitions that go into the 5$d$ conduction bands must be quadrupole transitions. We expect resonant x-ray scattering to have very different properties than those found at the L$_3$ edge. In terms of the required measurements, we can repeat what we have done in our diffraction experiment and in our absorption experiment. From the absorption spectra, we should be able to determine whether the natural width of the atomic transitions is small enough to resolve the interesting diffraction signal due to the CMW. Specifically, at this lower-energy edge, the real part of the atomic form factor of Ta is small compared to the imaginary part (see Figure 7.5). This means we can probably see resonant peaks rather than resonant dips when
the intensities of the CDW satellites are measured as functions of energy.

In our communication with P. Abbamonte, it was once discussed that we might want to try our experiment at the Ta-M₃ edge. Using our theory presented in this thesis study, I created a simulation and showed that the situation will be very similar to what has been seen at the L₃ edge. As the real part of the atomic form factor of Ta remains larger than the imaginary part, I predict we will see resonant dips in the energy scans. Moreover, diffraction of the CMW will still be difficult to resolve, given the large core-hole lifetime found for the M₃ edge.

### 7.3.2 Surface charge density waves

We can also use resonant x-ray scattering to look at a completely different type of CDWs called surface charge density waves (SCDWs). For discussion purpose, I will use the SCDW found on a lead-coated germanium surface [7] as an example. See Figure 7.6. On the (111)-surface of germanium crystals, it is discovered that Pb adatoms (1/3 coverage) occupy the T₄ sites, forming a regular hexagonal arrangement. While they all appear equivalent at room-temperature, the Pb adatoms become different if the system is cooled to approximately −20°C. In the STM images, one can clearly see that the electronic states show a spatial profile with a (3 × 3) symmetry. In the low-temperature phase, the Pb-adatom plane is rumpled. The in-plane Pb displacement is of the order of ~ 0.2Å. The characteristic size of the CDW gap can be determined by means of electron energy-loss spectroscopy, and it is determined to be of the order of ~ 65 meV. This CDW phenomenon is commonly referred to as the SCDW of the α-phase Pb/Ge(111).

Physically, the presence of adatoms changes the property of the substrate atoms in resonant x-ray scattering. In surface resonant x-ray scattering experiments [8, 9],
Figure 7.6: (a) Schematic of the α-phase of Pb/Ge(111), which consists of 1/3 monolayer of equivalent Pb adatoms spaced $\sim 7\text{Å}$ apart in a hexagonal array of $T_4$ sites atop the bulk-truncated germanium, with the Pb adatoms forming a clear $(\sqrt{3} \times \sqrt{3})R30^\circ$ arrangement. (b) Low-temperature ($T \approx 60\text{ K}$) STM data from the α-phase. The filled-state (empty-state) image was acquired with a negative (positive) sample bias, hence representing the spatial profile of occupied (unoccupied) electronic states at the Pb sites. The blue hexagons are drawn to show the corresponding position in the lattice. Reproduced from Ref. [7]
the effects of O adsorption and of CO adsorption on the (111) surface of platinum crystals has been carefully demonstrated and studied. For the SCDW of the $\alpha$-phase Pb/Ge(111), I propose to examine Ge absorption edges in resonant x-ray scattering measured at $(1/3 1/3 L)$ in reciprocal space. The idea is simple. I think the Ge beneath Pb adatoms will feel the different electronic structure of the adatoms and scatter differently. Assuming that the Ge substrate does not get reconstructed with the SCDW, only the Pb displacement and the Ge atoms will create x-ray diffraction at the satellite positions. But diffraction of the Pb displacement is featureless at Ge’s absorption edges. We can then separate the distorted lattice and the spatial profile of the electronic states in the SCDW based on their different energy dependence in resonant x-ray scattering.

The idea of using Ge to probe the Pb electronic states is not such a wild idea. As long as there is a good coupling between Ge and Pb, I think this method will allow us to detect the electronic states of the SCDW. It relies on the assumption that the Ge substrate does not move with the Pb atoms, which is very similar to the LBCO experiment (Section 7.2.2). There the hole modulation is probed by O, which is assumed to stay fixed in the underlying lattice. In both these experiments, resonant x-ray scattering happens in such a way that it is sensitive to only the contrast of the atomic form factor of the resonating species. Indeed, this is how most experiments have been designed and realized on resonant x-ray scattering.

7.3.3 Surface plasmons

Surface plasmons are collective vibration modes of conduction electrons at the interface between a metal and an insulator [10]. One can think of surface plasmons as some kind of CDW that exist at the surface of a metal, as surface plasmons
Figure 7.7: In snapshots, a surface plasmon is a simple density modulation of the electron gas inside a metal. The spatial period of the modulation is called the wavelength of the surface plasmon. When the ionic background is included, a surface plasmon can be viewed to be alternating regions with opposite charges. The charge distribution quickly decays with distance from the surface. Typical decay lengths are of the order of \( \sim 10\text{nm} \). For atoms staying within the decay length, depending on where they are in the surface plasmon, the number of their valence electrons varies. Being x-ray scatters, they become slightly-different from each other. As our theory of the CDW problem shows, resonant x-ray scattering will be created in accordance with the charge density modulation. There will be satellites created at \( \mp k_{SP} \). Here, \( k_{SP} \) is the wavevector of the surface plasmon.
are also fluctuations in the electron density surrounding the metal lattice sites. However, surface plasmons and CDWs are independent physical phenomena. Surface plasmons are not static; they propagate and get attenuated along the metal surface. The wavevector of surface plasmons is a continuous variable. Last but not least, surface plasmons do not cause lattice distortions.

Here I would like to argue that surface plasmons could be interesting to resonant x-ray scattering, in the sense that surface plasmons can have very interesting spatial structures in metals. Inside today’s optical devices, techniques based on surface plasmons have gained a unique position for surface plasmons is an essential component to control/manipulate light on a subwavelength length scale. In those applications, one of the key problems is how surface plasmons are actually distributed in a specific optical component. In practice, one will usually have to measure the photons emitted by surface plasmons, and then compare the observed photon field with theoretical simulations to get the structure of surface plasmons. Methods like this are not simple. It will be nice if we can find some other methods so surface plasmons can be studied more directly.

In Figure 7.7, I explain the idea of using resonant x-ray scattering to measure the spatial structure of surface plasmons. In principle, it will be very similar to our experiment of the CDW. But because surface plasmons involve no lattice distortion, the size and the shape of the satellites will be a direct measure of the structure of the surface plasmons.

It needs to be pointed out that in an surface plasmon experiment, the characteristic length will be very different from the characteristic length in a CDW experiment. While most CDWs have their wavelengths \( \lesssim 1 \) nm, wavelengths of surface plasmons are usually in the order of 1000 nm. Should there be any satellite being created in resonant x-ray scattering, they will therefore be very close
to Bragg reflections in the reciprocal space. To properly resolve the satellites, a good \( Q \)-resolution is necessary. In this aspect, I think the experiment should be performed at some low-enough energies and look at satellites that appear around the origin \( Q = 0 \).

### 7.3.4 Image charges

Imagine we can bring a conductor very close to a piece of \( 1T \)-TaS\(_2\). Under the influence of the CDW, electrons inside the conductor will get redistributed until an electrostatic equilibrium is finally reached. If the distance between the two objects is very short, the charges will have the similar arrangement as the CDW. We will have a charge image which reflects the spatial order of the CMW on the surface of the conductor. The image is essentially a charge density modulation, something that we have been arguing is visible in resonant x-ray scattering. This will be a very interesting experiment that we may try in the future.

There are two big concepts in the proposed experiment about image charges. First, we want to set up a diffraction experiment to look at resonant x-ray scattering from the conductor, rather than the CDW. Just like our discussion of the SCDW (Section 7.2.2), if we assume the lattice of the conductor retains its perfect order, we will see only the CMW in diffraction. In other words, we immediately solve the problem about separating the CMW from the LDW. Second, the use of the conductor allows us to disengage the x-ray study from the sample properties. In principle, we can look at anything that creates image charges inside the “mirror” (the conductor). For instance, the “object” can be a charged nano-scaled capacitor array created by today’s semiconductor technology. Additionally, the diffraction experiment itself does not need to be re-define every time we try a different sam-
ple. This image-charge method can become a standard technique of mapping out interesting charge density modulations in completely different systems.
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APPENDIX A
THE QUANTUM THEORY OF X-RAY SCATTERING

Indeed, reviews of the quantum mechanical theory of x-ray scattering can be found in many references [1, 2, 3, 4]. Those discussions, with their emphases on different theoretical aspects, are subject to various assumptions and/or approximations. To fully appreciate the theory, we ought to derive the theory using our own language. By getting exposed to the formalism, we clear up several important concepts in the quantum mechanical theory.

The Hamiltonian

As in many other quantum mechanical problems, we must first specify the Hamiltonian. Scattering happens when waves hit an object, causing some secondary waves propagating with different polarizations and wavevectors. In the problem we are dealing with here, x-ray will be the wave, and the object can be an isolated atom or as big as a macroscopic solid. Given that scattering happens because electrons and photons (quantized x-ray) interact with each other, scattering is described by the Hamiltonian:

\[ H = \sum_j \left( \frac{\mathbf{p}_j + e\mathbf{A}(\mathbf{r}_j, t)}{2m_e} \right)^2 + \sum_j U(\mathbf{r}_j) + \sum_u \sum_l \hbar \omega_l \hat{a}_u^{\dagger} \hat{a}_u \quad (A.1) \]

For this Hamiltonian, we give our interpretation as follows: The first two terms are the kinetic energy and the potential energy of electrons, respectively, whereas the last term represents the energy stored in the photon field. For the electrons, \( \mathbf{p}_j (\mathbf{r}_j) \) is the momentum (position) of the \( j \)th electron, and \( U \) is the potential. For x-ray, \( u \) is the polarization index, \( l \) is the wavevector, and \( \hat{a}_u^{\dagger} (\hat{a}) \) is the creation (annihilation) operator of photons. The coupling between the electrons and the photons...
occurs through $A$— the vector potential of x-ray. Using second quantization, one can write the vector potential in the operator form

$$A(r, t) = \sum_u \sum_l \hat{e}^u \left( \frac{\hbar}{2\varepsilon_0 V\omega_1} \right)^{\frac{1}{2}} \left[ \hat{a}_{ul} e^{i(l \cdot r - \omega t)} + \hat{a}_{ul}^\dagger e^{-i(l \cdot r - \omega t)} \right]$$  \hspace{1cm} (A.2)

where $\hat{e}^u$ is the polarization vector. Rearranging Eq (A.1) we obtain

$$\mathcal{H} = \sum_j \left( \frac{p_j^2}{2m_e} + U(r_j) \right) + \sum_u \sum_l \hbar \omega_l \hat{a}_{ul}^\dagger \hat{a}_{ul} + \sum_j \left[ \frac{e^2}{2m_e} A^2 + \frac{e}{m_e} A \cdot p_j \right]$$  \hspace{1cm} (A.3)

where terms involving the vector potential have been deliberately grouped and separated from the rest of the Hamiltonian. The smallness of the electron charge means we can treat the vector potential as perturbations in the Hamiltonian. The “unperturbed” Hamiltonian is the sum of the energy of the electrons and the energy stored in the photon field. Correspondingly the state vectors of the electron-photon system will be direct products [1] of the state vectors for the electron eigenstates and the state vectors for the photon eigenstates.

Quantum states and operators

We want to use Eq (A.3) to determine how elastic x-ray scattering is created by atomic electrons. Due to the time dependence of the vector potential, electrons will oscillate in the x-ray field [5]. We will assume that corresponding transitions of the $j$th electron take place between a core-level state $|s\rangle$ and a high energy state $|n\rangle$.

For x-ray, we use wavevectors and polarizations to specify the modes of photons. Without losing generality, we can assume that incident x-ray ($l = q$) and scattered x-ray ($l = q'$) both have the form of plane waves$^1$. For the incident (scattered) wave, $\hat{e}^\alpha$ ($\hat{e}^\beta$) is the polarization and $n_{\alpha,q}$ ($n_{\beta,q'}$) is the number of photons appearing in this specific mode. As photons appear in only the two modes, the photon

$^1$For experiments that are performed with synchrotron radiation source, the incident x-ray is pluses rather than continuous plane waves. One can then superimpose the plane wave states to construct the proper photon mode.
eigenstates can be denoted by the occupation numbers as $|n_{\alpha,q}; n_{\beta,q'}\rangle$. In the event of scattering, the occupation numbers changes so that one photon is removed from the incident mode $|n_{\alpha,q}\rangle$, and one photon added to the scattering mode $|n_{\beta,q'}\rangle$. For discussion purposes, we will assume the photon eigenstates $|n_{\alpha,q}; n_{\beta,q'}\rangle$ are $|1;0\rangle$ before the scattering event, and $|0;1\rangle$ after the scattering event.

As far as the operators are concerned, our assumption of two photon modes allows us to write the vector potential explicitly

$$A(r_j,t) = \left( A_q e^{-i\omega t} \hat{a}_{\alpha q} + A_q^\dagger e^{i\omega t} \hat{a}^\dagger_{\alpha q} \right) + \left( A_{q'} e^{-i\omega t} \hat{a}_{\beta q'} + A_{q'}^\dagger e^{i\omega t} \hat{a}^\dagger_{\beta q'} \right) \quad (A.4)$$

where we have used $A$ and $A^\dagger$ to denote the time-independent parts of the plane waves. For the incident wave,

$$A_q = \left( \frac{\hbar}{2\varepsilon_0 V \omega} \right)^{\frac{1}{2}} (e^{i\mathbf{q} \cdot \mathbf{r}_j}) \hat{e}^\alpha \quad \text{and} \quad A_q^\dagger = \left( \frac{\hbar}{2\varepsilon_0 V \omega} \right)^{\frac{1}{2}} (e^{-i\mathbf{q}' \cdot \mathbf{r}_j}) \hat{e}^\alpha \quad (A.5)$$

Similar expressions of $A_{q'}$ and $A_{q'}^\dagger$ can also be written for the scattered wave. (Keep in mind that scattering has the different polarization $\hat{e}^\beta$.) Using this operator form of vector potential, we will determine how scattering is created based on the perturbed Hamiltonian Eq (A.3).

In due course we will have to use Fermi’s golden rule to determine the cross-section of x-ray scattering. In Fermi’s golden rule, the key ingredient is the transition matrix elements of the perturbations in the Hamiltonian. In the time-dependent perturbation theory, those terms $\frac{e^2}{2m_e} \mathbf{A}^2$ and $\frac{e}{m_e} \mathbf{A} \cdot \mathbf{p}_j$ appearing in Eq (A.3) correspond to different scattering processes. We will familiarize ourselves with the important difference.

**Time-dependent perturbation theory**

From the time-dependent perturbation theory, it is known that transition matrix
elements can be computed to first order to get the transition amplitudes by en-
closing the time-independent perturbations with a ket state and a bra state. The
condition of elastic scattering requires that the ket state and the bra state are
constructed by the same initial state $|s\rangle$. For $\frac{e}{m_e} A \cdot p_j$, this means
\[ \langle 0; 1 | \langle s | e m_e A(r_j, 0) \cdot p_j | s \rangle | 1; 0 \rangle = \frac{e}{m_e} \langle 0; 1 | A(r_j, 0) | 1; 0 \rangle \cdot \langle s | p_j | s \rangle = 0 \] (A.6)
The final equality holds for two reasons. First, projecting $|1; 0\rangle$ onto $|0; 1\rangle$ through
$A(r_j, 0)$ should always give a zero because the vector potential is linear in the cre-
ation/annihilation operators. Also, the second matrix vanishes because $p_j$ changes
the parity for the electron eigenstate. Hence $\frac{e}{m_e} A \cdot p_j$ does not correspond to scat-
tering in first order. In fact, as we must point out, $\frac{e}{m_e} A \cdot p_j$ is the perturbation
that leads to photoelectric absorption in the perturbation theory computed to first
order.

Besides $\frac{e}{m_e} A \cdot p_j$, there is also $\frac{e^2}{2m_e} A^2$ appearing in the Hamiltonian. In the
time-dependent perturbation theory, this term too should be taken into account
to evaluate the transition amplitude. When the vector potential is squared, it
produces eight different cross terms in the creation and the annihi-
ation operators. Two of them have the right forms of either $(\hat{a}_{\alpha q} \hat{a}_{\beta q}^\dagger)$ or $(\hat{a}_{\beta q}^\dagger \hat{a}_{\alpha q})$, and they are
responsible for x-ray scattering, given that their effect is to subtract a photon from
$|n_{\alpha q}\rangle$ and add another one to $|n_{\beta q}\rangle$. One can repeat the calculation and verify
\[ c^{(1)}_{A,A} = \langle 0; 1 | \langle s | \frac{e^2}{2m_e} A(r_j, 0) \cdot A(r_j, 0) | s \rangle | 1; 0 \rangle 
= \langle s | \frac{e^2}{2m_e} \Lambda_q \cdot \Lambda_{q'}^\dagger | s \rangle \langle 0; 1 | \hat{a}_{\alpha q} \hat{a}_{\beta q'}^\dagger + \hat{a}_{\beta q'}^\dagger \hat{a}_{\alpha q} | 1; 0 \rangle 
= \frac{e^2 \hbar}{2m_e \varepsilon_0 V \omega} (\hat{e}^\alpha \cdot \hat{e}^\beta) \langle s | e^{-iQ \cdot r_j} | s \rangle \] (A.7)
where we have used Eq (A.5) for the definitions of $\Lambda_q$ and $\Lambda_{q'}^\dagger$, and $Q \equiv q' - q$ is
the scattering vector. In this equation, the matrix element appearing in the final
result is nothing but a fourier transform of the density of the electronic state $|s\rangle$. 

144
It is evident that $c^{(1)}_{A\cdot A}$ is the transition amplitude for Thomson scattering.

Given that there are photoelectric absorption as well as Thomson scattering in the perturbation theory, we recognize that the first-order expansion of the transition matrix elements can not be the full story of x-ray scattering. In optics, we have the known fact that absorption, as a form of dissipation, exists aside from dispersion of light. The anticipated correspondence will not be seen in quantum mechanics until the time-dependent perturbation theory is computed to second order. In second order, scattering results from $\frac{e}{m_e} A \cdot p_j$, but this time the perturbation must act twice in order to take effect. Let us describe how it can happen in time. The first action which happens at $t_1$ can either annihilate the photon in $|n_{\alpha,q}\rangle$ or create a photon in $|n_{\beta,q}\rangle$. When the second action which happens at $t_2$, it must create a photon in $|n_{\beta,q}\rangle$ if that photon has not be created. Otherwise there will be no scattering. On the other hand, if scattering has already been created but the photon in $|n_{\alpha,q}\rangle$ has not yet been annihilated, the second action must take care of that photon and annihilate it. Between $t_1$ and $t_2$ the electron is promoted to a high energy state $|n\rangle$. When the entire system (electrons plus photons) is concerned, there are two types of intermediate states. In the first type, the $j$th electron is in $|n\rangle$, and no photons are present. The state vector is $|n\rangle|0; 0\rangle$. In the second type, the electron is also in $|n\rangle$, but there is one photon in each photon mode. The state vector is therefore $|n\rangle|1; 1\rangle$. In general, $|n\rangle$ can be any unoccupied state of the electron system.

Without really proving it, we will write down the transition amplitudes of these second-order scattering processes based on what we just described. In the case where there are no photons present in the intermediate state, the transition
Using the transition amplitudes we can calculate the scattering cross-section. We

Fermi’s Golden Rule

transition amplitude for elastic scattering computed to second order.

In summary, in the time-dependent perturbation theory, Eq (A.10) is the

On the other hand, if there are two photons appearing in the intermediate state,

Interested readers are referred to the standard textbook [1] for how these results
are obtained in the perturbation theory\(^2\). As transition amplitudes are additive,
we will add \(d^{(2)}_{[0;0]}\) and \(d^{(2)}_{[1;1]}\) together

\[
c^{(2)}_{A \cdot p} = d^{(2)}_{[0;0]} + d^{(2)}_{[1;1]}
\]

\[
= \left( \frac{e}{m_e} \right)^2 \sum_n \left\{ \frac{\langle s|A^\dagger_{q'} \cdot P_j \hat{a}_{\alpha q}|n\rangle \langle n|A^\dagger_q \cdot P_j |s\rangle}{\hbar (\omega - \omega_{ns}) + i \frac{\Gamma}{2}} - \frac{\langle s|A^\dagger_{q'} \cdot P_j \hat{a}_{\alpha q}|n\rangle \langle n|A^\dagger_q \cdot P_j |s\rangle}{\hbar (\omega + \omega_{ns}) + i \frac{\Gamma}{2}} \right\}
\]

where we have used \(O^\alpha(q) = P_j \cdot \hat{e}^\alpha e^{iqr_j}\) as a convenient shorthand. Comparing \(c^{(2)}_{A \cdot p}\) with \(c^{(1)}_{A \cdot A}\) computed in Eq (A.7), we find they are of the same order of magnitude. In summary, in the time-dependent perturbation theory, Eq (A.10) is the transition amplitude for elastic scattering computed to second order.

Fermi’s Golden Rule

Using the transition amplitudes we can calculate the scattering cross-section. We

\(^2\)In both Eq (A.8) and Eq (A.9), we have included \(i\Gamma/2\) in the denominators to account for the effect of finite lifetimes associated with the intermediate states. For \(\Gamma_s\), the subscript is used to indicate its dependence on the initial state \(|s\rangle\). It is also worth pointing out that the signs of these imaginary numbers need to be consistent so causality is not violated.
will first have to determine the transition rate $W$, with which the incident wave is converted to scattering. According to Fermi’s Golden Rule, $W$ is proportional to $\varrho^\gamma(E)\Delta\Omega$, where $\varrho^\gamma$ is the density of state corresponding to the final state of x-ray, and $\Delta\Omega$ is the solid angle centered on $q'$— the wavevector of scattering. Fermi’s Golden Rule states that

$$W \Delta\Omega = \frac{2\pi}{\hbar} |c^{(1)}_{\mathbf{A}\mathbf{A}} + c^{(2)}_{\mathbf{A}\mathbf{p}}|^2 \varrho^\gamma(E)\Delta\Omega \quad (A.11)$$

Recall the definition that $\varrho^\gamma(E)dE$ is the number of photon states between $E$ and $E + \Delta E$ in the phase space. It follows that

$$\varrho^\gamma(E) = \left(\frac{V}{8\pi^3}\right)\left(\frac{1}{\hbar^3c^3}\right)E^2 \quad (A.12)$$

The (differential) scattering cross-section can immediately be calculated

$$\frac{d\sigma}{d\Omega} = \left(\frac{V}{2\pi}\right)^2 \left(\frac{\omega^2}{\hbar^2c^4}\right)\left|c^{(1)}_{\mathbf{A}\mathbf{A}} + c^{(2)}_{\mathbf{A}\mathbf{p}}\right|^2 \quad (A.13)$$

Plugging our results for the transition amplitudes, we find the scattering cross-section can be expressed as follows

$$\left(\frac{d\sigma}{d\Omega}\right) = r_0^2 \left|\langle \mathbf{e}^\alpha \cdot \mathbf{e}^\beta \rangle \langle s|e^{-i\mathbf{Q}\cdot \mathbf{r}}|s\rangle \right|^2 + \frac{1}{m_e} \sum_n \left( \frac{\langle s|O^\alpha(q')|n\rangle \langle n|O^\beta(q)|s\rangle}{\hbar(\omega - \omega_{ns}) + \frac{i\Gamma_s}{2}} - \frac{\langle s|O^\alpha(q)|n\rangle \langle n|O^\beta(q')|s\rangle}{\hbar(\omega + \omega_{ns}) + \frac{i\Gamma_s}{2}} \right)^2 \quad (A.14)$$

where we have rewritten the overall prefactor using the classical electron radius $r_0$. As it has been clearly said in the derivation, Eq (A.14) is the scattering cross-section for a single atomic electron. Given that $\hbar\omega_{ns}$ is much greater than $\Gamma_s$ for most atomic transitions, it is frequent that one will talk about only a single $\Gamma_s$ in an atom as well as completely ignore this imaginary number in the denominator of the second term appearing inside the big parenthesis. In any case, Eq (A.14) shows that the cross-section is energy-dependent, and this must happen because of the very existence of $c_{\mathbf{A}\mathbf{p}}^{(2)}$. 
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By carefully going through the derivation, we expose ourselves to the essential ideas used in the quantum theory of x-ray scattering. Not only can we now write the theory correctly, but we can then determine how approximations should be made so the applications will remain self-consistent. For instance, it is known that in the so-called dipole-dipole approximation, one will replace the operator $O^\alpha(q) = p_j \cdot \hat{e}^\alpha e^{i\mathbf{q} \cdot \mathbf{r}_j}$ in Eq (A.11) by $O^\alpha(q) \sim p_j \cdot \hat{e}^\alpha$. This approximation completely ignores the spatial components of $A_{q'}^\dagger$ and of $A_q$, and will inescapably result in a transition matrix amplitude $c_A^{(1)}$ without any $Q$-dependence (See Eq (A.7)). When it comes to form the scattering cross-section of an atom, this means the atomic form factor will not decay with the wavevector, which is certainly not realistic. Therefore, while it seems to be a commonly-accepted statement found in many different textbooks, I think it is improper to assume that we can always divide an atomic form factor into a $Q$-dependent-only part plus a $Q$-independent dispersion correction.
APPENDIX B
CDW SATELLITES AND THEIR STRUCTURES

In Chapter 4 I claimed that diffraction of the CMW can be measured independently at the primary CDW satellites. That statement, indeed, was made without proof. Additionally, as I did argue that spatial structure of the CMW may become different from that of the LDW, we have not yet talked about how structural information of the CMW can be extracted by doing resonant x-ray scattering. This chapter is created to give those questions a comprehensive discussion.

Proof of Eq (4.8)

In Section 4.1.1, I showed that the cross-section of a CDW without the LDW component can be written as

\[
\left( \frac{d\sigma}{d\Omega} \right)_{\text{CMW},\alpha\beta} = r_0^2 \left| \sum_{\mathbf{R}} e^{-i\mathbf{Q} \cdot \mathbf{R}} \left( f_{\alpha\beta}(\mathbf{Q},\omega) + \tilde{f}_{\alpha\beta}(\omega \cos(k_{\text{CDW}} \cdot \mathbf{R})) \right) \right|^2 \quad (B.1)
\]

Here, let us explain how this cross-section should be evaluated around the CDW satellites and around the Bragg peak positions. To do so, we must realize that

\[
\left| \sum_{\mathbf{R}} e^{-i\mathbf{Q} \cdot \mathbf{R}} \left( f + \tilde{f} \cos(k_{\text{CDW}} \cdot \mathbf{R}) \right) \right|^2 = \sum_{\mathbf{R}} e^{-i\mathbf{Q} \cdot \mathbf{R}} \left( f + \tilde{f} \cos(k_{\text{CDW}} \cdot \mathbf{R}) \right) \cdot \sum_{\mathbf{R}'} e^{-i\mathbf{Q} \cdot \mathbf{R}'} \left( f + \tilde{f} \cos(k_{\text{CDW}} \cdot \mathbf{R}') \right) \quad (B.2)
\]

In other words, when the square of the lattice sum is evaluated, the lattice sum must be computed before the multiplication. We have two independent lattice sums, and \( \mathbf{R}' \) is introduced to address the point\(^1\). To simplify the equation, we have dropped the subscript \( \alpha\beta \) for polarizations.

To proceed, let us play a common trick and rewrite the cosine functions using

\(^1\)Ultimately, this is how two-point correlations arise in x-ray scattering. We will see the reason shortly.
\[
\cos(\mathbf{k}_{\text{CDW}} \cdot \mathbf{R}) = (1/2)(e^{i\mathbf{k}_{\text{CDW}} \cdot \mathbf{R}} + e^{-i\mathbf{k}_{\text{CDW}} \cdot \mathbf{R}}).
\]

Do the substitutions. And we will find out

\[
\sum_{\mathbf{R}} e^{-i\mathbf{Q} \cdot \mathbf{R}} \left( f + \tilde{f} \cos(\mathbf{k}_{\text{CDW}} \cdot \mathbf{R}') \right) \cdot \sum_{\mathbf{R}'} e^{-i\mathbf{Q} \cdot \mathbf{R}'} \left( f + \tilde{f} \cos(\mathbf{k}_{\text{CDW}} \cdot \mathbf{R}') \right)
= \sum_{\mathbf{RR}'} e^{i\mathbf{Q} \cdot (\mathbf{R} - \mathbf{R}')} \left( f + (\tilde{f}/2)(e^{i\mathbf{k}_{\text{CDW}} \cdot \mathbf{R}} + e^{-i\mathbf{k}_{\text{CDW}} \cdot \mathbf{R}}) \right)
\times \left( f + (\tilde{f}/2)(e^{i\mathbf{k}_{\text{CDW}} \cdot \mathbf{R}'} + e^{-i\mathbf{k}_{\text{CDW}} \cdot \mathbf{R}'}) \right)
= N \left( \sum_{\mathbf{R}} e^{i\mathbf{Q} \cdot (\mathbf{R} - \mathbf{R}_0)} \left( f |^2 + \frac{1}{4} | \tilde{f} |^2 (e^{i\mathbf{k}_{\text{CDW}} \cdot (\mathbf{R} - \mathbf{R}_0)} + e^{-i\mathbf{k}_{\text{CDW}} \cdot (\mathbf{R} - \mathbf{R}_0)}) \right) \right) \quad (B.3)
\]

The important physical concept appears in the final equality. We assume that the CMW corresponds to a translational invariance inside the lattice. Hence the system is an ensemble of the CMW position with respect to an arbitrarily-chosen point \( \mathbf{R}_0 \), and \( \langle \cdot \rangle \) is an average over all \( \mathbf{R}_0 \). Since no fluctuations have been included in the system, the average is currently unnecessary. Using this result in Eq (B.1), we are readily to obtain Eq (4.8).

**The two-point phase-phase correlation**

Fluctuations can be realized through CDW phases. Let us explain the physical significance of the CDW phase fluctuations. CDWs are characterized by their order parameters, which can generally be expressed as \( \Delta(\mathbf{r}) = \Delta_0 e^{i\phi} \), and \( \Delta_0 \) and \( \phi \) are the amplitude and the phase in an order parameter, respectively. In general, \( \Delta_0 \) and \( \phi \) can both be functions of position \( r \). For any given CDW, the correlation of its order parameter measures the changes in the spatial structure. Yet at sufficiently low temperatures, fluctuations of \( \Delta_0 \) are negligible. The correlation essentially becomes a correlation between the phases at two points:

\[
\langle \Delta(\mathbf{r}_1) \Delta(\mathbf{r}_2) \rangle = |\Delta_0|^2 \langle e^{-i(\phi(\mathbf{r}_1) - \phi(\mathbf{r}_2))} \rangle = |\Delta_0|^2 e^{-\frac{1}{2} \langle (\phi(\mathbf{r}_1) - \phi(\mathbf{r}_2))^2 \rangle} \quad (B.4)
\]
where in the final equality we have used the Baker-Hausdorff theorem\(^2\). Only if the CDW phase stay the same throughout the entire crystal, \(\langle \Delta(r_1)\Delta(r_2) \rangle\) can be a constant. Any fluctuations in the phase mean that the correlation will decay with increasing distance \(|r_2 - r_1|\).

As we have explained in the introductory chapter, the phase of the CMW \((\phi_E)\) and the phase of the LDW \((\phi_L)\) can actually become independent variables when a CDW is not found in the ground state. Should the CMW and the LDW correspond to different spatial structures, we expect there will be two different phase correlations

\[
\langle [\phi_E(r_1) - \phi_E(r_2)]^2 \rangle \equiv G_E(r_1, r_2) \quad (B.6)
\]

\[
\langle [\phi_L(r_1) - \phi_L(r_2)]^2 \rangle \equiv G_L(r_1, r_2) \quad (B.7)
\]

each of which is defined for the CMW and for the LDW, respectively. Can these two different phase correlations be measured experimentally?

In x-ray diffraction experiments, it is well known that diffuse scattering arises as a consequence of finite correlations [6]. By measuring diffuse scattering around the CDW satellites, our group has shown that the phase correlation of a LDW can be extracted using conventional x-ray scattering technique [7, 8]. In principle, one should be able to determine the phase correlation of a CMW by using resonant x-ray scattering. I will describe the theory in the following.

**Structures of CDW satellites**

When good phase correlations are lost, both CDW satellites and Bragg reflections

\[\langle e^{iqz} \rangle = e^{-\frac{1}{2}q^2\langle z^2 \rangle} \quad (B.5)\]

for any arbitrary real number \(q\). Known as the Baker-Hausdorff theorem, this result can quickly be checked by expanding the left-hand side into a Taylor series up to second order.
suffer. We will first determine how a CMW phase can affect x-ray scattering. Technically speaking, the effect is as simple as adding a phase $\phi_E$ into the cosine function in Eq (B.1) and recalculating the cross-section. Repeating what we have done in Eq (B.3), we come up with

$$
\left( \frac{d\sigma}{d\Omega} \right)_{CMW} = N r^2_0 \left[ |f|^2 \sum_R e^{iQ \cdot (R - R_0)} + \frac{|\tilde{f}|^2}{4} \sum_R e^{iQ^+ \cdot (R - R_0)} \langle e^{i[\phi_E(R) - \phi_E(R_0)]} \rangle 
+ \frac{|\tilde{f}|^2}{4} \sum_R e^{iQ^- \cdot (R - R_0)} \langle e^{-i[\phi_E(R) - \phi_E(R_0)]} \rangle \right]
$$

(B.8)

where $Q^\pm = Q \pm k_{CDW}$. Because of the phase, the satellite reflections no longer appear as simple lattice sums. Instead, they contain an averaged phaser, which, according to the Baker-Housdorff theorem, can immediately be recast and becomes $\exp[-(1/2)G_E(R, R_0)]$. It is evident that the correlation arises out of the average introduced in Eq (B.3). Physically, the CMW is different with respect to each reference point $R_0$. X-ray scattering measures the characteristic length with which the CMW varies its phase.

Being the cross-section for only the CMW component of a CDW, Eq (B.8) can still be manipulated so it includes the LDW component as well. We have explained how such an inclusion can be done in Section 4.1.3. To reflect the LDW, we substitute the lattice coordinate $R$ with $R + u_0 \sin(k_{CDW} \cdot R + \phi_L)$, where $\phi_L$ again becomes a local offset of the LDW position. We will therefore need the average

$$
\left\langle \sum_R e^{iX \cdot \left( R + u_0 \sin(k_{CDW} \cdot R + \phi_L(R)) - R_0 - u_0 \sin(k_{CDW} \cdot R_0 + \phi_L(R_0)) \right)} \right\rangle
$$

$$
\approx |J_0|^2 \sum_R e^{iX \cdot (R - R_0)} + |J_1|^2 \sum_R e^{iX^+ \cdot (R - R_0)} \langle e^{i[\phi_L(R) - \phi_L(R_0)]} \rangle
+ |J_1|^2 \sum_R e^{iX^- \cdot (R - R_0)} \langle e^{-i[\phi_L(R) - \phi_L(R_0)]} \rangle
$$

(B.9)

when computing the lattice sums. In turn the three different reflections in Eq (B.8) will split into nine terms, resulting in Bragg peaks as well as CDW satellite
peaks up to second order. In Eq (B.9), one should recall that we have created those notations such that \( X^\pm = X \pm k_{CDW} \), whereas \( X = Q, Q^\pm \); and \( J_i \) is the \( i \)th-order Bessel function evaluated at \( X \cdot u_0 \). It should be evident that the \( |J_1|^2 \) terms appearing in Eq (B.9) give us the desired phase correlation \( G_L(R, R_0) \) for the LDW.

Let us explicitly write down the cross-section so its structure can be best appreciated. Given that \( R_0 \) is just an arbitrary point in the lattice, it is rather convenient to make it coincide with the origin. In turn the two correlations will be functions of \( R \) only, and we will write them as \( G_E(R) \) and \( G_L(R) \), respectively.

Around the Bragg reflections, the cross-section is

\[
\frac{d\sigma}{d\Omega}_{CDW}^{Q \sim G} = N r_0^2 \left( |f|^2 \cdot |J_0(Q \cdot u_0)|^2 \sum_R e^{iQ \cdot R} \right.
+ \left. |\tilde{f}|^2 \cdot \frac{|J_1(Q^+ \cdot u_0) + J_1(Q^- \cdot u_0)|^2}{4} \sum_R e^{iQ \cdot R} e^{-\frac{i}{4}G_L(R) + G_E(R)} \right) \tag{B.10}
\]

The two correlations are combined, and together they appear in the second term only. Because correlations decay with \( R \), the corresponding lattice sum extends only over a finite range. Consequently the second term will have an appreciable width, with its contribution known as diffuse scattering. According to this result, the CMW yields only diffuse scattering around the Bragg reflections.

In contrast to the Bragg reflections, things are much more interesting at the CDW satellite reflections. For the primary CDW satellite reflections located at \( G \equiv k_{CDW} \), we find the cross-section

\[
\frac{d\sigma}{d\Omega}_{CDW}^{Q \sim G^\pm} = N r_0^2 \left( |f|^2 \cdot |J_1(Q \cdot u_0)|^2 \sum_R e^{iQ^\pm \cdot R} e^{-\frac{i}{4}G_L(R)} \right.
+ \left. |\tilde{f}|^2 \cdot \frac{|J_0(Q^\pm \cdot u_0)|^2}{4} \sum_R e^{iQ^\pm \cdot R} e^{-\frac{i}{4}G_E(R)} \right) \tag{B.11}
\]

Here, the two correlations appear separately. The \( |J_1|^2 \) term is related to the LDW. Diffuse scattering of this term is set by the LDW correlation \( G_L(R) \). Similarly, the
$|J_0|^2$ term is the CMW contribution in the x-ray scattering. This term too appears with the form of diffuse scattering, and $G_E(R)$ of the CMW is the only correlation that matters for this term. Indeed, we regard Eq (B.11) as a notable result. It says that the CMW and the LDW are independent at these satellite reflections.

Yet there are still more reflections to be found at $G \mp 2k_{CDW}$. The cross-section of these secondary satellite reflections is determined to be

$$
\left( \frac{d\sigma}{d\Omega} \right)_{CDW}^{Q \mp \mp} = N r_0^2 \left| \tilde{f} \right|^2 \frac{|J_1(Q_\pm \cdot u_0)|^2}{4} \sum_R e^{iQ_{\pm \mp} \cdot R} e^{-\frac{1}{2} [G_L(R) + G_E(R)]} (B.12)
$$

where by $Q_{\pm \mp}$ we mean $Q \pm 2k_{CDW}$. For the secondary satellite reflections, diffuse scattering is due to the combination of $G_L(R)$ and $G_E(R)$. The fact that this cross-section is proportional to $|J_1|^2$ indicates these reflections are much weaker than the second term in Eq (B.11).

**Measuring the CMW correlation $G_E(R)$**

From Eq (B.10) – (B.12) we determine that the primary satellite reflections are the only place where the structure of the CMW can be measured independent from the LDW. Given that $|\tilde{f}|^2$ peaks around the Fermi energy, diffuse scattering of the CMW appears only if we can tune x-ray energy to the right point. One can therefore compare diffuse scattering measured at and off the Fermi energy. Any change in the line shape will indicate the CMW has a different correlation from the LDW. Pervious work on line shape analysis shows that diffuse scattering of the LDW can be fit to a pseudo-Voigt line shape, which is actually a mixture of a Gaussian and a Lorentzian function [9]. As we anticipate the CMW corresponds to a similar line shape, our line shape analysis really depends on how much scattering in the satellite reflections is created by the CMW and not by the LDW. We rely on optimized experimental conditions so any changes in the rather-generalized line shape can be properly detected and measured.
APPENDIX C
X-RAY PROPERTIES OF THE C1 BEAMLINE AT CHESS

During our experiments at CHESS, we carefully characterized the x-ray properties of the C1 beamline. Here we discuss our methods of determining the energy resolution and the polarization purity at C1.

**Energy resolution**

The radiation generated by the synchrotron source contains a wide range of wavelengths. It is therefore commonly referred to as a white beam. As the key component of the beamline, the monochromator selectively passes a narrow wavelength band $\Delta \lambda$. By taking derivative of the Bragg Law, we immediately see that

$$\frac{\Delta \lambda}{\lambda} = \frac{\Delta \theta}{\tan \theta} \quad (C.1)$$

where $\theta$ is the monochromator angle, and $\Delta \theta$ is the (effective) angular bandwidth of the white beam. In our experiments the throughput of the monochromator was tailored by the sample slits of a size equal to $500 \mu m \times 500 \mu m$. We calculated the angular bandwidth

$$\Delta \theta = \sqrt{(1.5 \text{ mm})^2 + (0.5 \text{ mm})^2} \div 14500 \text{ mm} \approx 1.09 \times 10^{-4} \text{ rad}$$

Inside the square root 1.5 mm is the size of the electron beam; in the denominator 14500 mm is the distance between the source and the sample slits. This number can then be plugged in Eq (C.1). At the Ta-L$_3$ edge, x-ray energy $E = 9.881 \text{ KeV}$. Because $\Delta \lambda/\lambda = -\Delta E/E$, the energy resolution is given by $|\Delta E| = 1.09 \times 10^{-4} \tan \theta \times E$, which is a function of the monochromator angle $\theta$.

At 9.881KeV, a Si(220) monochromator corresponds to a Bragg angle equal to $19.0722^\circ$. For this monochromator, $|\Delta E| = 3.11 \text{ eV}$. On the other hand, if we use
a Si(111) monochromator, the Bragg condition is satisfied at $\theta = 11.5427^\circ$. With this Bragg angle, we would get a slightly larger energy resolution $|\Delta E| = 5.27$ eV.

From this discussion about the energy resolution, it is clear that $|\Delta E|$ is primarily determined by the size of the electron beam at the C1 beamline. The sample slits only tailor the energy resolution in a less important manner. One can ask what is the corresponding value of the energy resolution if we do not use any defining slit at all. In April 2008, we went back to the beamline and performed a measurement. We diffracted x-ray by a Si(220) crystal in both the non-dispersive geometry and the dispersive geometry. See the discussion of Figure C.1. With the angular bandwidth $\Delta \theta \sim 0.0072^\circ$, we determined that $|\Delta E| \sim 3.42$ eV when the Si(220) monochromator is operated at 9.660KeV.

**Polarization property**

Using the polarimeter we can measure the polarization purity of the x-ray beam at C1. Figure C.2 shows an example of such measurements that we have performed at the beamline, assuming a Si(220) monochromator was used to produce the monochromatic x-ray beam. The degree of linear polarization (D.L.P.) is defined to be [10]

$$\text{D.L.P.} = \frac{I_{\sigma}^{\text{int}} - I_{\pi}^{\text{int}}}{I_{\sigma}^{\text{int}} + I_{\pi}^{\text{int}}} \quad (C.2)$$

Knowing that the angular acceptance of the analyzer crystal was small compared to the angular divergence of the x-ray beam, we rotated the analyzer crystal and measured the rocking curves of the two x-ray components polarized both perpendicular ($\sigma$) and parallel ($\pi$) to the vertical diffraction plane. In Eq (C.2), $I^{\text{int}}$ stands for the integrated intensities of the rocking curves. In those measurements, it was very important that the rocking curves were measured over a sufficiently large
Figure C.1: Rocking curves of the (220)-reflection of a Si (22 0)-cut crystal, measured at 9.660 KeV in the non-dispersive geometry (top) and the dispersive geometry (bottom), corresponding to a beamline setup without and with the x-ray mirror, respectively. (As we have changed the direction of the x-ray beam, the absolute values of the angles in these scans are not important.) From these scans we can determine the angular bandwidth, which is the difference of the two FWHMs (page 200, Ref [3]). Lines are drawn to guide the eye.
Figure C.2: Rocking curves of the (620)-reflection of the (111)-cut Ge crystal as the analyzer. The monochromatic x-ray beam was produced by the Si(220) monochromator at the C1 beamline. In the case of $\pi-\pi$ ($\sigma-\sigma$) scattering, reflection by the analyzer took place in the horizontal (vertical) plane. There are 200 points in each scan. The integrated intensities are the areas under these curves subtract the background. Lines are drawn to guide the eye.
range so the background level could be properly determined. Also we recognized
that in the case of $\sigma-\pi$ scattering, the footprint of the x-ray beam on the analyzer
crystal became unfavorably large because the horizontally diverging beam hit the
crystal at a rather shallow incident angle ($\sim 1^\circ$). In turn, our detector only cap-
tured approximately one third of reflection coming from the analyzer crystal. In
Figure C.2, $I_{\pi}^{\text{na}}$ becomes underestimated by about 67%.

According to our polarization analysis, we determined that the D.L.P. was
$\sim 98\%$ when we used the Si(220) monochromator at the beamline. A similar mea-
urement like Figure C.2 shows that the D.L.P. was $\sim 96.5\%$ when the monochro-
matic beam was produced by the Si(110) monochromator instead.


