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Below the 65nm technology node, the present Flash memory technology is facing daunting scaling challenges. Smart and heterogeneous integration of materials throughout the entire device structure is required to facilitate the feature-size scaling without compromising the memory performance. The metal nanocrystal (NC) memory is promising for realizing high-density nonvolatile storage, while providing unique advantages on low-voltage operation and superior cycling lifetime. We present in this work a combined experimental and modeling study on the metal NC memory. A physical model based on the three-dimensional (3D) electrostatics and the one-dimensional (1D) Wentzel-Kramers-Brillouin (WKB) tunneling current calculation is established. The optimization strategies including NC array, gate dielectrics, and charge storage nodes are further detailed to achieve efficient program/erase (P/E) at ±4V. Beyond the metal NC memory, in the efforts of realizing hybrid molecular / Si electronics, we show programmable and quantized redox states of C_{60} molecules in a nonvolatile memory cell at room-temperature. C_{60} may also be employed as a double-junction resonant tunnel barrier in nonvolatile memories with improved tunneling asymmetry between P/E and retention.
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1.1 *Flash Memory Scaling*

Battery-powered portable electronics, such as mobile phones, MP3 players, digital cameras *etc.*, have fuelled skyrocketing demand for nonvolatile Flash memory since late 1990’s. The advance in technology is even more impressive. The Flash technology has demonstrated its outstanding scaling capability in the last decade. A two-fold increase in bit-density of NAND Flash has been realized every year for the past seven years [1]. Today 16-gagabit density with 50-nm design rule is in mass production. This trend far exceeds the projection of the Moore’s law in logic integrated circuits. Therefore, Flash is arguably the present technology driver of the semiconductor industry. However, this great momentum, mainly relying on the straightforward geometrical shrinkage, has been expected to slow down for technology nodes of 40 nm and beyond due to several challenging roadblocks in device scaling [1]-[4]. First, the thickness of tunnel oxide is not easily scaleable in order for satisfactory charge retention, especially after many program/erase (P/E) cycles. The stress induced leakage current (SILC) gives rise to unacceptable statistical distribution in retention for a high-density memory array, which limits the thickness of tunnel oxide to be 7-8 nm [2], [3]. The non-scalable tunnel oxide deteriorates the short channel effects (SCE) and impedes further gate-length scaling. This is particularly severe in NOR-type Flash where the large drain voltage (> 3.2V) is necessary for hot-carrier programming. Second, the distance between adjacent floating-gates (FGs) has become extremely narrow due to aggressive scaling. As a result, the cell-to-cell interference is no longer negligible. This in part can be mitigated by reducing the FG height and by utilizing a low-$\kappa$ spacer between FGs. However, these inevitably hurt
the coupling ratio (CR) necessary for decent P/E efficiency. In conventional designs, while the thickness of inter-poly oxide or so called control oxide is also reaching its scaling limit, the CR can still be engineered by the additional capacitance provided by FG sidewalls. The better immunity to the cell-to-cell interference by reducing the FG height is at the expense of the dwindling CR, and as a consequence even higher P/E voltage is required. P/E voltages are projected still at 15 V for NAND Flash until the end of roadmap in 2018 [5]. Higher P/E voltage leads to higher power dissipation and adversely affects the parallel writing process. It also adds tremendous overhead on power consumption and area of the peripheral circuit for both stand-alone and embedded memory [6]. Even more importantly, the endurance under many P/E cycles is deteriorated by the high field in the thin tunnel oxide. The resulting threshold voltage $V_{th}$ shifting and SILC in short-retention bits are the key reliability concerns. Therefore, a fundamentally new approach to scale cell size without compromising memory performance is of great importance in Flash memory technology.

Meanwhile, there has been very active research on alternative nonvolatile memories that do not employ charge storage in FG. Among the most mature are ferroelectric random access memory (FRAM) [7], magnetoresistive random access memory (MRAM) [8], and phase-change random access memory (PRAM) [9]. Although enormous progress has been made, none of them have stood up to completely address the strict requirements for low-cost, high-density, and high-speed nonvolatile storage. FRAM relying on the charge polarization in small capacitors has limited scaling potential. Its destructive read is also undesirable. MRAM and PRAM are still under active investigation to realize an efficient P/E scheme compatible with the current drive capacity of scaled access transistors in the one-transistor-one-magnetic-tunnel-junction (1T1MTJ) and one-transistor-one-resistor (1T1R) cells. In addition, any emerging technology has to be a cost-effective replacement, a daunting
challenge considering the maturity of today’s Flash technology as well as the prevalent implementation of multiple bits per cell. Therefore, it is safe to project that Flash memory will still be the main workhorse of the portable nonvolatile storage for many years to come [10]-[12]. The question is how we are able to extend its longevity by overcoming aforementioned scaling challenges before any viable alternative becoming a reality.

In an attempt to address this, in this chapter we highlight the importance of smart and heterogeneous integration of materials throughout the entire device structure, including charge storage medium, tunnel oxide, control oxide, control gate, and sensing channel. In addition to maintaining retention, in the order of importance, we need to continuously make functional density (bits/cm$^2$) higher, cycling endurance longer, P/E voltage lower (negated by the read disturbance, multi-level possibility and noise margin), and P/E time faster (helped by inserting SRAM buffer at system interface). From both theory and experiments, we will compare the advantages and disadvantages in various material choices in view of three-dimensional (3D) electrostatics, quantum transport and CMOS process compatibility. We will limit our discussion mainly on NAND-type Flash memory owing to its better scalability and dominate role in portable massive storage. However, many viewpoints presented here may apply to NOR-type Flash as well.

1.2 Material Selection in Flash Memory

1.2.1 Charge Storage Medium

Flash memory relies on the static-charge storage in an isolated FG. The conventional choice of material for FG has been n-doped poly-Si because of its process compatibility in the Si process. However, many aforementioned scaling challenges stem from the continuous poly-Si FG. Non-scaleable thickness of the
tunnel oxide due to the poor immunity against SILC and significant cell-to-cell interference are two main inherent disadvantages. Although the industry has every reason to push the continuous FG to its limit, with recent demonstration in the 43nm-node technology [13], it is of little doubt that at some point discrete charge storage, which consists of multiple discrete FGs instead of a continuous one, has to be utilized in order to fundamentally resolve these issues [1], [2], [14]. The discreteness among FGs prevents complete loss of memory states through localized SILC, and greatly suppresses the FG-to-FG coupling. This enables both tunnel oxide and cell size scaling. Proposed device implementation is basically divided into two major categories, silicon-oxide-nitride-oxide-silicon (SONOS) or SONOS-type memories [15]-[25] and nanocrystal (NC) memories [26]-[42]. SONOS-type memories utilize natural traps in dielectrics while NC memories utilize semiconductor or metal NCs embedded inside dielectrics for charge storage. Here we are interested in the best option available to address the remaining roadblock, the high P/E voltage.

In the present Flash memory, the ratio between retention time $t_R$ and P/E time $t_{PE}$ is about $10^{12}$-$10^{14}$. In order to realize this tremendous ratio, field-asymmetric tunneling processes in the tunnel barrier have to be deliberately engineered between retention and P/E. The asymmetry in conventional Flash is most often provided by external P/E voltage. For example, in NAND Flash, the asymmetry between the Fowler-Nordheim (F-N) tunneling under P/E and the direct tunneling (DT) during retention is exploited as illustrated in Fig. 1.1(a). However, this approach also limits the scalability of P/E voltage. Metal NC memory [32]-[37] has been proposed to enhance the tunneling asymmetry at low P/E voltage. The material-dependent FG work function of metal NCs provides additional band offset to the Si band edges of the channel. During retention, only a small portion of thermally excited charge in metal NCs is able to directly tunnel back to Si channel due to the Si forbidden bandgap. This
Figure 1.1 Energy band diagram representation at P/E and retention in the nonvolatile memory cells with (a) thick tunnel oxide and poly-Si FG and (b) thinner tunnel oxide and metal NC FG.

greatly improves memory retention even with a thinner tunnel oxide. Meanwhile, the thinner tunnel oxide allows fast P/E operation through DT at low P/E voltage. The asymmetry between the DT under P/E and the thermal-assisted tunneling during retention as illustrated in Fig. 1.1(b) is fundamentally different from that in the conventional NAND. On the contrary, semiconductor NCs, such as Si, Ge, and SiGe NCs [26]-[30], provides little or none band offset to the channel. The quantum-size effect of semiconductor NCs further broadens bandgap larger than that in bulk Si. In metal NCs, this bandgap broadening is suppressed by the large density of states in metal for the size of metal NCs we are generally interested in [43]. Furthermore, previous studies suggested that charge retention in semiconductor NC memories is governed by interface traps surrounding NCs with deep energy level inside the Si bandgap [44], [45]. However, this mechanism is less reliable because the interface traps are subjected to many process variations such as the backend forming gas annealing, and there is no known method to reliably engineer deep-level traps. So are true for SONOS-type memories relying on bulk traps in dielectrics. Many studies have
shown that retention at high temperature is problematic for SONOS with shallow-level traps [14], [20], [46]. In brief summary, the metal NC memory is a unique approach to further scale down the tunnel oxide without compromising retention. Therefore, the cell size scaling, low P/E voltage, and robust memory reliability may be realized simultaneously.

Electrostatics is another important consideration to achieve low P/E voltage. For better P/E efficiency, any potential drop on FGs has to be minimized especially with aggressive scaling on the thickness of tunnel and control oxide. In the conventional n-dope poly-Si FG, the poly depletion is present. In SONOS memories, the voltage drop on nitride is substantial because the nitride permittivity is only two times larger than SiO$_2$ and the thickness of nitride is comparable to oxide barriers. That is one of the reasons why higher-$\kappa$ trap layers, such as Al$_2$O$_3$ [20], HfAIO [21], HfSiO [22], AlN [23], HfO$_2$ [24], and Ta$_2$O$_5$ [25], are more desirable. With the relatively higher Si permittivity and the small NC size, semiconductor NC memories seem to mitigate this concern. Nevertheless, as discussed in the later sections, the integration of high-$\kappa$ dielectrics such as HfO$_2$ with $\kappa = 20$ as both the tunnel and control oxide makes the voltage drop on semiconductor NCs unavoidable. Therefore, metal NCs are the best option to eliminate the voltage drop with the orders of magnitude higher free electron concentration than the semiconductor counterparts. In addition, the above analysis is solely based on one-dimensional (1D) electrostatic approximation and too simplistic for NC memories because of the nature of the 3D spherical NCs and their two-dimensional (2D) placement. This is highlighted in the cross-sectional STEM and plain-view SEM in Fig. 1.2 [34]. We will discuss in greater detail about the significance of the 3D electrostatics in NC memories in Chapter 2 and Chapter 3. For instance, the field-enhancement effects around NCs [47], [48] are very substantial. For a typical design of metal NC memory, the potential drop in the tunnel
Figure 1.2 (a) A SEM plane-view image of Au NCs with area density of $4 \times 10^{11} / \text{cm}^2$, and (b) A STEM cross-sectional image of Au nanocrystals embedded in SiO$_2$ [34].

oxide can be more than 40% higher than that in the continuous FG memory, resulting in great improvement on the P/E efficiency. This field enhancement is subject to not only geometrical parameters, many times being able to be solved only by numerical simulation, but also the choice of materials of NC and surrounding dielectric. Considering a simplified case when the top gate, the sensing channel, and other NCs are relatively far away and a NC with charge amount of $Q$ stored is placed in a uniform field $E_0$, the analytical solution of the electric field intensity exists and can be expressed as [47], [48]:

$$E_r = E_0 \left(1 + \frac{2d^2}{r^3} \left(\frac{\varepsilon_{NC} - \varepsilon}{\varepsilon_{NC} + 2\varepsilon}\right)\right) \cos \theta + \frac{\sum_i Q_i}{4\pi \varepsilon r^2}$$  \hspace{1cm} (1.1)

$$E_\theta = -E_0 \left(1 - \frac{a^3}{r^3} \left(\frac{\varepsilon_{NC} - \varepsilon}{\varepsilon_{NC} + 2\varepsilon}\right)\right) \sin \theta$$  \hspace{1cm} (1.2)

where the origin of the spherical coordinate $(r, \theta)$ is at the center of the NC, $a$ is the NC radius, $\varepsilon_{NC}$ is the NC permittivity, $\varepsilon$ is the dielectric permittivity, and $\theta$ is the angle between $r$ and $E_0$. For a metal NC with infinite $\varepsilon_{NC}$, the field-enhancement term is
Figure 1.3 Cross-sectional view of the 3D electrostatic potential contours in NC memory unit cells with (a) a metal NC and (b) a Si NC. The NC diameter, the thickness of SiO₂ tunnel oxide, and the thickness of HfO₂ control oxide are 5 nm, 2 nm, and 7 nm, respectively. V_G = 8 V and no charge is stored in the NCs. The potential is monotonic from top to bottom, and the contour spacing is 0.2 V.

reduced to \((a/r)^3\) even with high-\(\kappa\) dielectrics. On the other hand, for a Si NC with \(\varepsilon_{NC} = 11.7\) embedded in SiO₂, the field-enhancement is merely \(0.4 \times (a/r)^3\) and it gets less or even becomes negative when embedded in a high-\(\kappa\) matrix. The numerical simulation of 3D potential contours in unit cells of metal and semiconductor NC memories is shown in Fig. 1.3 with a high-\(\kappa\) HfO₂ control oxide. The potential drop inside the Si NC and the electric field decrease around it are in strong contrast with the unit cell of metal NC memory. Therefore, metal NCs are preferable choice over semiconductor NCs as the integration with high-\(\kappa\) dielectrics is inevitable for future scaled memory devices [49]. Meanwhile, due to the infinitesimal physical size of traps, the \((a/r)^3\) term vanishes. Therefore, SONOS memories remain similar to the conventional continuous FG memory without additional field-enhancement from 3D electrostatics.

Despite aforementioned advantages, the discreetness of FGs also poses
fundamental challenges in maintaining P/E efficiency. First, the charging energy arising from shrinking capacitance in the discrete FGs becomes substantial. Single-electron charging energy $E_{CH}$ is the electrostatic energy required to store an additional electron in a small capacitor due to the Coulomb repulsion energy. It can be expressed as $e^2/C_{FG}$ where $e$ is the elemental charge and $C_{FG}$ is the self-capacitance of the charge storage node from the 3D electrostatic calculation. In NC memories, $C_{FG}$ is a strong function of the NC size, and $E_{CH}$ increases dramatically with the NC size scaling [50]. Therefore, in a typical design with a NC diameter of 5 nm, the maximum number of charges each NC can stably hold is around 10. In the SONOS-type memory, because of the infinitesimal size of traps, each trap can hold at most one charge. As a result, to warrant sufficient memory window and P/E efficiency, the NC or trap density has to be deliberately engineered to provide charge storage capability comparable to the conventional continuous FG. One interesting example is by stacking multiple layers of NC vertically to provide additional storage capacity [33], [39], [40]. Detailed theoretical treatment on this novel configuration will be given in Chapter 4. Furthermore, small physical size of discrete FGs, also true for the extreme cases of traps, associates with small capture cross-sectional area $\sigma$ during charge injection. This may adversely affect P/E efficiency. Lastly, the partial coverage of NCs over the surface of the Si channel results in less control on the channel potential, i.e. less memory window. A channel-control factor $R$ between 0 and 1 is usually adopted in comparison with a continuous FG cell with $R$ equal to 1 [48]. A smart design to boost $R$ without increasing NC density will be further discussed later by utilizing high-$\kappa$ control oxide or small sensing channel. Overall NC with its moderate size provides low $E_{CH}$, large $\sigma$, and sufficient $R$, which greatly suppress adverse effects on P/E efficiency.

From the aspect of manufacturability, controlling tight $V_{th}$ distribution at P/E
states in a large memory array is very critical. It is a major drawback of the scaled NC memory cell as the fluctuation in the NC size and the NC number in each cell becomes substantial. However, it was projected that NC memory technology still has strong potential to scale beyond 65-nm node with current NC self assembly methods [14], [51], [52]. Recent efforts on ordered placement of NCs with controllable spacing of 3-15 nm [41], [42] may push the scaling limit even further. On the other hand, SONOS may provide better immunity to device variations owing to the large number density of traps. A heterogeneous NC/nitride stack may improve both $V_{th}$ distribution and P/E efficiency for superior scalability [53], [54]. Both the semiconductor NC memory and the SONOS memory are fully compatible with the embedded Flash technology. They have been demonstrated for embedded applications to be fully compatible with CMOS, using even less masking steps compared with the conventional FG memory [16], [27]. High-$\kappa$ trap layers and metal NCs are less compatible due to the concern of thermal stability and contamination. However, as high-$\kappa$ dielectrics and metal gates become inevitable in the future Si technology, this may be less critical with better understanding and control on new material integration.

Molecules with versatile and tunable properties may find many applications in integration with traditional Si technology. In NC memory, the finite and undesired size-dispersion in NC formation could degrade the device parametric yield and impede the implementation of the multi-level cell, where different memory states are represented by different amount of charge stored. In Chapter 6, we will report replacing NCs with $C_{60}$ molecules as the FG in a nonvolatile memory cell. The monodisperse nature of $C_{60}$ with its molecular size results in substantial and precise step charging into molecular orbitals (MO), and hence could potentially achieve reliable multi-level charge storage utilizing different $C_{60}$ redox states.
Figure 1.4 Calculated tunneling current from the WKB approximation for three tunnel oxide with the same 2-nm EOT.

1.2.2 Tunnel Oxide

Tailoring the band structure of the tunnel barrier is another effective way to achieve significant tunneling asymmetry. High-κ dielectrics with lower electron / hole barriers are better field-sensitive tunnel barriers than SiO₂ [35]. In Fig. 1.4, tunneling current calculation based on Wentzel-Kramer-Brillouin (WKB) approximation [55] is shown for SiO₂ and HfO₂ with the same 2-nm equivalent oxide thickness (EOT). The WKB approximation of transmission probability \( T_{WKB} \) at the DT regime is expressed as:

\[
T_{WKB} = \exp(-2 \int_0^{t_{ox}} \sqrt{\frac{2m^*}{\hbar^2}}(\Delta E - qF_{ox} \cdot x) \, dx)
\]

where \( \Delta E, F_{ox}, \) and \( t_{ox} \) are the dielectric / Si band offset, oxide electric field and oxide thickness, respectively. \( dT_{WKB}/dF_{ox} \) suggests \( T_{WKB} \) has stronger field dependence with
Figure 1.5 Energy band diagram representation of (a) the crested barrier, (b) the asymmetric layered barrier, (c) the bandgap-engineered ONO, and (d) the double tunnel junction.

smaller $\Delta E$. Therefore, the current of HfO$_2$ has much stronger field dependence than that of SiO$_2$ at the DT regime. The lower transition voltage from DT to F-N due to the lower $\Delta E$ further enhances the overall asymmetry. Composite tunnel barriers with multiple layers of dielectrics such as crested tunnel barriers [29], [56] and asymmetric layered barriers [49], [57], [58] as illustrated in Fig. 1.5 are designed by the same principle. In Fig. 1.4, a 1.2-nm SiO$_2$ + 4-nm HfO$_2$ with EOT of 2 nm exhibits similar field-sensitivity as a pure HfO$_2$ dielectric. The interfacial SiO$_2$ between high-$\kappa$ dielectrics and the Si channel exists at many high-$\kappa$ deposition processes, and also desirable to ease the severe mobility degradation caused by the remote phonon scattering [59] and reduce the interface traps that can affect cycling endurance. More thorough investigation on the improvement of memory performance will be presented in Chapter 3.

The other class of field-sensitive tunnel barriers such as bandgap-engineered Oxide-Nitride-Oxide (ONO) [17], and double tunnel junction [19], [39] is also illustrated in Fig. 1.5. The structure consists of a small bandgap dielectric layer (SBL) sandwiched between two large bandgap dielectric layers (LBL). Resonant tunneling
through the bound states at SBL is utilized to enhance the transmission probability at high fields. However, this process is quenched at low fields with bound state energy at SBL higher than the energy of injecting carriers. The only remaining transport is the DT current through the composite LBL/SBL/LBL, which is very low. Therefore, superior $t_R / t_{PE}$ ratio at low P/E voltage has been demonstrated at highly scaled memory cells [39]. We will further present a very simple implementation of double tunnel junction in Chapter 7 based on the monodisperse C$_{60}$ molecules.

The employment of high-κ tunnel dielectrics is hampered by other disadvantages, such as mobility degradation in the channel and more importantly insufficient reliability caused by interface states $D_{it}$ and dielectric traps. Transport mechanism of many high-κ dielectrics at low fields is governed by the trap-assisted tunneling or interface-state assisted tunneling. Hence the large field-asymmetry estimated from an ideal high-κ dielectric is over optimistic. Furthermore, both natural and stress-induced traps in high-κ may degrade the cycling endurance and $V_{th}$ distribution. However, through the advance of process technology, high-κ gate dielectrics have met strict reliability requirements for future CMOS [60]. Continuous P/E voltage scaling of Flash memory may eventually make reliable high-κ tunnel oxide feasible.

1.2.3 Control Oxide and Control Gate

Under P/E, the electric field at the control oxide increases significantly with the charge build-up at the FG, and so is the inter-poly leakage current. P/E saturation occurs when the inter-poly leakage current is comparable to the injecting current from the channel. As shown in Fig. 1.4, except under very high bias, high-κ dielectrics have substantially less leakage current than SiO$_2$ at the same EOT due to the physical thickness. Therefore, high-κ control oxide may be exploited to reduce the inter-poly
leakage current and to increase CR simultaneously. This enables large memory window at lower P/E voltage or at faster P/E speed [61]. Combining with a metal electrode of high work function, the inter-poly current can be even further suppressed during erase [62].

In addition, spherical NCs are discretely placed on top of a 2D channel in NC memories. The coupling between NCs and the channel is subjected to 3D electrostatics. The detail of this coupling is important to determine the NC self capacitance, i.e. $E_{CH}$. It is also important to determine the channel-control factor $R$. Smaller $E_{CH}$ allows more charges being stably stored in NCs, and larger $R$ provides wider memory window where $R = 1$ representing the upper limit of a continuous FG. Both are critical in optimizing memory P/E and retention characteristics. The cross-sections of the 3D potential contours in the NC unit cell with SiO$_2$ and HfO$_2$ control oxide are plotted in Fig. 1.6. The EOT remains the same for both stacks. It is obvious that the fringing fields through HfO$_2$ to the Si channel are much stronger due to the higher permittivity of HfO$_2$. As a result, $E_{CH}$ with HfO$_2$ is only a half of that with SiO$_2$, and $R$ increases from 0.55 to 0.85 dramatically. In Chapter 3, we will show this leads to the increase of $t_R / t_{PE}$ ratio by more than four orders of magnitude [49].

Fermi-level pinning is known to shift the effective gate work functions of metal/high-$\kappa$ and polysilicon/high-$\kappa$ gate stacks substantially [63]. Similar effects have been found critical in NC memories integrated with high-$\kappa$ control oxide [64]. The effective NC work function is not only a bulk property of the NC, but also governed by the interface with the surrounding dielectric due to the formation of interface dipoles. It has to be taken into account in engineering NC work function and design optimization of NC memories. The complete Fermi-level pinning model and experimental proof will be detailed in Chapter 5.
Figure 1.6 Cross-sectional view of the 3D electrostatic potential contours in the NC memory unit cell with (a) 7 nm SiO$_2$, and (b) 35 nm HfO$_2$ as the control oxide. Only part of the HfO$_2$ is shown in (b). The NC potential is set as -1 V while $V_G = 0$ V. The potential increases monotonically from the NC with the contour spacing of 25 mV.
1.2.4 Sensing Channel

Utilizing the field-effect transistor (FET) as a sensing channel sets Flash memory apart from other competitive nonvolatile technologies with very high sensitivity. However, the conventional planar FET on the bulk Si substrate is facing tremendous scaling challenges on its own. The short channel effects, line edge roughness, and substrate dopant fluctuation all make device variations intolerable in high-density memory array with aggressively scaled FETs. Flash memory based on novel FET structures aiming for better scalability has been under investigation [65]-[67]. In particular, FinFETs exhibit outstanding electrostatics from the 3D geometry of the control gate and the ultra-thin Si channel. Moreover, the fully-depleted ultra-thin channel warrants excellent immunity against the dopant fluctuation because $V_{th}$ is controlled mainly by the gate work function instead of the substrate doping. The charge retention is also improved because of the floating body potential during retention. However, the same reason that prohibits FinFETs from replacing planar FETs in logic applications, high manufacturing cost, has to be first resolved.

Instead of the straight cell-size scaling, the other feasible way to increase the bit density per area is by stacking memory devices vertically [68]-[70]. This 3D stacking approach has to be a cost-effective and low thermal-budge process without perturbing the characteristics of the underlying devices. The low-temperature thin-film transistor (TFT) is a promising candidate for 3D stacking, owing to its high maturity and low cost after active development for decades. High-performance control circuitry can be implemented on the Si substrate while the memory array is stacked multiple times vertically to reduce the chip size and bit-cost. Nevertheless, non-ideal subthreshold characteristics governed by high trap density at grain boundaries of TFTs remain as the major obstacles. Recently, the ultra-thin poly-Si TFT has been explored to significantly sharpen subthreshold slope and tighten $V_{th}$ distribution by
reducing the total number of traps [70].

Another important structural variation investigated has been the 1D ultra-narrow sensing channel, where sub-10 nm channel width have been fabricated in silicon-on-insulator (SOI) structures and by nano-scale carbon nanotubes (CNT) [71], [72]. One major difference between 1D and 2D channels with discrete charge storage is that the 1D current is mainly controlled by the maximum barrier in the channel, and can be modulated by a single charge-storage node near the 1D channel, known as the “bottleneck” effect [71]. In the 2D channel case, the least resistive path controls the current in the percolation process. The bottleneck effect enhances the memory window and the single-electron sensibility of the device. Another important advantage of 1D channel is its larger CR when combined with a 2D control gate. This is essentially due to the fringing fields and highly 3D electrostatics evident in the potential contour of a back-gated CNT FET in Fig. 1.7(a) [73]. The sharp potential gradient around the CNT indicates sharp potential drop between the CNT and the NC while the much gentle potential gradient between the gate and the NC. The potential cutline in Fig. 1.7(b) further reveals that a very high CR can be realized even with a thickness ratio between the control oxide and the tunnel oxide over 7. The superior electrostatic coupling together with the bottleneck effect allows very efficient P/E [72], [73]. Therefore, the narrow-channel configuration deserves serious consideration for Flash memory operated at ultra-low P/E voltage.
Figure 1.7 (a) Potential contour plot for a bottom-gate CNT FET with gate bias at 5V and CNT grounded, and (b) potential profile along the I-J cutline [73].
1.2.5 Summary of Material Selection in Flash Memory Cell

We have comprehensively reviewed the advantages and disadvantages in various material choices throughout the entire Flash device structure. A brief summary is provided in Table I. Despite tremendous technological challenges ahead for future FG nonvolatile memories, many viable solutions are also in sight. The heterogenous integration of new materials, such as metal NCs, high-κ trap layers, high-κ tunnel and control oxides, and metal control gates, enables new design space to increase the bit density and to optimize the memory performance at low P/E voltage. Moreover, the cost-effective 3D stacking and the innovative narrow-width channel provide new opportunities to go beyond the limitation imposed by the current planer memory architecture.

1.3 Chapter Organization

This dissertation intends to expand several critical considerations aforementioned in greater detail. Chapter 2 will present a 3D electrostatic model of the NC memory explicitly. Furthermore, the optimization strategies of NC array design including NC size and number density and gate stack design including high-κ tunnel oxide and control oxide will be highlighted in Chapter 2 and Chapter 3, respectively. Chapter 4 will introduce a generalized model for both SL and DL NC memories. Chapter 5 deals with the non-ideal Fermi-level pinning effect at the NC/high-κ interface. Moreover, in the efforts of realizing hybrid molecular / Si electronics, an interesting demonstration of utilizing C_{60} molecules as charge storage nodes will be given in Chapter 6. C_{60} molecules can be further employed in a double-junction resonant tunnel barrier as shown in Chapter 7. Finally, a summary and suggestions for future work will be discussed in Chapter 8.
<table>
<thead>
<tr>
<th>Material</th>
<th>Main Advantages</th>
<th>Main Disadvantages</th>
<th>Note</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Control gate</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Poly-Si</td>
<td>Conventional process</td>
<td>Erase saturation</td>
<td></td>
</tr>
<tr>
<td>Metal</td>
<td>Less erase saturation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CVD SiO₂</td>
<td>Conventional process</td>
<td>EOT ↑ &amp; coupling ratio ↓</td>
<td>TaN [62]</td>
</tr>
<tr>
<td>High-κ</td>
<td>EOT ↓ &amp; coupling ratio ↑</td>
<td>Channel control of NC ↑</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Coulomb energy of NC ↓</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>P/E saturation</td>
<td></td>
</tr>
<tr>
<td><strong>Control oxide</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Poly-Si film</td>
<td>Conventional process</td>
<td>Floating gate crosstalk ↑</td>
<td></td>
</tr>
<tr>
<td>Dielectric traps</td>
<td>Compatible process for nitride</td>
<td>EOT ↑</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Capture X-section ↓</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>ψ drop</td>
<td></td>
</tr>
<tr>
<td>Semi. NC</td>
<td>Compatible process</td>
<td>ψ drop with high-κ barriers</td>
<td>Nitride [15-19], Al₂O₃ [20], HfAlO [21], HfSiO [22], AlN [23], HfO₂ [24], Ta₂O₅ [25]</td>
</tr>
<tr>
<td>Metal NC</td>
<td>Tunable workfunction</td>
<td>Compatibility</td>
<td>Au, Pt, Ag [32-34], Ni [35], NiSi₃ [36], TiSi₂ [37], W, Co [40], C-tube [38]</td>
</tr>
<tr>
<td></td>
<td>No ψ drop</td>
<td>Number fluctuation</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Field converge with any dielectric</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Tunnel oxide</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Thermal SiO₂</td>
<td>Good endurance</td>
<td>Nonscalable with retention time requirements</td>
<td>Nitride [17, 29], Al₂O₃, HfO₂ [35], HfAlO [30]</td>
</tr>
<tr>
<td>High-κ</td>
<td>Improve $t_R$ / $t_{PE}$ ratio</td>
<td>Endurance ↓</td>
<td></td>
</tr>
<tr>
<td><strong>Channel</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bulk silicon</td>
<td>Conventional process</td>
<td>Short-channel effect</td>
<td></td>
</tr>
<tr>
<td>SOI/Fin</td>
<td>Short-channel effect ↓</td>
<td>$V_{th}$ variation ↓</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Floating at retention</td>
<td>Manufacturing cost</td>
<td>[65-67]</td>
</tr>
<tr>
<td>TFT</td>
<td>Stackable</td>
<td>$V_{th}$ variation and poor S.S. in low-T poly and a-Si</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Floating at retention</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nanowire/ nanotube</td>
<td>Coupling ratio ↑</td>
<td>Device yield ↓</td>
<td>Si NW [71], CNT [72]</td>
</tr>
</tbody>
</table>
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2.1 Abstract

The three-dimensional (3D) electrostatics together with the modified WKB tunneling model has been implemented to simulate the program and retention characteristics of the metal nanocrystal (NC) memories. Good agreements with experimental data are first demonstrated to calibrate the transport parameters. In contrast to previous works, the 3D electrostatic effects investigated in this model are proven very significant in the memory operations. Therefore, new design criteria of metal NC memories are investigated. This chapter presents the physical model and the NC array design optimization. A sparse and large-size NC array, which is suitable for the 1D narrow-channel memories, provides higher program/erase tunneling current density due to the field enhancement effect, and lower charging energy due to the large NC capacitance. On the other hand, to achieve a sufficient memory window, fast program speed, and long retention time in the typical 2D channel memories, a dense and large-size NC array is favorable while taking the trade-off with the NC number density into account. Based on the same theoretical model, we continue in Chapter 3 to consider the design optimization when high-κ dielectrics are employed.

2.2 Introduction

While the conventional Flash memories become the fastest-growing segment of the semiconductor industry in recent years, severe scaling challenges are in sight [1]. Most noticeably, the program/erase (P/E) voltages do not scale with the technology
nodes because of the non-scalable thickness of tunnel oxide from data retention requirements. P/E voltages are projected still at 15V for NAND Flash until the end of roadmap in 2018 [2]. As a result, low-power operations in portable devices and embedded nonvolatile memories for system-on-a-chip (SoC) integration are very difficult to implement. Although many alternative nonvolatile technologies were heavily investigated, the nanocrystal (NC) memory remains among the most promising because of its compatibility to the current Flash technology [3]. In particular, metal NC was proposed above its semiconductor counterpart due to the selectable work function and large density of states [4]-[8].

Although theoretical models of NC memories have been investigated by several groups [9]-[12], only one-dimensional (1D) electrostatic models were employed to approximate the potential profile in the memory cell, despite the very nature of the three-dimensional (3D) spherical NCs and their two-dimensional (2D) arrayed distribution. Recently, we have reported asymmetric electric field enhancement effects between the NCs and the sensing channel as a result of the 3D electrostatics [13]. It is particularly significant in the metal NC memories and results in an improved P/E operation with low voltages while maintaining satisfactory retention properties. In addition, the NC charging energy and the channel-control factor [10], [12], which can only be accurately determined from the 3D electrostatic model, have not yet been quantitatively addressed. Without including these 3D electrostatic effects, the scaling models of metal and semiconductor NC memories can be quite misleading.

We developed a physical model utilizing the 3D numerical solution to electrostatics and the modified 1D Wentzel-Kramers-Brillouin (WKB) approximation to calculate the time-dependent tunneling current density in the metal NC memories. Moreover, with the channel-control factor extracted from the electrostatic solution, an
improved expression of the flatband voltage shift $\Delta V_{FB}$ is introduced for the memory window approximation. Then the transport model parameters such as the tunneling capture cross section and oxide effective mass are calibrated with experimental data. Finally, because of the geometrical dependence of the 3D electrostatics, the design criteria of the metal NC array in terms of the NC spacing and diameter are comprehensively examined based on the program and retention characteristics. The results suggest that a sufficient memory window, low P/E voltage, high speed, and long retention time can be simultaneously achieved by an appropriate design of NC array in aggressively scaled nonvolatile memories. Chapter 3 will then elaborate further design optimization with high-$\kappa$ dielectrics.

2.3 Device Modeling

2.3.1 Simulation Structures

Figure 2.1 illustrates the schematics of the NC cells considered in the simulation. A p-type (100) Si substrate with a doping level of $2 \times 10^{17}$ cm$^{-3}$ and an initial flatband voltage $V_{FB} = 0$ before program are assumed. Spherical metal NCs [14] are embedded in a high-quality trap-free SiO$_2$. The NC work function is set as 5.1 eV, which can be tuned by selecting different metal species [4], [14]. Both the stand-alone NC and the hexagonal-packed NC array were investigated to study the NC distribution effects. Recent efforts on ordered placement of NCs with controllable spacing of 3-15 nm have enabled this engineering design space [8], [15], and even the spontaneous NC formation on predefined 30-90 nm cell areas can yield reasonable control and acceptable number fluctuations [16]. The NC diameter $D_{NC}$ is set larger than 4 nm so that the NC quantum confinement energy is minimized. The NC spacing $S_{NC}$ is set larger than 5 nm so that lateral tunneling between NCs is negligible. The NC unit cell diameter $C_{NC}$ is the sum of the NC diameter $D_{NC}$ and the NC spacing $S_{NC}$. The NC
Figure 2.1 Schematics of the metal NC cell. (a) 3D geometry with the stand-alone NC. (b) 3D geometry with the hexagonal-packed NC array. (c) The corresponding cross-section view of (b). (d) The capacitor model in the unit cell of NC memories. (e) The capacitor model in the conventional floating gate memories.

The unit cell area $A_{NC}$ is inversely proportional to the NC number density $N_{NC}$. In addition, the thickness of control oxide $T_{conl}$ between the NCs and the control gate is much thicker than the thickness of tunnel oxide $T_{tunl}$ to ensure that NCs mainly interact with the channel carriers.
2.3.2 3D Electrostatics and 1D Tunneling Calculation

Numerical solution of the 3D electrostatic potential profile inside the gate stack is developed by solving the 3D Poisson equation with the finite element method (FEM). Nevertheless, the electrostatics in the Si substrate is still treated by the 1D approximation to save the computational effort, given the fact that the 3D electric field enhancement diminishes quickly with the distance from metal NCs, and Si has higher permittivity than SiO$_2$ [13]. The electron energy quantization in the inversion layer is treated by the triangular well approximation [17]. The energy levels and carrier concentrations in all 2D subbands are calculated. For the tunneling current model, because of the 3D nature of our simulated structure, it is more appropriate to use a 3D tunneling formalism, which is however not established in the present literature with realistic geometries. In this model, we opt to employ a 1D tunneling model considering only the least-action tunneling path along the NC central axis where the tunneling current density is the largest [11], [12]. Figure 2.2 presents the calculated band diagrams along the least-action path under the P/E and retention operations, respectively. All tunneling components considered in this work, including the NC coupling with the channel and the control gate, are also indicated. The electron tunneling current $J_{E,SN}$ from the discrete 2D subbands of the Si inversion layer into NCs can be expressed as [17], [18]:

$$J_{E,SN} = \sum_{ij} \frac{q k_B T}{\pi^2 \hbar^2} \left[ g_{ij} m_{di} E_{ij} \right] T_{WKB}(E_{ij}) \ln \left[ 1 + \exp \left( \frac{E_{f, Si} - E_{ij}}{k_B T} \right) \right] \quad (2.1)$$

where $i=1,2$, $j=1,2,3,...$, $g_i$ is the degeneracy of the $i^{th}$ valley, $m_{di}$ is the electron density-of-states effective mass in the $i^{th}$ valley, $E_{f, Si}$ is the Fermi level in the Si substrate, and $E_{ij}$ is the energy level of the $j^{th}$ subband in the $i^{th}$ valley. $T_{WKB}(E_{ij})$ is the modified WKB transmission probability of an incident electron with energy $E_{ij}$ by
Figure 2.2 Calculated band diagrams as a function of stored electrons under (a) program ($V_G = 8V$), (b) retention ($V_G = 0V$), and (c) erase ($V_G = -8V$) conditions. All tunneling components considered are indicated. The Fermi-level of the Si substrate is referred at 0 eV. Parameters for simulation: $T_{tunl} = 2$ nm, $T_{conl} = 27$ nm, $D_{NC} = 5$ nm, and $S_{NC} = 13$ nm.
taking into account the boundary reflections. Similar expression is used for the hole tunneling current $J_{H,SN}$ from the Si accumulation layer into NCs. Other tunneling components are treated by the classical tunneling model. For example, the electron tunneling current $J_{E,NS}$ from NCs back to the Si substrate is given by [19]:

$$J_{E,NS} = \frac{q m^* k_B T}{2\pi \hbar^3} \int_{E_{Si,C}}^{\infty} T(E) \ln \left( \frac{1 + \exp\left( \frac{E_{f,NC} - E}{k_B T} \right)}{1 + \exp\left( \frac{E_{f,NC} - E}{k_B T} \right)} \right) dE \quad (2.2)$$

where $E_{Si,C}$ and $E_{f,NC}$ are the Si conduction band edge and the NC Fermi level, respectively. $m^*$ is the electron density-of-states effective mass in NCs. Other non-ideal transport mechanisms, such as the Frenkel-Poole emission and the interface-state assisted tunneling [20] are not considered in this study.

2.3.3 P/E and Retention Dynamics

Figure 2.2 also shows the dependence of electrostatic potential profiles on the number of charges stored in NCs due to the Coulomb blockade effect. Hence, the tunneling current has to be evaluated as a function of the stored charge in NCs. The evolution of the number of charges is the consequence of the net current flow between injection and emission. Therefore, the time required for the $Q^{th}$ electron being stored in NCs, $t_Q$, can be written as:

$$t_Q = t_{(Q-1)} + \frac{e}{\sigma_{NC} J_{\text{net}}(Q-1)} \quad (2.3)$$

where $e$ is the elementary charge, $J_{\text{net}}(Q-1)$ is the net electron current density flowing into NCs with $(Q-1)$ electrons stored, and $\sigma_{NC}$ is the NC tunneling capture cross section, a fitting parameter from experimental calibration. The uncertainty from the
tunneling statistics is supposed to be negligible, given by the energy-time uncertainty principle:

\[ \Delta E \cdot \Delta t \geq \frac{\hbar}{2} \]  \hspace{1cm} (2.4)

For uncertainty in energy of milli-eV in typical tunneling current calculation, the uncertainty in time for a tunneling process is less than \(10^{-12}\) sec, well below the time scale we consider in the memory operation. Two additional features of NC memories as a result of the Coulomb blockade effect are worth mentioning. First, the charge build-up during program will reach self-saturation as the Si channel departing from strong inversion, when any practical program process ceases due to insufficient electron concentration in the channel. Second, the charges cannot be effectively stored in NCs once the NC potential is raised higher than the Si conduction band edge, owing to the large direct tunneling current. This also suggests the metal NC work function is relevant to the retention characteristics [14].

Knowing the time-dependent charge state in NCs, the P/E and retention characteristics can be readily derived with an appropriate flatband or threshold voltage model. In the NC memories, due to the discrete nature of the NC array, rigorous calculation of \(\Delta V_{FB}\) under the influence of charges in NCs can only be obtained by evaluating the entire 3D potential profile in the Si substrate, which is very computationally intensive. To simplify the problem without losing the essential 3D electrostatics, a semi-empirical model is adapted to describe \(\Delta V_{FB}\) [10], [12] as

\[ \Delta V_{FB} = R \cdot \frac{eQ}{C_{2.3D}} \]  \hspace{1cm} (2.5)

where \(Q\) is the number of electrons stored in the NC, \(C_{2.3D}\) is the 3D NC-gate coupling capacitance in the unit cell [see Fig. 2.1 (d)], and \(R\) is the channel-control factor considering the partial coverage of NCs over the surface of the Si channel. In other
words, the charges in NCs can only perturb the channel potential in a smaller effective coverage area less than the NC unit cell area $A_{NC}$, but significantly larger than the NC cross-section area due to the 3D fringing effect. Instead of treating $R$ completely as a fitting parameter [10], [12], which makes the simulation with various geometrical setups questionable, the effective coverage area is estimated using the effective capacitive coupling between NCs and the substrate. Thus, $R$ can be expressed as

$$R = k \cdot \frac{C_{1,3D}}{C_{1,1D}}$$  \hspace{1cm} (2.6)

where $C_{1,3D}$ is the 3D substrate-NC coupling capacitance, $C_{1,1D}$ is the 1D substrate-NC coupling capacitance using the parallel-plate approximation [see Fig. 2.1 (e)], and $k$ is a correction constant translating the capacitance ratio to $\Delta V_{FB}$, which is very close to unity in our simulation. Therefore, $\Delta V_{FB}$ can be rewritten as

$$\Delta V_{FB} = k \cdot \frac{C_{1,3D}}{C_{1,1D}} \cdot \frac{e \cdot Q}{C_{2,3D}} = k \cdot \left( \frac{C_{1,3D}}{C_{1,1D}} \right) \cdot \frac{e \cdot Q}{C_{2,3D}} = R_{3D} \cdot \frac{e \cdot Q}{C_{2,1D}}$$  \hspace{1cm} (2.7)

$$C_{2,1D} = \frac{\varepsilon_{conl}}{T_{conl}} \cdot A_{NC} = \frac{\varepsilon_{conl}}{T_{conl}} \cdot \frac{1}{N_{NC}}$$  \hspace{1cm} (2.8)

where $R_{3D}$ is the 3D channel-control factor and $\varepsilon_{conl}$ is the permittivity of the control oxide. The 3D coupling capacitances, $C_{1,3D}$ and $C_{2,3D}$, are solved numerically from our 3D model. Therefore, the conventional 1D continuous floating gate model can be used to describe $\Delta V_{FB}$ with the correction of $R_{3D}$ summing all 3D electrostatic effects from the discrete NCs.

### 2.3.4 Model Validation

In Fig. 2.3, good agreements can be obtained between the simulated and experimental program transients in an Au metal NC memory by using a single value
of capture cross section $\sigma_{NC}$. Details of the device fabrication were similar to those in [5], [14]. The simulation parameters, $T_{tunl} = 2$ nm, $T_{conl} = 27$ nm, $D_{NC} = 5$ nm, $S_{NC} = 13$ nm, $C_{NC} = 18$ nm, $N_{NC} = 4 \times 10^{11}$ cm$^{-2}$, and $\sigma_{NC} = 5.3 \times 10^{-14}$ cm$^2$ per NC, about a quarter of the NC cross-section area, are fairly close to estimation from various types of physical characterization in the given sample [14], which validates the accuracy of our formalism. Unless otherwise mentioned, the same set of parameters is used throughout this chapter to be consistent.

![Graph](image)

**Figure 2.3** Flatband voltage shift versus program pulse time in a metal NC memory. Both simulated and experimental data are shown for $V_G = 8$ V and $V_G = 12$ V with a single set of parameters.

### 2.4 Results and Discussion

#### 2.4.1 NC Spacing Effect

The cross-sectional view of the 3D electrostatic potential contours in the NC memory cells with the stand-alone NC and the hexagonal-packed NC array are shown in Fig. 2.4, respectively. The potential contours between the NCs and the Si channel are less crowded in Fig 2.4 (b) because of the influence from the adjacent NCs. The
horizontal electric field is forced to be zero at the midpoint of two NCs as a result of the symmetric requirement in the geometry. This additional boundary condition contributes to the less electric field enhancement. Figure 2.5 plots the electrostatic potential profile inside the tunnel oxide along the NC central axis, which is the dominant least-action tunneling path. A case of homogenous stack without NCs is also plotted for comparison, where the equivalent oxide thickness (EOT) remains the same as \( T_{\text{conl}} + T_{\text{tunl}} \) in the homogenous stack. Therefore, the larger potential drop in the tunnel oxide of metal NC memory cells solely comes from the field enhancement effect [13]. Moreover, the influence of adjacent NCs is also observed in Fig. 2.5.

The oxide electric field at the SiO\(_2\)/Si interface and the tunneling current density into NCs are shown in Fig. 2.6 as a function of the NC spacing while the NC diameter is fixed. The simulation was done with no charge stored in the NCs, which represents the beginning of the program operation. Both the electric field and the tunneling current density exhibit a similar trend. The field enhancement becomes larger with the NC spacing, but gradually saturates when the adjacent NCs are too far away to significantly disturb the potential near the NC under consideration. Accordingly, it is rational to expect that only an adequate range of NC spacing can best exploit this enhancement for a faster program speed. Besides the higher tunneling current density, another advantage of a sparser NC array is that the single-electron charging energy due to the Coulomb blockade effect is smaller as shown in Fig. 2.7. This can be explained by the larger \( C_{1,3D} \) and \( C_{2,3D} \) due to the larger NC unit cell area. The increase of the NC self capacitance, \( C_{FG} = C_{1,3D} + C_{2,3D} \), reduces the single-electron charging energy, \( e^2/C_{FG} \). As a consequence, more electrons can be injected during a fixed program time. This also helps the retention characteristics by maintaining a higher band offset between the NC Fermi level and the Si conduction band with the same number of electrons stored.
Figure 2.4 Cross-sectional views of the 3D electrostatic potential contours in the SiO$_2$ of NC memory cells with (a) the stand-alone NC, and (b) the hexagonal close-packed NC array. The NC diameter is 5 nm in both cases, and the NC spacing is 5 nm in the array. $V_G = 8$ V and no charge stored in the NCs. The potential is monotonic from top to bottom, and the contour spacing is 0.14 V.

Figure 2.5 Electrostatic potential profiles inside the tunnel oxide along the cut line of the least-action tunneling path in Fig. 2.4. A reference of a homogeneous stack without NC at the same EOT is also shown for comparison.
Figure 2.6 Oxide electric field at the SiO$_2$/Si interface and tunneling current density into NCs as a function of the NC spacing. The NC diameter is fixed at 5 nm, $V_G = 8$ V, and no charge stored in the NCs.

Figure 2.7 Single-electron charging energy and 3D channel-control factor $R_{3D}$ as a function of the NC spacing. The NC diameter is fixed at 5 nm.
In Fig. 2.7, $R_{3D}$ is a relatively weak function of the NC spacing because both $C_{1,3D} / C_{1,1D}$ and $C_{2,3D} / C_{2,1D}$ ratios vary simultaneously. According to Eqs. (2.7) and (2.8), $\Delta V_{FB}$ is then mainly determined by $N_{NC}$. Although the advantages of a sparser NC array are evident in terms of the tunneling efficiency, in the typical NC memories of 2D channels we study here, they are significantly set back by the cost of small memory window as shown in Fig. 2.8, where $\Delta V_{FB}$ is calculated as a function of program pulse time. In contrast, for a memory where the current flowing in the sensing channel is mainly controlled by the local maximum barrier (the bottle-neck effect), such as those in 1D narrow-channel memories [21], [22], the adverse effect of low NC number density on the memory window is much reduced. Therefore, a sparse NC array design is preferable to improve the program speed.

In Fig. 2.9, the retention characteristics are also investigated as a function of the NC spacing. To ensure program saturation, 1s program pulse at $V_G = 8$ V is assumed prior to the retention period with $V_G = 0$ V. Owing to the larger $\Delta V_{FB}$ after program, the device with a denser NC array still maintains a larger memory window after the desired 10-year lifetime, even with an apparently steeper degradation slope. The steeper slope is because the large NC number density amplifies any change of electrons stored per NC to $\Delta V_{FB}$. To obtain a more stable memory window through the 10-year lifetime, one can choose a shorter program time, i.e. achieving a smaller but still appreciable memory window with fewer electrons stored per NC, which leads to larger band offset between the NC Fermi level and the Si conduction band. Therefore, both fast program and long/stable retention are possible with a dense NC array in the 2D channel NC memories. This design also assures less fluctuation of the memory window across devices when going toward smaller and smaller cell areas [23]. However, the lower bound of NC spacing should be set such that enough reliability margins are guaranteed by stopping the lateral tunneling between NCs.
Figure 2.8 Flatband voltage shift versus program pulse time as a function of the NC spacing $S_{NC}$ at $V_G = 8$ V and $D_{NC} = 5$ nm. Each point in the plot represents an additional electron stored per NC.

Figure 2.9 Room-temperature retention characteristics at $V_G = 0$ V and $D_{NC} = 5$ nm as a function of the NC spacing $S_{NC}$. A program pulse at $V_G = 8$ V is applied prior to the retention period to ensure program saturation. Each point in the plot represents an additional electron loss per NC.
2.4.2 NC Diameter Effect

A larger NC diameter was suggested to be beneficial for the program and retention characteristics [11]. Nevertheless, it was solely attributed to the smaller single-electron charging energy due to the larger NC capacitance. The significance of the 3D electrostatic effect was not fully discussed. From the analytical electrostatic solution of placing a NC in a uniform field $E_0$, which represents the case when the top gate, the sensing channel, and other NCs are relatively far away, the disturbed electrostatic potential $\Phi$ and fields $E$ with charge amount of $Q$ stored in the NC can be expressed as [13], [24]:

$$\Phi = -E_0 \left( r - \frac{a^3}{r^2} \left( \frac{\varepsilon_{NC} - \varepsilon}{\varepsilon_{NC} + 2\varepsilon} \right) \right) \cos \theta + \frac{\sum_i Q_i}{4\pi \varepsilon r} \quad (2.9)$$

$$E_r = E_0 \left( 1 + \frac{2a^3}{r^3} \left( \frac{\varepsilon_{NC} - \varepsilon}{\varepsilon_{NC} + 2\varepsilon} \right) \right) \cos \theta + \frac{\sum_i Q_i}{4\pi \varepsilon r^2} \quad (2.10)$$

$$E_\theta = -E_0 \left( 1 - \frac{a^3}{r^3} \left( \frac{\varepsilon_{NC} - \varepsilon}{\varepsilon_{NC} + 2\varepsilon} \right) \right) \sin \theta \quad (2.11)$$

where the origin of the spherical coordinate $(r, \theta)$ is at the center of the NC, $a$ is the NC radius, $\varepsilon_{NC}$ is the NC permittivity, $\varepsilon$ is the dielectric permittivity, and $\theta$ is the angle between $r$ and $E_0$. Equations (2.10) and (2.11) suggest that the field enhancement be a cubic function of the $a/r$ ratio. This field focusing effect has been widely used in many other applications such as the optical tweezers [25]. Even with all boundary conditions presented in our structure, the field enhancement with the increasing NC diameter in Fig. 2.10 is still significant, but gradually saturates when the NC diameter close to the NC unit cell diameter. The saturation is explained by the influence from adjacent NCs mentioned above. Notice that total EOT along the central axis of NCs and NC number density remain the same while the NC diameter varies in this analysis. The single-electron charging energy and $R_{3D}$ are plotted in Fig. 2.11. $R_{3D}$ is not sensitive to the
Figure 2.10 Oxide electric field at the SiO$_2$/Si interface and tunneling current density into NCs as a function of the NC diameter $D_{NC}$. The NC unit cell diameter $C_{NC}$ is fixed at 18 nm, $V_G = 8$ V, and no charge stored in the NCs.

Figure 2.11 Single-electron charging energy and 3D channel-control factor $R_{3D}$ as a function of the NC diameter. The NC unit cell diameter $C_{NC}$ is fixed at 18 nm.
NC diameter because both $C_{1,3D} / C_{1,1D}$ and $C_{2,3D} / C_{2,1D}$ ratios vary simultaneously, while the decreasing charging energy with the increase of NC diameter is expected. Finally, in combination with the benefits of electric field enhancement and larger tunneling capture cross-sectional area, which is assumed to scale with the NC diameter, larger NCs achieve much-improved program speed in Fig. 2.12.

Similar to the previous NC spacing analysis, larger NCs also provide larger memory window after the desired 10-year lifetime as shown in Fig. 2.13, thanks to the smaller charging energy that allows more charges stably stored in NCs. Therefore, the larger NC diameter benefits both program and retention characteristics, as long as the NC number density remains the same and the lateral tunneling between NCs is negligible. This is valid for both 2D channel and 1D narrow-channel NC memories.

### 2.4.3 Figure of Merit for NC array design

As a figure of merit, program time versus retention time for various NC array designs is presented in Fig. 2.14. The program time is defined at a realistic 1.5 V memory window with $V_G = 8$ V. The retention time is chosen to guarantee less than 20% memory window variation. It can be seen that both decreasing the NC spacing while keeping the NC diameter constant and increasing the NC diameter while keeping the unit cell diameter constant present substantial improvement at the retention time to program time ratio. The significance of this becomes even more obvious when we compare with the thickness scaling of tunnel oxide. In contrast to the NC array optimization, the fast program speed with a thinner thickness of tunnel oxide can only be obtained at the expense of the degraded retention characteristic. Given the unit cell diameter $C_{\text{NC}}$ ranges from 11 nm to 18 nm, the proposed NC array design in Fig. 2.14 is realistic even for an aggressively scaled memory cell of sub-50nm feature size. However, to ensure acceptable parametric yield [23],
Figure 2.12 Flatband voltage shift versus program pulse time as a function of the NC diameter $D_{NC}$ at $V_G = 8$ V and $C_{NC} = 18$ nm. Each point in the plot represents an additional electron stored per NC.

Figure 2.13 Room-temperature retention characteristics at $V_G = 0$ V and $C_{NC} = 18$ nm as a function of the NC diameter $D_{NC}$. 1s program pulse time at $V_G = 8$ V is applied prior to the retention period to ensure program saturation. Each point in the plot represents an additional electron loss per NC.
Figure 2.14 Program time versus retention time for various designs of the NC array. The program time is defined at a realistic 1.5V memory window with $V_G = 8 \text{ V}$. The retention time is chosen to guarantee less than 20% memory window variation.

certain ordered NC placement techniques [8], [15] may be required to suppress the fluctuation of the number of NC per cell. The unit cell size can be further driven down with use of high-$\kappa$ control dielectric due to the reduction in Coulomb charging energy, which will be discussed in Chapter 3.

2.5 Conclusion

We present a physical model based on 3D electrostatics and 1D tunneling to simulate the characteristics of the metal NC memories. The unique 3D electrostatic effects are proven very important to optimize the NC array design, such as the NC spacing and the NC diameter. In the typical 2D channel metal NC memories, the desired large memory window, fast program speed and long retention can be obtained with a high-density and large-size NC array. The different design consideration in the 1D narrow-channel memories is also addressed.
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CHAPTER 3
DESIGN OPTIMIZATION OF METAL NANOCRYSTAL MEMORY —
PART II: GATE STACK ENGINEERING

3.1 Abstract

Based on the physical model of nanocrystal memories [1] described in Chapter 2, we present a systematic investigation of gate stack engineering, including high-κ control oxide and tunnel oxide. The high-κ control oxide enables the EOT scaling without compromising the memory performance, owing to the low charging energy and large channel-control factor from the three-dimensional electrostatics. The high-κ tunnel oxide, on the other hand, improves the retention characteristics utilizing the asymmetric tunnel barrier more effectively away from the direct tunneling regime. Finally, with the optimization strategies introduced in both Chapter 2 and 3, a metal nanocrystal memory design with 1.0 V memory window, 13 μs program, 2.5 μs erase and over 10-year retention time has been demonstrated at ± 4 V operation, which highlights the potential of nanocrystal memories as the next-generation nonvolatile memory.

3.2 Introduction

Many recent efforts on the high-κ dielectric development [2], [3], driven by the continuous miniaturization of MOSFETs, enable much better control on the gate leakage current, the high-κ crystalline structure, and undesirable defects such as the interface states and traps. This also inspired investigation for their use in nonvolatile memories. The high-κ dielectric integration has been experimentally demonstrated in the continuous floating gate memory [4], the silicon-oxide-nitride-oxide-silicon (SONOS) memory [5], and the nanocrystal (NC) memory [6]. However, a
comprehensive physical-based model to predict the memory performance did not gain as much attention. Although a few existing works simulated the high-κ dielectric NC memories using the one-dimensional (1D) electrostatic model with somewhat high program/erase (P/E) voltage [7], [8], the three-dimensional (3D) electrostatic nature and the advantage of low P/E voltage operations in the NC memory have not yet been fully explored.

In Chapter 2, the 3D electrostatics together with 1D tunneling model has been established and verified with the experimental characteristics of metal NC memories. The benefits of applying this model in the memory design have also been presented in the case of NC array optimization. In this chapter, to further improve the performance, the strategy of the gate stack optimization in the memory cell, including high-κ control oxide and tunnel oxide, is explicitly examined based on the same model with an emphasis on the low-voltage operation. The significance of the 3D electrostatics is also highlighted. Finally, relying on the optimization strategies introduced in Chapter 2 and here, we report a scaled metal NC memory design allowing ± 4 V operation and excellent memory characteristics.

3.3 Device Modeling

To be consistent with the simulation done in Chapter 2, the same set of parameters extracted from the experimental results is applied, NC diameter \( D_{NC} = 5 \) nm, NC number density \( N_{NC} = 4 \times 10^{11} \) cm\(^{-2} \), capture cross-section \( \sigma_{NC} = 5.3 \times 10^{-14} \) cm\(^2 \) per NC, and NC work function (WF) 5.1 eV. A p-type (100) Si substrate with a doping level of \( 2 \times 10^{17} \) cm\(^{-3} \) and an initial flatband voltage \( V_{FB} = 0 \) before program are assumed. The relevant HfO\(_2\) material parameters used in the tunneling current calculation are dielectric constant \( \varepsilon_{HfO_2} = 20 \), HfO\(_2\)/Si conduction band offset \( \Delta E_c = 1.5 \) eV, HfO\(_2\)/Si valence band offset \( \Delta E_v = 2.5 \) eV, electron effective mass \( 0.22 \) \( m_0 \), and hole
effective mass $0.15 m_0$, where $m_0$ is the free electron mass. These material parameters can vary from the deposition techniques, gate stack compositions, and even the extraction methods [9]-[11]. The values we choose here are close to those reported in [10]. All dielectrics in the stack are assumed to be ideal without considering the second-order effects, such as grain boundaries, interface states, traps, and fixed charges, which may affect the device performance in a negative or positive [12] manner. Our choice here to ignore these effects is mainly to establish the ideal design space without ambiguous process variations.

3.4 Results and Discussion

3.4.1 High-κ Dielectric as Control Oxide

The benefits of the control oxide equivalent oxide thickness (EOT) scaling are twofold. First, it enables the memory cell size to scale aggressively by enhanced control of the short-channel effect. Second, it increases the coupling ratio, which improves the P/E efficiency in the conventional continuous floating gate devices. In the NC memories, however, due to the Coulomb blockade effect, unlike their continuous floating gate counterparts, the maximum number of stored charges is self-saturated as a function of the NC charging energy and the bias condition. High coupling ratio by scaling the control oxide may allow more charges stored in NCs at self saturation, but does not guarantee larger flatband shift $\Delta V_{FB}$, which is influenced by the combined effect of the number of stored charges, the control oxide EOT, and the 3D channel-control ratio $R_{3D}$ for a given NC density, according to Eqs. (2.7) and (2.8) described in Chapter 2. Even more importantly, if the NC charging energy does not scale much with the control oxide EOT, more charges stored in NCs may adversely affect retention characteristics. Therefore, the trade-off between the thickness of control oxide and NC memory characteristics is a fundamental problem to
Flatband voltage shift versus program pulse time at $V_G = 8V$ using SiO$_2$ as the control oxide with thickness of 7 nm to 27 nm. The tunnel oxide is fixed as 2 nm SiO$_2$. Each point in the plot represents an additional electron stored per NC.
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**Figure 3.1** Flatband voltage shift versus program pulse time at $V_G = 8V$ using SiO$_2$ as the control oxide with thickness of 7 nm to 27 nm. The tunnel oxide is fixed as 2 nm SiO$_2$. Each point in the plot represents an additional electron stored per NC.

consider in the NC memory cell design.

Figure 3.1 shows the program transient curve at $V_G = 8V$ using SiO$_2$ as the control oxide with thickness $T_{\text{cont}}$ of 7nm to 27nm. It is clear to see the high coupling ratio benefits the program efficiency at the initial stage of charge build-up, and then gradually yields to the fact of less flatband shift due to the thinner control oxide toward the self-saturated region. For a moderate 1.5V $\Delta V_{FB}$, there is no clear edge of thinner control oxide in terms of the program speed. Notice that this statement is only applicable to the given NC array design. For example, if the NC number density is increased, thinner control oxide may improve the program time referred to the 1.5V $\Delta V_{FB}$ although the inherent trade-off still exists. In general, given that maximum NC number density is limited by the available process technology, the choice of thickness of control oxide is a matter of the design optimization. Another consideration of the
thickness of control oxide is to suppress the electron tunneling current from the NCs to the control gate ($J_{E,NG}$) during program. In all simulated conditions except $T_{\text{cont}} = 7\text{nm}$, $J_{E,NG}$ through the Fowler-Nordheim (F-N) tunneling is negligible compared with the direct tunneling current from the Si-channel to the NCs ($J_{E,SN}$). Thus the charge build-up in NCs is solely determined by $J_{E,SN}$. Nevertheless, for $T_{\text{cont}} = 7\text{nm}$ of SiO$_2$, before it approaches the self-saturated condition, $J_{E,NG}$ reaches the level of $J_{E,SN}$ given the high electric field on the control oxide, and the charge build-up in NCs saturates earlier due to the cancellation of two currents. This is another constrain to be taken into account when scaling the control oxide.

While thinner EOT by scaling the control oxide is inevitable to reduce the NC memory cell size, the trade-off mentioned above makes the optimization of P/E efficiency very challenging. Here high-κ dielectrics as the control oxide are proposed as a solution. High-κ dielectrics were first introduced to the floating gate devices to suppress the inter-poly leakage [4], analogous to $J_{E,NG}$ in the NC memories. However, the true significance of high-κ control oxide in NC memories lies in the unique 3D electrostatic nature, which is usually overlooked, but proven very important in our model. Figure 3.2 plots the calculated single-electron charging energy and the 3D channel-control factor $R_{3D}$ through the 3D electrostatic simulation as a function of the control oxide dielectric constant and EOT. The charging energy is relatively insensitive to the control oxide EOT because the NC self-capacitance is mainly determined by the capacitive coupling between the NC and the Si-channel, where the tunnel oxide EOT is usually several times smaller than the control oxide EOT. On the other hand, it is a strong function of the dielectric constant. The charging energy with HfO$_2$ is 2 times less than that with SiO$_2$. $R_{3D}$ also strongly depends on the dielectric constant and is much higher with HfO$_2$. To better understand this, the cross-sections of the 3D potential contours in the NC unit cell are plotted in Fig. 3.3. The NC
Figure 3.2 (a) Single-electron charging energy, and (b) 3D channel-control factor $R_{3D}$ as a function of the control oxide EOT and dielectric constant through the 3D electrostatic simulation.
Figure 3.3 Cross-sectional views of the 3D electrostatic potential contours in the NC memory unit cell with (a) 7 nm SiO$_2$, and (b) 35 nm HfO$_2$ as the control oxide. Only part of the HfO$_2$ is shown in (b). The NC potential is set as -1 V while $V_G = 0$ V. The potential increases monotonically from the NC with the contour spacing of 25 mV.
potential is set as -1 V while $V_G = 0$ V, and the EOT remains the same for both stacks. It is obvious that the fringing fields through HfO$_2$ to the Si channel are much stronger due to the higher dielectric constant of HfO$_2$. This substantially increases the substrate-NC coupling capacitance and the effective channel coverage area under the influence of the charges stored in NCs.

The phenomena lead to significant consequences in the NC memory operations. Large $R_{3D}$ results in larger $\Delta V_{FB}$ when the same number of charges stores in NCs. Meanwhile, low charging energy allows even more charges stored per NC at the given bias condition and program time. These compensate the insufficient memory window due to the trade-off in the control oxide EOT scaling. As a result, with HfO$_2$ as the control oxide, much better program efficiency is shown in Fig. 3.4. Finally, the retention characteristics are examined. To guarantee long retention time in the NC memories, the NC Fermi level has to remain substantially lower than the Si conduction band edge at the retention condition to suppress the direct tunneling current. In fact, any excess charge stored in NCs during the program pulse can tunnel back to the Si channel in a short time. Only lowering the charging energy can allow more charge storage without scarifying the retention characteristics, which leads to the appreciable improvement shown in Fig. 3.5.

As a short summary, we demonstrate, by replacing SiO$_2$ with HfO$_2$ as the control oxide, both the program efficiency and the retention characteristics are improved as a result of low charging energy and large channel-control factor from the 3D fringing effect. These results confirm 3D electrostatics instead of 1D should be considered in NC memory modeling.
Figure 3.4 Flatband voltage shift versus program pulse time at $V_G = 8V$ with 7 nm SiO$_2$ and 35 nm HfO$_2$ as the control oxide. The tunnel oxide is fixed as 2 nm SiO$_2$.

Figure 3.5 Room-temperature retention characteristics at $V_G = 0$ V with 7 nm SiO$_2$ and 35 nm HfO$_2$ as the control oxide. The tunnel oxide is fixed as 2 nm SiO$_2$. The NC memories are pre-charged to 1.5 V $\Delta V_{FB}$. Each point in the plot represents an additional electron loss per NC.
3.4.2 High-κ Dielectric as Tunnel Oxide

Even with the benefits of the high-κ control oxide, the retention time shown in Fig. 3.5 still cannot meet the 10-year lifetime requirement, owing to the very thin tunnel oxide. This is another trade-off to overcome in the NC memory design where both program and retention characteristics rely on the same physical barrier. A SiO$_2$/HfO$_2$ bi-layer stack aimed to break the trade-off is exploited as the field-sensitive tunnel barrier [8], [13], maximizing asymmetry between the effective barriers seen at the program and the retention operations. In fact, the SiO$_2$/HfO$_2$ bi-layer not only improves the tunnel barrier properties, but is also a realistic consideration while integrating high-κ dielectrics. The interfacial SiO$_2$ growth between high-κ dielectrics and the Si channel is difficult to avoid in many high-κ deposition methods [14], and even desirable to ease the severe mobility degradation caused by the remote phonon scattering [15].

With the same EOT, the 1.2 nm SiO$_2$ / 4 nm HfO$_2$ bi-layer stack shows compatible program speed as the case of the 2.0 nm SiO$_2$ in Fig. 3.6 in spite of much thicker physical thickness, thanks to the low $\Delta E_c$ of HfO$_2$ and the appropriate barrier engineering by the deliberate design of the SiO$_2$/HfO$_2$ thickness ratio. Figure 3.7 shows the calculated band diagrams of two stacks at $\Delta V_{FB} = 0$ V and at $\Delta V_{FB} = 2.0$ V under the program operation. When there is no charge stored in NCs, the subband electrons injecting into NCs only have to tunnel through a portion of the HfO$_2$ barrier, resulting in the faster program speed in the low $\Delta V_{FB}$ regime. Note that the curvature near the NC, which also contributes to the thinner HfO$_2$ barrier, is the signature of the 3D field enhancement effect discussed in Chapter 2. As the charge accumulation in NCs gradually raises the NC potential, electrons tunneling through HfO$_2$ can no longer take advantage of the F-N tunneling. This creates the turning point in the program transient in Fig. 3.6 and lowers the program speed toward the larger $\Delta V_{FB}$ regime.
Figure 3.6 Flatband voltage shift versus program pulse time at $V_G = 8V$ with 2 nm SiO$_2$ and 1.2 nm SiO$_2$ / 4 nm HfO$_2$ bi-layer as the tunnel oxide. The control oxide is fixed as 35 nm HfO$_2$.

Meanwhile, due to the much thicker physical thickness of the tunnel oxide, 5 orders of magnitude longer retention time with the bi-layer stack is achieved in Fig. 3.8. The calculated band diagrams of two stacks at $\Delta V_{FB} = 2.0$ V under the retention condition are plotted in Fig. 3.9. By combining both the high NC WF (5.1 eV) and the field-sensitive barrier, the asymmetry of the effective tunnel barrier between Figs. 3.7 and 3.9 is explicitly shown. In this section, we demonstrate the SiO$_2$ / HfO$_2$ bi-layer stack as the tunnel oxide improves the retention characteristics of the NC memories without compromising the P/E efficiency.
Figure 3.7 Calculated band diagram of 2 nm SiO₂ and 1.2 nm SiO₂ / 4 nm HfO₂ bi-layer tunnel oxide at $V_G = 8$ V while (a) $\Delta V_{FB} = 0$ V, and (b) $\Delta V_{FB} = 2$ V. The control oxide is fixed as 35 nm HfO₂. The conduction band edge of the Si channel is referred at energy 0 eV, and the Si / SiO₂ interface at distance 0 nm.
Figure 3.8 Room-temperature retention characteristics at $V_G = 0$ V with 2 nm SiO$_2$ and 1.2 nm SiO$_2$ / 4 nm HfO$_2$ bi-layer as the tunnel oxide. The control oxide is fixed as 35 nm HfO$_2$. The NC memories are pre-charged to 1.5 V $\Delta V_{FB}$.

Figure 3.9 Calculated band diagram of 2 nm SiO$_2$ and 1.2 nm SiO$_2$ / 4 nm HfO$_2$ bi-layer tunnel oxide at $V_G = 0$ V while $\Delta V_{FB} = 2$ V. The control oxide is fixed as 35 nm HfO$_2$. The NC Fermi level is referred at energy 0 eV, and the tunnel oxide / NC interface at distance 0 nm.
Figure 3.10 Program time versus retention time for various gate stack designs in this study. The program time is defined at a realistic 1.5 V memory window with $V_G = 8$ V. The retention time is chosen to guarantee less than 20% memory window variation.

### 3.4.3 Figure of Merit

To summarize the trend of design optimization, program versus retention time for various gate stack designs in this study is presented in Fig. 3.10. The program time is defined at a realistic 1.5 V memory window with $V_G = 8$ V. The retention time is chosen to guarantee less than 20% memory window variation. With the high-κ control oxide, EOT of the entire stack is scaled down substantially with improved memory performance, which is difficult to achieve by directly scaling down the SiO$_2$ control oxide. Moreover, the integration of the high-κ tunnel oxide enables sufficient retention time without compromising the P/E efficiency, which is also impossible to obtain with the SiO$_2$ tunnel oxide alone. Most noticeably, the benefits of these two approaches are accumulative without contradicting each other. Compared with the conventional device A, the device C exhibits much thinner EOT, 10 times shorter program time and
8 orders of magnitude longer retention time. In addition, the NC memory performance can be further enhanced if the optimization strategy of the NC array presented in Chapter 2 is exploited. This proves the significance of the deliberate NC memory design through accurate modeling.

### 3.4.4 NC Memory Design for Low P/E Voltage Operation

To investigate the potential of scalability, we have further explored a scaled NC memory configuration allowing ± 4 V P/E operations, by optimizing both the gate stack and the NC array. The simulation parameters are: NC number density $5 \times 10^{11}$ cm$^{-2}$, NC diameter 8 nm, NC WF 5.1 eV, 0.7 nm SiO$_2$ / 2.3 nm HfO$_2$ as the tunnel oxide, and 25 nm HfO$_2$ as the control oxide. Please note these are very realistic parameters achievable by either present metal NC [16], [17] or high-κ deposition methods [2], [3]. Figure 3.11 demonstrates 13 µs program and 2.5 µs erase time with 1.0 V $\Delta V_{FB}$ at ± 4 V P/E operations. Over 10-year retention time is projected with less than 20% memory window variation. A recent experiment of the metal NC memory using a thicker 5.1 nm HfO$_2$ as the tunnel oxide also reported 1 ms program time at ± 4 V P/E operation with promising retention characteristics [17]. Both of our model and the experimental evidence suggest that the metal NC memory is very promising for the low-power, low-voltage, long-retention and high-speed memory applications.

In addition, the scaling effect of P/E voltage is shown in Fig. 3.12. The nanosecond P/E time can be obtained with ± 8 V operations while maintaining the same memory window and retention characteristics, which presents the potential of metal NC memories to replace SRAM and DRAM as the cache memory and the primary memory in the portable electronics with the advantage of nonvolatile data storage.
Figure 3.11 P/E and retention characteristics of a scaled NC memory design operated at ±4 V. The simulation parameters are: NC number density $5 \times 10^{11} \text{ cm}^{-2}$, NC diameter 8 nm, NC WF 5.1 eV, 0.7 nm SiO$_2$ / 2.3 nm HfO$_2$ as the tunnel oxide, and 25 nm HfO$_2$ as the control oxide.

Figure 3.12 P/E characteristics of the scaled NC memory design as a function of P/E voltage. The P/E pulse time and voltage are chosen to assure 1.0 V memory window and over 10-year retention time.
In the prior art of Flash memory cell scaling based on 1D electrostatics and similar tunneling models [18], it had been concluded that even in the optimal design of control and tunnel dielectrics, the P/E voltage scaling can only be down to 4 V with a 5 ms program time, given the fixed retention time at 10 years. The ratio between the retention time and P/E time $t_R / t_{PE}$ is around $10^{11}$, which comes directly from the asymmetry between the tunneling currents in P/E and retention conditions. By inclusion of the 3D electrostatics and the bi-layer design of tunnel barrier, our calculations show much more design freedom. For designs in Figs. 3.10 and 3.11, the $t_R / t_{PE}$ ratio is over $10^{14}$ for a reasonable memory window with the P/E voltages at ± 8 V and ± 4 V, respectively. This ratio can be further enlarged with material optimization of control-gate work function [6], NC work function [16], and injection effective mass [19], as well as heterogeneous floating-gate layers [12]. Notice also that within the channel length only two NCs are necessary to take advantage of most of the effects discussed in Chapter 2 and Chapter 3, and the two-bit-per-cell virtual ground architecture [20], [21]. Therefore, we can safely conjecture that there is still much room of Flash cell scaling beyond the 50-nm technology node.

3.5 Conclusion

We present a systematic study on the gate stack engineering of NC memories based on our physical model. The integration of high-κ dielectrics is proven very desirable. Together with the NC array optimization described in Chapter 2, the results serve as useful guidelines in the NC memory design with the demonstration of the extremely low-voltage NC memory configuration.
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CHAPTER 4
MODELING OF MULTI-LAYER NANOCRYSTAL MEMORY

4.1 Abstract

This chapter presents a physical model applicable to both single- and multi-layer nanocrystal (NC) memory. With the ability to redistribute charges to the upper-layer NCs, our model shows that the double-layer NC memory enlarges the retention time to program time ratio as well as the memory window, in good agreement with experimental data. Among several optimization approaches investigated, the retention time may be further prolonged by engineering sufficient Coulomb and quantum blockade energy with the lower-layer NC diameter around 1 nm. Meanwhile, extended from the double-layer configuration, a multi-layer scheme with heterogeneous composition warrants both good scalability and retention, and thus is a very promising candidate for future charge-based nonvolatile memory.

4.2 Introduction

Although there has been enormous progress in developing alternative nonvolatile memories such as ferroelectric random access memory (RAM) [1], magnetoresistive RAM [2], and phase-change RAM [3], Flash memory based on electrostatic charge storage in the floating gate will remain as the mainstream mass-storage technology for many years to come [4]-[6]. Flash technology is well established and cost-effective with a small cell size desirable for high-density integration. More importantly, it keeps renovating itself with new developments to stay ahead of the competition, notably the discrete charge storage for better reliability and scalability [7], and the implementation of the multiple bits per cell [8], [9]. As a result, a 32Gb TANOS (TaN-Al₂O₃-nitride-oxide-silicon) multi-level memory with a
cell size as small as 0.0098 μm² will be in mass production shortly [10].

Sharing similar benefits of the TANOS memory with discrete charge storage in isolated traps, the nanocrystal (NC) memory is promising for realizing high-density nonvolatile storage [11]. Moreover, its inherent advantage of low-voltage operation could potentially further increase the longevity of the current Flash technology [12], with the recent demonstration of sub-4V operation [13]. Like all other nonvolatile memories, the main figures of merit for performance evaluation are the ratio between retention time $t_R$ and program time $t_P$ and magnitude of the memory window. The large memory window is particularly important for the multi-level implementation. The double-layer (DL) NC memory utilizing two layers of NCs for charge storage was proposed and shown superior on both figures over the conventional single-layer (SL) NC memory [14]-[17]. On the other hand, toward better understanding in theory and more quantitative design strategy, we recently reported a physical model based on the three-dimensional (3D) electrostatics and the one-dimensional (1D) Wentzel-Kramers-Brillouin (WKB) tunneling current calculation [18], [19], which can accurately simulate the program/erase (P/E) and retention characteristics of the SL NC memory.

In this chapter, we show that the same physical model can be extended to the DL NC memory when appropriate time evolution of charge states is employed. Device operations are then investigated in detail to explain the improved $t_R / t_P$ time ratio and memory window in the DL NC memory. To further explore the entire design space, design criteria including the variations on the inter-NC oxide, the work-function offset and the size ratio between two NC layers are explicitly examined. Other optimization parameters sharing with the SL NC memory, such as the NC array engineering, the control oxide scaling, the high-κ tunnel and control oxide have been reported in previous two chapters and will not be included here to avoid duplications. Finally, a configuration with multiple layers of NCs as the floating gate and its implications on
the device scalability and retention time are presented.

Figure 4.1 Schematic of the unit cell of the DL NC memory, assuming azimuthal symmetry around the central axis in the $z$ direction.

4.3 Device Modeling

Figure 4.1 illustrates the unit cell of the DL NC memory, assuming azimuthal symmetry around the central axis in the $z$ direction. Two layers of spherical metal NCs [16], [20], the lower-layer NC1 with diameter $D_{NC1}$ and the upper-layer NC2 with diameter $D_{NC2}$, are embedded in a trap-free dielectric, which consists of tunnel oxide, inter-NC oxide, and control oxide with thickness of $T_{tunl}$, $T_{IL}$, and $T_{conl}$, respectively. The NC unit cell diameter $C_{NC}$ is derived from the NC number density $N_{NC}$. To exploit the simplicity of azimuthal symmetry, we limit ourselves to the case that NC2 is perfectly aligned on top of NC1, which is an approximation in our structure but can be achieved by deliberate process designs [14]. Although only metal NCs are discussed
here, the model is applicable to other semiconductor NCs as well by considering their finite dielectric constant [12], [18]. The currents through the tunnel oxide $I_1$, the inter-NC oxide $I_2$, and the control oxide $I_3$ depend on the charge states in NC1 and NC2. They are calculated by solving the 3D electrostatic potential profile inside the gate stack, the 1D WKB tunneling approximation along the least-action path, and appropriate capture cross sections as fitting parameters [18]. Notice that the Coulomb charging energy of NCs for the given geometric configuration is included in the simulation without ambiguity. When $D_{NC1}$ and $D_{NC2}$ are smaller than 5 nm, quantum size effects will become prominent and are also accounted for. Furthermore, the flatband shift $\Delta V_{FB}$ under the influence of the charges in the discrete NCs is also directly derived from the 3D electrostatic solution without assuming a coupling ratio [18].

To analyze P/E and retention dynamics, the evolution of charge states in NCs and the corresponding time stepping have to be evaluated. In the SL NC memory, it is intuitive to apply the current continuity equation, which yields monotonically increasing charge evolution under program and monotonically decreasing charge evolution under erase and retention by an integer step [18]. However, satisfying the continuity equation does not necessarily force the system to the steady or thermal equilibrium state after successive evolution. Particularly in the DL NC memory, it is prone to trap in loops due to the additional charge transfer between NC1 and NC2. Here we developed a semi-empirical method to fast evaluate the evolution of charge state based on the minimization of the charge flux. At the thermal equilibrium after long retention time, the charge flux in the system is exactly zero. At the steady state after long P/E time, the charge flux is not only balanced but also reaches its minimum because the increase of electrostatic energy from the stored charge in the gate stack retards the flux driven by the fixed program voltage. In the structure given by Fig. 4.1,
minimization of $I_{\text{rms}}$, the root mean square of all current components including $I_1$, $I_2$, and $I_3$, should guide the system to its steady or thermal-equilibrium states. For instance, in a program process with an initial state $(Q_{NC1}, Q_{NC2}) = (m, n)$, where $Q_{NC1}$ and $Q_{NC2}$ are the numbers of charges in NC1 and NC2 respectively, there are two possible nearest states, $(m+1, n)$ and $(m-1, n+1)$. The former represents an additional electron injected into NC1 from the substrate, while the later represents an electron transferring from NC1 to NC2 without substrate injection. For simplicity of representation, the charge transfer between NC2 and the control gate is assumed disabled with the thicker $T_{\text{conl}}$. The minimum of $I_{\text{rms}}(m+1, n)$ and $I_{\text{rms}}(m-1, n+1)$ is then chosen to determine which state should be evolve from $(m, n)$. Even though in some cases $I_{\text{rms}}$ of the next state could be higher than that of its previous state, the general trend of $I_{\text{rms}}$ minimization still retains through the entire evolution of charge states. This is a common minimization problem with both local and global minima, where the true steady or equilibrium state resides at the global minimum. This method is applicable to the SL case yielding the intuitive monotonic sequence, and is essential for multiple layers of NCs where the inter-NC charge transfer becomes crucial in determining the memory operations.

4.4 Results and Discussion

4.4.1 Program Characteristics

The fabrication process of the SL and DL Au metal NC memory was similar to that described before [16], [20], [21]. The DL sample differs from the SL one by only the insertion of the inter-NC oxide and the upper-layer NCs. Figure 4.2 demonstrates good agreement between simulated and experimental program transients in SL and DL samples. The same simulation parameters from various types of physical characterization were applied in both SL and DL cases, including a p-type
Figure 4.2 Measured and calculated flatband voltage shift versus program pulse time for both SL and DL devices at $V_G = 8\, \text{V}$ and $V_G = 12\, \text{V}$. A consistent set of parameters is applied in the simulation.

(100) Si substrate with a doping level of $2\times10^{17}\, \text{cm}^{-3}$, an initial flatband voltage $V_{FB} = 0$ before program, NC work function $\Phi_{NC} = -5.1\, \text{eV}$, $T_{tunl} = 2\, \text{nm}$, $T_{IL} = 2.5\, \text{nm}$, $T_{conl} = 27\, \text{nm}$, $D_{NC1} = D_{NC2} = 5\, \text{nm}$, $C_{NC} = 18\, \text{nm}$, and $N_{NC} = 4\times10^{11}\, \text{cm}^{-2}$. The nominal $T_{IL}$ is close to 5 nm by plasma enhance chemical vapor deposition (PECVD). The better fitting from a thinner $T_{IL}$ in the simulation probably results from the non-ideal step coverage over NC1 and electrical properties of the PECVD oxide. The pure fitting parameters in our model are $\sigma_{NC1}$ and $\sigma_{NC2}$, the capture cross sections of NC1 and NC2. $\sigma_{NC1} = \sigma_{NC2} = 5.3\times10^{-14}\, \text{cm}^2$ per NC was used in the simulation, although they do not necessarily have to be equal due to the 3D nature of the tunneling process. Better fitting can be expected by tuning $\sigma_{NC1}$ and $\sigma_{NC2}$ independently, but that should not affect the general results of this study. Unless otherwise mentioned, the above parameters are consistently used throughout this chapter.
In Fig. 4.2, the program speed for a moderate $\Delta V_{FB}$ in the DL sample is slightly slower as a result of the thicker oxide thickness seen from the control gate with the addition of inter-NC oxide. However, the maximum memory window is slightly larger because of the trade-off between the memory window and control oxide thickness [19] and larger charge storage capability provided by NC2. The evident oscillations in the program transients occur when the charges stored in NC1 transfer into NC2, which is farther away from the channel and has less influence on $\Delta V_{FB}$. Notice that, instead of oscillation, a statistical average is more likely to be observed experimentally, considering time stepping in each unit cell of the NC array is not synchronous due to the non-ideality of NC size and spatial distribution. With very little computational effort, the current model based on a single unit cell presents satisfactory estimation of the memory performance.

The calculated band diagrams along the least-action path and the corresponding evolution of charge state are plotted in Fig. 4.3. In the beginning of the program step, electrons accumulate in NC1 due to the larger $I_1$ through the thinner $T_{unt}$ in comparison with the smaller $I_2$ through the thicker $T_{IL}$. This also represents the regime with smooth increase of $\Delta V_{FB}$ in Fig. 4.2. It is worth mentioning that the largest electric field in Fig. 4.3(a) occurs at the inter-NC oxide as a consequence of the field enhancement [12], [18] from both NC1 and NC2. The charge and potential build-up in NC1 finally increase $I_2$ to a comparable level with $I_1$, and prompt the charge transfer from NC1 to NC2. In the presented configuration, the memory window is self-saturated as the Si channel departing from strong inversion. In Fig. 4.3(b), the DL sample manages to store more charges by distributing a part of them to NC2 while keeping the NC1 potential steady and the Si channel under inversion, resulting in the larger saturated memory window.
Figure 4.3 (a) Calculated energy band diagrams of the DL NC device along the least-action path as a function of the charge state \((Q_{NC1}, Q_{NC2})\) at \(V_G = 8\) V. The Si conduction band edge is referred at 0 eV. (b) Evolution of charge states during program and the corresponding NC potential energies.
Figure 4.4 Calculated room-temperature retention time at $V_G = 0$ V for both SL and DL devices. The DL devices with two different initial states after program exhibit similar retention characteristics.

4.4.2 Retention Characteristics

In Fig. 4.4, the retention characteristic is calculated. The DL sample exhibits 1 to 2 orders of magnitude longer retention time than the SL sample, consistent with the experimental results reported previously [14], [16], [20]. It also shows two distinct regimes in the curve of the DL sample. Depending on the initial charge state, in a time scale of seconds, the redistribution of charges through the inter-NC transfer results in increasing or decreasing $\Delta V_{FB}$. The long-term retention is still set by the charge loss to the substrate, which is determined by the band offset between $\phi_{NC}$ and the Si conduction band edge, independent of the initial charge state. Notice that the charge redistribution effect still needs to be carefully considered to prevent possible read errors especially for the multi-level memory, although it does not significantly affect retention.
Figure 4.5 (a) Calculated energy band diagrams of the DL NC device along the least-action path as a function of the charge state \((Q_{NC1}, Q_{NC2})\) at \(V_G = 0\) V. The Si conduction band edge is referred at 0 eV. (b) Evolution of charge states during retention and the corresponding NC potential energies, with the inset showing a comparison to the SL device.

Figure 4.5 illustrates the calculated band diagrams along the least-action path and corresponding evolution of charge state during retention. When the external bias is removed after program, large imbalance between the NC1 and NC2 potentials may
appear. With available states for transition by tunneling through the inter-NC oxide, the potential balance are restored shortly as shown in Fig. 4.5 (b), followed by the long-term charge loss to the Si substrate. With the same number of charges stored, the NC potentials in the DL sample are consistently lower than that in the SL sample during retention. In other words, the average Coulomb charging energy for each electron in the DL sample is smaller, thanks to the even charge distribution in a larger storage volume. Lower NC potentials provide larger band offset to the Si conduction band edge, and thus grant better retention.

It was long believed that the larger Coulomb and quantum confinement energy in NC1 prevent the charges in NC2 from back tunneling to NC1 [14], [16]. Therefore, better retention is probable in the DL NC memory. Nevertheless, in most experiments reported [14]-[17], [20], the size of NC1 is still very substantial, and multiple charges can be accommodated in NC1. Once the charges in NC1 back tunnel to the substrate during retention, those in NC2 experience little blockade to backfill NC1 as already illustrated in Fig. 4.5. Therefore, strictly speaking, the physical explanation based on the blockade effect [14] is somewhat misleading. The aforementioned larger charge storage capability presents a clearer physical picture. For the blockade effect to be dominant, which will be later investigated in Sec. 4.4.5, the NC1 size has to be significantly scaled [22] so that NC1 serves mainly as a potential barrier to the back-tunneling current rather than a charge storage node.

With only a fractional degradation in the program speed and orders of magnitude improvement in retention, the $t_R / t_P$ ratio of the DL NC memory outperforms the SL counterpart, in addition to the larger memory window which is critical for the multi-level memory. We continue in the following sections to further elaborate the optimization strategies of the DL NC memory.
Figure 4.6 Calculated room-temperature retention time at $V_G = 0$ V for DL devices with variations of inter-NC oxide. The inset shows the calculated program transients at $V_G = 8$ V.

4.4.3 Inter-NC Oxide

If the inter-NC oxide $T_{IL}$ is too thick to allow efficient inter-NC charge transfer in the time scale of interest for program and retention, the advantages of larger memory window and longer retention time due to the additional storage capacity provided by NC2 diminish dramatically. On the other hand, for a moderate $T_{IL}$ ranging from 2 nm to 3 nm, variations on $T_{IL}$ may affect the time constant of the charge transfer, but hardly disturb the overall memory performance. As shown in Fig. 4.6 and its inset, the calculated program and retention characteristics are relatively independent of $T_{IL}$, except that larger $\Delta V_{FB}$ is obtained with thinner $T_{IL}$ for very long program pulses. Moreover, the dielectric constant of the inter-NC oxide influences device operations significantly through 3D electrostatics. Similar to high-κ dielectrics as the control oxide [19], by replacing SiO$_2$ with HfO$_2$ as the inter-NC oxide in Fig.
4.6, remarkable improvement in memory performance is not surprising due to its lower Coulomb charging energy and stronger coupling to the channel. The thinner equivalent oxide thickness of HfO$_2$ is chosen to allow inter-NC charge transfer. Otherwise, the device essentially operates as a SL NC memory with the high-κ control oxide.

4.4.4 Work-Function Offset of Nanocrystals

Tuning metal NC work function by selecting appropriate metal species was regarded as an important step to realize larger retention time and memory window [16]. In the DL NC memory, another degree of freedom by engineering work function separately for NC1 and NC2 can potentially bring about other intriguing effects. For instance, the design with the NC1 work function higher than the NC2 seems to be able to reduce back-tunneling from NC2 to NC1 during retention, as a result of the potential barrier built by the work-function offset. This in principle can lead to better retention characteristics. On the contrary, the NC2 work function higher than the NC1 blockades charge injection to NC2 during low-voltage program. Therefore, multiple memory states may be controlled more precisely by variations of program voltage instead of pulse time. However, while the charge transfer between the substrate and NCs during retention is prohibited by the Si band gap except for very few energetic carriers, the time constant of the inter-NC charge transfer, set by merely the barrier of the inter-NC oxide, is relatively short even in the absence of external bias. For a NC1 work function of -5 eV and a NC2 work function of -4 eV, the difference of work functions vanishes almost immediately in a matter of seconds. Hence, we conclude that designing the work-function offset between two layers of NCs will not be a significant effect.
4.4.5 Nanocrystal Size

In our previous study on the SL NC memory in Chapter 2, the large NC size was found beneficial due to smaller charging energy, stronger field enhancement, and larger capture cross-section. Therefore, in the DL NC memory, it is also possible to explore the advantages of the NC size engineering, especially the size ratio of NC1 to NC2. The calculated program and retention characteristics are presented in Fig. 4.7 with respect to the NC2 size while keeping the NC1 size and the NC number density constant. Here we assume the capture cross-section to be proportional to its physical dimension. The program transients appear to be insensitive to the NC2 size, which agrees with the previous result that the program process is mostly governed by NC1 prior to the inter-NC charge transfer taking place. Meanwhile, enlarging the NC2 size lowers its Coulomb charging energy and allows more charges being distributed in NC2 and less in NC1. Thus better retention is enabled by the larger band offset between NC1 and the Si conduction band edge. However, given the fact that the program speed is slower in the DL sample, a SL implementation with larger NCs seems more straightforward considering its faster speed, easier process and comparable retention. But it is worth mentioning that, as the continuous memory cell scaling now beyond the sub-50nm node, increasing the NC number density is essential to sustain a reasonable parametric yield [23], which makes enlargement of the NC size in either SL or DL NC memory impractical.

Another design perspective is to exploit the blockade effect to achieve better retention by shrinking the NC1 size, so that during the retention NC1 actually acts as a potential barrier to the charges in NC2 instead of a charge storage node. Besides the Coulomb blockade effect already included in our 3D electrostatic model, quantum-mechanical effects become significant in NCs with diameter smaller than 5 nm. In contrast to the significant bandgap increase in the semiconductor NCs of nanometer
Figure 4.7 (a) Calculated program transients at $V_G = 8$ V and (b) room-temperature retention time at $V_G = 0$ V for DL devices with NC2 diameter ranging from 2.5 nm to 10 nm. The NC1 diameter of 5 nm and the NC number density of $4 \times 10^{11}$ cm$^{-2}$ are fixed. The results from SL devices with the same configuration are also plotted for comparison.
Figure 4.8 Calculated Coulomb charging energy $E_{CH}$ and total blockade energy including quantum confinement energy $E_{QM}$ as a function of the NC1 diameter. The NC2 diameter of 5 nm and the NC number density of $4 \times 10^{11}$ cm$^{-2}$ are fixed.

dimension, the electronic structures of most metal NCs are relatively undisturbed from bulk materials even down to a 1-nm diameter. The average energy-level spacing of successive quantum levels, known as the Kubo gap, is often close to or smaller than the thermal energy at room temperature [24]. The other more pronounced quantum-size effect originates from the tiny quantum potential well. Instead of solving the Schrödinger equation exactly, the first-order approximation of the quantum confinement energy $E_{QM}$ was carried out by the well-known ground-state eigenenergy $E_1$ of the infinite square well, which can be expressed as [25]:

$$E_i = \frac{\pi^2 \hbar^2}{2m^* D_{NC}^2} \tag{4.1}$$

where $m^*$ is the electron effective mass in NCs. Figure 4.8 depicts the Coulomb charging energy $E_{CH}$ and the total blockade energy $E_{CH} + E_{QM}$ as a function of the
Figure 4.9 Calculated room-temperature retention time at $V_G = 0$ V for DL devices with NC1 diameter ranging from 1 nm to 5 nm. The NC2 diameter of 5 nm and the NC number density of $4 \times 10^{11}$ cm$^{-2}$ are fixed. Notice that the trend is not monotonic with respect to the NC2 size, with the worst retention at 2 nm and the best retention at 1 nm.

NC1 diameter. It was found that the Coulomb charging energy remains dominant through most of the interested range of the metal NC diameter.

Given the charging energy of NC2 at hundreds of milli-eV, sizeable blockade energy in a range of eV is required to retain multiple charges in NC2 for an appreciable retention time and a realistic memory window. The calculated retention characteristics with NC1 diameters ranging from 1 nm to 5 nm are illustrated in Fig. 4.9. The improvement over the nominal device can only be obtained for a NC diameter of 1 nm and the blockade energy up to 1 eV. For other slightly larger NCs, the sharply decreased blockade energy of NC1 is no longer sufficient to prevent back-tunneling from NC2. Because of its own large $E_{CH}$ and $E_{QM}$, NC1 is ineffective to hold
charges either. Besides, with the much smaller NC1, most charges are located at NC2 with less influence on the channel $V_{FB}$. All these effects contribute to the abrupt degradation of retention time with slightly larger NCs. By replacing metal NCs with semiconductor NCs, the large bandgap increase may relax the strict requirement of the NC size [22]. On the other hand, the program efficiency may be compromised due to the same blockade energy of NC1, which reduces charge injection from the channel to NC1. However, this blockade effect is less significant when high program voltage is allowed [14]. In summary, depending on its size, NC can act as a charge storage node or an effective tunnel barrier. The tradeoff has significant impacts on the retention characteristics.

4.4.6 Multiple layer of NCs

As discussed previously, enlarging the NC2 size is favorable for better retention but seems an impractical solution for aggressively scaled devices. By replacing one layer of oversize NC2, multiple upper layers of NCs with smaller size each can retain similar advantages. Figure 4.10 exhibits further improved $t_R / t_P$ ratio in a quad-layer NC memory with the same NC diameter of 5 nm and the NC number density as the DL NC memory. In order to integrate more layers of NCs in a reasonable fabrication process, an ultimate multiple-layer implementation is by replacing all upper-layer NCs and inter-NC oxides with a dielectric with a large number of intrinsic traps such as nitride. Although only a single charge is able to be stored in each trap site, the large number of traps (in both the planar number density and the number of vertical layers) by engineering the trap density and layer thickness may still provide sufficient storage capability. This class of heterogeneous NC/nitride memory has been experimentally shown to be superior to the SONOS or SL NC memory [26], [27]. Unlike the conventional SONOS memory, the lower-layer NC
Figure 4.10 Calculated room-temperature retention time at $V_G = 0$ V for DL and quad-layer devices. The inter-NC oxide is 2.5 nm, the NC diameter is 5 nm and the NC number density is $4 \times 10^{11}$ cm$^{-2}$ in all layers. The inset shows the calculated program transients at $V_G = 8$ V.

ensures fast program in low voltage, while the charge redistribution to traps helps retention. More recently, by utilizing the blockade effect of small Si NCs with a diameter of 1 nm, better retention over SONOS devices with little program efficiency sacrifice has been demonstrated in a 25 nm heterogeneous device [22].

4.5 Conclusion

A physical model based on the 3D electrostatics and the 1D WKB tunneling calculation is presented and found to be applicable to both SL and DL NC memories. The superior retention characteristics and memory window in the DL NC memory are explained by the larger storage capacity due to the charge redistribution to the upper-layer NCs. By scaling NC1 size down to 1 nm or smaller, the back-tunneling current
from NC2 is suppressed by the Coulomb and quantum confinement energy of NC1. Hence, further improvement on retention time can be feasible. Finally, the multiple-layer configuration such as the heterogeneous NC/nitride layer is shown promising for further aggressive scaling.
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CHAPTER 5
FERMI-LEVEL PINNING IN NANOCRYSTAL MEMORIES

5.1 Abstract

Nanocrystal (NC) work function engineering, which plays an important role on the NC memory characteristics such as memory window and retention time, was long regarded as a matter of choice on NC materials. In this chapter, we report opposite polarities of charge storage in Au NC memories with different control oxides. The effective NC work function is found to be not only a bulk property of the NC, but also governed by the interface with surrounding dielectric, as a result of the Fermi-level pinning. By replacing Au NCs with C$_{60}$ molecules, we also show the pinning effect generally exists at quantum-dot-based devices with high density of interface states. This fundamental interface property should be taken into account in the selection of NC and dielectric materials for the NC memory optimization.

5.2 Introduction

Nanocrystal (NC) memories are considered as one of the promising candidates for future nonvolatile, high-density and low-voltage memory applications, owing to their inherent immunity to the local oxide defects by discrete charge storage, which allows more aggressive scaling of the tunnel oxide thickness [1]. Among the efforts to further improve the performance of NC memories, metal NC was proposed above its semiconductor counterpart due to large density of states, three-dimensional electric field enhancement, and selectable work function [2], [3]. The work function engineering provides another degree of freedom to increase the charge storage capacity and retention time with a deeper potential well, whereas the typical Si NC has no band offset to the Si channel. A wide range of metal NC materials, such as Au, Ag,
Pt, Ni, and W, have been successfully implemented [3]-[7]. In addition, high-κ dielectrics were introduced in NC memories to facilitate the equivalent oxide thickness scaling, the inter-poly leakage current reduction, and the field-sensitive tunneling [8]. Despite the obvious benefits of integrating both metal NCs and high-κ dielectrics into NC memories, the potential Fermi-level pinning at the metal NC/high-κ dielectric interface has not yet been fully investigated. Fermi-level pinning is known to shift the effective gate work functions of metal/high-κ and polysilicon/high-κ gate stacks substantially [9]-[11]. Similar effects may be proven critical in terms of work function engineering on metal NCs.

In this chapter, a systematic set of experiments with material variations on the floating gate and control oxide were carried out. Two types of floating gates, Au NCs and C$_{60}$ molecules, were studied. The purposes of implementing C$_{60}$ molecules as the floating gate are twofold. First, the monodisperse nature of C$_{60}$ results in substantial and precise step-charging into its molecular orbitals (MO), and hence could potentially achieve reliable multi-level charge storage in a single memory cell [12]. More details about the C$_{60}$ experiment will be highlighted in Chapter 6. Second, unlike some metal NCs such as Pt [13] and Ni, use of C$_{60}$ can eliminate the concern of chemical reaction with surrounding dielectric that makes the definition of NC work function ambiguous. The superior chemical stability of C$_{60}$ due to its entirely satisfied chemical bonding and the known MO are thus very feasible to study the Fermi-level pinning effect. The floating gate work function is found to be strongly affected by the surrounding dielectric, which is well explained by the Fermi-level pinning theory. This interfacial nonideality should be considered carefully in the selection of NC and control oxide materials for optimizing the memory characteristics.
5.3  **Device Fabrication**

The metal-oxide-semiconductor (MOS) capacitor structure with conventional isolation, similar to that used in the Flash memory devices [13], was fabricated on a p-type (100) Si substrate of 1-5 Ω·cm resistivity. After 1.8-nm dry thermal oxide was grown on the Si substrate, spherical Au nanocrystals were self-assembled on the oxide by the electron-beam evaporation of 1.2-nm Au without annealing. In another alternative structure, the fullerenes C_{60} were thermally evaporated to a thickness of 0.4 to 0.6 nm as measured by the quartz crystal monitor [14]. Then, control oxide was implemented by atomic layer deposition (ALD) of 30-nm Al_{2}O_{3} or by evaporation of 4-nm SiO_{2} together with plasma-enhanced chemical vapor deposition (PECVD) of 26-nm SiO_{2}. ALD Al_{2}O_{3} deposition was done by trimethylaluminum (TMA) and H_{2}O at 300°C. The evaporated oxide served as a barrier layer to prevent possible plasma damage to C_{60} during the PECVD process. Finally a top Cr gate was deposited and patterned, followed by 400°C forming gas annealing for 30 min.

5.4  **Fermi-Level Pinning Theory in NC Memory**

High frequency capacitance-voltage (CV) measurements (Fig. 5.1) were carried out by applying stress voltages on the control gate for 3 s, followed by sweeping CV from positive to negative for substrate electron injection and from negative to positive for substrate hole injection, respectively. There is a remarkably larger memory window swing by substrate electron injection in the Au NC capacitor with Al_{2}O_{3} control oxide. On the contrary, the injected holes easily tunnel back to the Si substrate as the CV gate bias sweeps from negative to positive, which leads to the CV stretch-out and small memory windows. The above observation suggests electron storage be favored in the Au NC capacitor with Al_{2}O_{3}. However, opposite hole storage is found preferable with evaporated SiO_{2}. There are a few possible explanations. We
Figure 5.1 High-frequency CV measurements of Au NC capacitors with Al₂O₃ control oxide and evaporated/PECVD SiO₂ control oxide. The capacitor area is $10^{-4}$ cm$^2$. The stress voltages for electron injection are $+1.5$ V to $+3.5$ V in 0.5 V step with Al₂O₃ and $-1$ V to $+0.6$ V in 0.4 V step with SiO₂, respectively. The stress voltages for hole injection are $-1$ V to $-3$ V in $-0.5$ V step with Al₂O₃ and $-3$ V to $-4.6$ V in $-0.4$ V step with SiO₂, respectively. Negligible flatband shift in the control samples with stress voltages of $\pm 5$V is shown in the inset.

First eliminate that charges are injected directly into the bulk traps of the control oxide. Negligible flatband shift is found in the control samples without NCs at similar program conditions, as shown in the inset of Fig. 5.1. Furthermore, CV measurements at cryogenic temperature of 10K (not shown) exhibit very similar asymmetric memory window and control oxide dependence as at room temperature. Because of the weak temperature dependence and the low oxide field we used, it is unlikely that charges are first injected into NCs and then hop to farther bulk traps toward the control gate through the Frenkel-Poole (F-P) emission, which is believed to be the injection mechanism in other trap-based nonvolatile memories [15]. Therefore, we conclude
that charges are most likely stored in NCs. If there is charge transfer between NCs and traps in the control oxide, those traps or so-called interface states must be located in a short distance from NCs where the direct tunneling current is significant.

In typical CV measurements, the slow ramp rate of DC voltage together with the initial voltage setup time ensures the program operation reaches the steady state at each sampling point. Hence, the charge storage capability is insensitive to the differences of electron / hole tunnel barrier heights and transport effective mass, but mainly governed by the metal NC work function [13]. Theoretically, electron storage in metal NCs with high work functions is preferable because of the deeper electron potential well formed by the NC-Si band offset. Likewise, metal NCs with low work function facilitate hole storage, while metal NCs with mid-gap work function exhibit symmetric charge storage capacity. However, better understanding on the influence of the NC–dielectric interface is required to interpret the contrary results obtained from ALD Al\(_2\)O\(_3\) and evaporated SiO\(_2\) that surround the same Au NC with the work function of \(-4.94\) eV.

Similar phenomena have been observed previously without thorough understanding and detailed explanation [3]-[7]. Table 5.1 summarizes the preferable polarity of charge storage from similar CV measurements as those used in this work. Notice that the Au NC in Table 5.1 is in direct contact with PECVD SiO\(_2\) [3], instead of the evaporated SiO\(_2\) used in Fig. 5.1. The deviations from the theoretical predictions are clearly seen. For example, with a control oxide of PECVD SiO\(_2\) where the composition stoichiometry is not as perfect as thermally grown oxide, Pt and Au behave as if mid-gap metals rather than high work-function metals. Ag, on the other hand, prompts hole storage like a low work-function metal. There is a trend of shifting all metal NC work functions upward with this PECVD SiO\(_2\). From the independent works on Ni and W NCs, inconsistent results are also reported depending on the
Table 5.1 Preferable polarity of charge storage from the multiple CV measurements of metal NC memories available in the literature

<table>
<thead>
<tr>
<th>Nanocrystal</th>
<th>Work function (eV)</th>
<th>Control oxide</th>
<th>Preferable polarity of charge storage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ag [3]</td>
<td>4.46</td>
<td>PECVD SiO₂</td>
<td>Hole</td>
</tr>
<tr>
<td>Au [3]</td>
<td>4.94</td>
<td>PECVD SiO₂</td>
<td>Symmetric electron/hole</td>
</tr>
<tr>
<td>Pt/Si [3]</td>
<td>4.95</td>
<td>PECVD SiO₂</td>
<td>Symmetric electron/hole</td>
</tr>
<tr>
<td>Ni [4]</td>
<td>5.15</td>
<td>CVD HfO₂</td>
<td>Symmetric electron/hole</td>
</tr>
<tr>
<td>Ni [5]</td>
<td>5.15</td>
<td>CVD HfO₂</td>
<td>Electron</td>
</tr>
<tr>
<td>W [6]</td>
<td>4.50</td>
<td>Oxidized a-Si</td>
<td>Symmetric electron/hole</td>
</tr>
<tr>
<td>W [7]</td>
<td>4.50</td>
<td>ALD HfAlO</td>
<td>Electron</td>
</tr>
</tbody>
</table>

process and material of the control oxide. Therefore both our experimental results and previous findings suggest the “effective” metal NC work function is not only a bulk material property, but also strongly influenced by the interface with surrounding dielectric. Furthermore, this strong interfacial effect is not restricted to metal NCs. Very similar results are shown in Fig. 5.2 by replacing Au NCs with C₆₀ molecules.

The above observations are best explained by the Fermi-level pinning theory, first introduced to explain the insensitivity of metal work function to the Schottky barrier height [16], and later was proved applicable at semiconductor–dielectric and metal–dielectric interfaces [9]-[11]. For a dielectric in contact with a metal, there are dangling bond states at the interface dispersed across the band gap of the dielectric. Those states are known as metal-induced gap states (MIGS) [17]. A charge neutrality level (CNL) is defined where states with energy smaller than the CNL are occupied, and states with energy larger than the CNL are empty for a neutral surface [9]. It can be thought of as a local Fermi level of the interface states. For an inert metal with negligible chemical interaction at the interface, the density of interface states and the
Figure 5.2 Flatband voltage shift $\Delta V_{FB}$ as a function of program voltage in Au NC and C$_{60}$ capacitors. The program voltage is defined as the difference between the applied stress voltage and initial flatband voltage without stress.

CNL can be calculated directly from the dielectric band structure [9]-[11]. High-$\kappa$ dielectrics are generally known to have substantially higher density of interface states with metals than thermally grown SiO$_2$. Figure 5.3 illustrates the dipole formation at the NC–dielectric interface and the corresponding 1D energy-band diagram. Because the CNL is close to the Si conduction band edge in this example, interface dipoles are formed by transferring electrons from interface states into metal NCs at equilibrium. The effective metal NC work function is shifted toward the CNL accordingly. Please note the narrow triangular barrier shown in Fig. 5.3 is transparent to charge transport due to the proximity of paired dipoles. If the density of interface states is high enough, metal work functions can be pinned near the CNL regardless of the choice of metal NC materials. The CNL of ALD Al$_2$O$_3$ is known at $-5.2$ eV [11], which gives the effective Au work function even higher than $-4.94$ eV and thus suppresses hole
Figure 5.3  Dipole formation at the NC–dielectric interface and corresponding 1D energy-band diagrams of Au NC capacitors with high density of interface states. The left and right figures represent the thermal equilibriums before and after NC in contact with the control oxide, respectively. The charge neutrality level is close to the Si conduction band edge. The electron-filled interface states are indicated as the shaded regions.

storage in Au NCs. On the other hand, although the CNL of evaporated SiO$_2$ is not known, it is expected to be close to the Si conduction band edge in favor of hole storage. Because the CNL and the density of interface states are determined by the atomic configuration of dielectrics, they are sensitive to composition stoichiometries and deposition processes, which explain the inconsistency in Table 5.1. It is worthwhile to mention that the control oxide has more profound effect on metal NC work function than the tunnel oxide because of the larger contact surface and higher number of interface states with spherical metal NCs. The same model is found
appllicable to the pinning effect at the C\textsubscript{60}–dielectric interface. However, the impacts of the C\textsubscript{60} molecular-orbital structure and the single electron charging energy should be evaluated at the molecular scale [18]. A more detailed discussion is given in Chapter 6.

5.5 Conclusion

We show that the work function engineering is not merely a choice of metal NC materials, but also the surrounding dielectric, owing to the Fermi-level pinning effect appeared at the NC–dielectric interface. The formation of interface dipoles, which depends on the density and the energy distribution of interface states, shifts the NC work function apart from its bulk value. This has important implications on the design optimization of NC memories. For instance, to maximize the electron potential well for better charge storage capacity and retention time in a typical n-channel memory, a dielectric with high interface states and low CNL should be avoided when integrating with a high work-function metal NC.
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CHAPTER 6
PROGRAMMABLE MOLECULAR ORBITAL STATES OF C\textsubscript{60} FROM INTEGRATED CIRCUITS

6.1 Abstract

We have reported experimental demonstration of four C\textsubscript{60} programmable molecular orbital states, C\textsubscript{60}\textsuperscript{0}, C\textsubscript{60}\textsuperscript{1−}, C\textsubscript{60}\textsuperscript{2−}, and C\textsubscript{60}\textsuperscript{3−}, through a charge-based nonvolatile memory cell. Owing to the monodisperse nature and molecular size of C\textsubscript{60}, very sharp Coulomb staircase is observed at room temperature. A physical model based on the molecular orbit structure, the charging energy solved by an electrostatic method, and the Fermi-level pinning theory yields good quantitative agreement with experiments. These not only lead to better understanding of the C\textsubscript{60} molecular orbital structure and corresponding chemical redox levels, but also potentially pave the way for realizing reliable multi-level molecular memories.

6.2 Introduction

There has been a great deal of interest in carbon nanotubes and fullerenes because of their unique electronic, mechanical, and chemical properties as well as the low dimensional nanoscale features from bottom-up assembly. They received particular attention in nanoelectronics, where device miniaturization is typically driven and limited by the top-down photolithography. Taking advantage of the maturity built on the top-down technology, a hybrid of bottom-up and top-down approach could be an effective way toward the ultimate scalability and functionality in nanoelectronics. Several interesting examples have been reported such as carbon nanotube decoder circuits [1] and memories [2].

Nanocrystal memories are considered promising candidates for nonvolatile
storage with low power consumption [3]. However, the finite and undesired size-dispersion in the nanocrystal formation could degrade the device parametric yield. Meanwhile, to increase the storage density, the multi-level cell [4], where different memory states are represented by different amount of charge stored, is proposed for multiple bits per cell. However, due to lack of self-convergence in programming, it usually requires complicate peripheral circuits and operations to precisely control the memory states. In theory, Coulomb islands such as nanocrystals are ideal to realize the multi-level cell concept through the self-convergent Coulomb blockade effect. Nevertheless, their size of several nanometers in diameter together with the size-dispersion prohibits any appreciable step charging at room temperature. In this study, we report using C$_{60}$ molecules to replace nanocrystals as the floating gate in a nonvolatile memory cell. The monodisperse nature of C$_{60}$ with its molecular size results in substantial and precise step charging into molecular orbitals (MO), and hence could potentially achieve reliable multi-level charge storage in a single memory cell. Different from previous works that applied various molecules as charge storage nodes [5], [6], the discrete C$_{60}$ redox states in the molecular Coulomb islands are first reported at room temperature. Besides the potential application as memory devices, this study also provides valuable understanding of the C$_{60}$ molecular orbital structure in the electrochemical environment, which is essential for future realization of interface between molecules and integrated circuits.

6.3 Device Fabrication

The metal-oxide-semiconductor (MOS) capacitor structure with conventional isolation, similar to that used in the Flash memory devices [7], [8], was fabricated. After 1.8-nm dry thermal oxide was grown on the silicon substrate, the fullerenes C$_{60}$ were thermally evaporated to a thickness of 0.4 to 0.6 nm as measured by the quartz
crystal monitor. The C$_{60}$ source used in this study was obtained commercially (MER Corporation 99.9 %). Then, control oxide is implemented by atomic layer deposition (ALD) of 30 nm Al$_2$O$_3$ or by evaporation of 4-nm SiO$_2$ together with plasma-enhanced chemical vapor deposition (PECVD) of 26 nm SiO$_2$. ALD Al$_2$O$_3$ deposition was done by trimethylaluminum (TMA) and H$_2$O at 300°C. The evaporated oxide served as a barrier layer to prevent possible plasma damage to C$_{60}$ during the PECVD process. Finally a top Cr gate was deposited and patterned, followed by 400°C forming gas annealing for 30 min.

**Figure 6.1** High frequency CV measurements of C$_{60}$ capacitors with Al$_2$O$_3$ control oxide and SiO$_2$ control oxide. The capacitor area is $1\times10^{-4}$ cm$^2$. Substrate electron and hole injections are carried out by applying stress voltages on the control gate for 3 s before each CV sweep.

### 6.4 Redox States of C$_{60}$ Molecules

From high frequency capacitance-voltage (CV) measurements at low program voltages (Fig. 6.1), only electron injection is allowed in C$_{60}$ capacitors with Al$_2$O$_3$.
control oxide, whereas only hole injection is allowed with SiO$_2$. Negligible CV shift in control samples without C$_{60}$ confirms C$_{60}$ is responsible for the observed charge storage. This asymmetric injection phenomenon apparently depends on the material of control oxide. It is similar to the Fermi-level pinning at the interface of metal gate and high-κ dielectric [9], [10], and has been reported at another organic-dielectric interface as well [11]. More extensive discussion of the Fermi-level pinning theory has been given in Chapter 5. Hole injection with Al$_2$O$_3$ control oxide is enabled only after overcoming a negative blockade voltage as shown in Fig. 6.2(a). There is no obvious difference of the blockade voltages measured at 300K and 10K, implying this effect likely originates from the intrinsic properties of C$_{60}$. It is worthwhile to note that the temperature-dependent Frenkel-Poole conduction [12] in Al$_2$O$_3$, responsible for flatband voltage shift $\Delta V_{FB}$ saturation at high positive gate bias as well as the turning point at high negative gate bias at 300K, is significantly suppressed at 10K. Meanwhile, electron injection with SiO$_2$ control oxide is allowed only after overcoming a positive blockage voltage as shown in Fig. 6.2(b). In contrast to the continuous $\Delta V_{FB}$ in the control sample without C$_{60}$, which comes from electron injection into the traps of control oxide through the Fowler-Nordheim and Frenkel-Poole conductions, the Coulomb staircase due to the C$_{60}$ MO can be clearly observed.

In this experimental setup, the voltage sweep at the control gate results in the potential change of C$_{60}$. It is analog to scanning C$_{60}$ energy levels relative to the Si substrate. The C$_{60}$ energy change $\Delta E_{C60}$ can be calculated by using the series capacitor model of conventional floating gate devices. For example, the blockade plateau shown in Fig. 6.2(a) corresponds to 2.2 eV $\Delta E_{C60}$ seen from the Si substrate. To consistently and quantitatively explain the above results, a model based on the Fermi-level pinning theory and the C$_{60}$ MO structure is established. Figure 6.3 illustrates the energy band/level diagrams. The highest occupied molecular orbital (HOMO) and lowest
Figure 6.2 Flatband voltage shift $\Delta V_{FB}$ as a function of program voltage measured at (a) both room temperature and 10K for $C_{60}$ capacitors with $Al_2O_3$ control oxide (b) room temperature for $C_{60}$ capacitors with $SiO_2$ control oxide. Measurements from control samples without $C_{60}$ are also shown for comparison. The program voltage is defined as the difference between applied stress voltage and initial flatband voltage without stress. It can be correlated to the $C_{60}$ energy given the gate stack configuration. For example, the plateau in (a) corresponds to about 2.2 eV change experienced by $C_{60}$. The $C_{60}$ anion state in each plateau is also indicated.
Figure 6.3 Energy band/level diagram representation of C\textsubscript{60} capacitors with (a) Al\textsubscript{2}O\textsubscript{3} control oxide and (b) SiO\textsubscript{2} control oxide. The thermal equilibrium states of C\textsubscript{60} are neutral and monoanion for Al\textsubscript{2}O\textsubscript{3} and SiO\textsubscript{2}, respectively.

The unoccupied molecular orbital (LUMO) energy for neutral C\textsubscript{60} (C\textsubscript{60}\textsuperscript{0}) are -6.40 eV and -4.76 eV, respectively [13], and the charge neutrality level (CNL) of ALD Al\textsubscript{2}O\textsubscript{3} is -5.2 eV [10]. The CNL can be thought of as a local Fermi level of the interface states, where states with energy smaller than the CNL are occupied, and states with energy larger than the CNL are empty for a neutral surface [9], [10]. Those states are called metal-induced gap states (MIGS) [14], and can be thought of as the dangling bond states at the interface dispersed across the band gap of the dielectric. Therefore, according to the C\textsubscript{60} HOMO-LUMO energy and the CNL of Al\textsubscript{2}O\textsubscript{3}, C\textsubscript{60} remains neutral at thermal equilibrium before program. Electron injection into the C\textsubscript{60}\textsuperscript{0} LUMO is enabled by electrons with energy higher than -4.76 eV plus the C\textsubscript{60} single electron charging energy $E_{\text{CH}}$. The injected electron is then quickly relaxed into surrounding interface states in favor of the lower CNL energy. Due to the wide spatial and energy dispersion of interface states, the distinct Coulomb staircase is not expected and was
not experimentally observed even at 10K. On the other hand, at low negative bias, hole injection into the C$_{60}^0$ HOMO is forbidden due to the C$_{60}$ HOMO-LUMO gap, and is only allowed after overcoming the negative blockade voltage, which moves the HOMO energy $E_{C_{60} \text{HOMO}}$ higher than the Si valence band edge $E_{Si V}$ by one $E_{CH}$. Hence, the C$_{60}$ energy change required to start hole injection is $\Delta E_{C_{60}} = E_{Si V} - E_{C_{60} \text{HOMO}} + E_{CH} = 1.23 \text{ eV} + E_{CH}$. $E_{CH}$ can be approximated using the conventional three-dimensional (3D) electrostatic method described in Chapter 2 by assuming C$_{60}$ as a metal sphere with a radius of 4 Å (the outer radius of C$_{60}$) embedded in two parallel plates. For a C$_{60}$ density of $2 \times 10^{12} \text{ cm}^{-2}$, 1.8 nm SiO$_2$ as the tunnel oxide, and 30 nm Al$_2$O$_3$ as the control oxide, $E_{CH}$ is 0.52 eV. It gives the calculated $\Delta E_{C_{60}}$ around 1.75 eV, in reasonable agreement with that found in Fig. 6.2(a). For the case with SiO$_2$ control oxide, although the CNL of evaporated SiO$_2$ is not known, it is expected to be close to the silicon conduction band edge to favor hole injection at low bias. The interface dipole formation at the C$_{60}$ and SiO$_2$ interface and the C$_{60}$ charging energy lead to a different thermal equilibrium state before program, likely being monoanion (C$_{60}^{1-}$), established by electron transferring from the interface state into C$_{60}^0$. As the energy band/level diagram shown in Fig. 6.3(b), while hole injection from the Si valence band into the partially filled LUMO can happen at low bias (the injected hole is then quickly relaxed into the surrounding interface states to restore the stable C$_{60}^{1-}$ state), electron injection into the C$_{60}^{1-}$ LUMO to become dianion (C$_{60}^{2-}$) is not favorable until the LUMO is one $E_{CH}$ lower than the Si conduction band edge, which is responsible for the 1.3 eV blockade energy in Fig. 6.2(b). Likewise, other high energetic states such as trianion (C$_{60}^{3-}$) are also possible by overcoming necessary charging energy. As several distinct blockade regions under positive gate bias shown in Fig. 6.2(b), C$_{60}^{2-}$ and C$_{60}^{3-}$ are stable without losing electrons to interface states because of the proximity of the LUMO and CNL levels. The observation of C$_{60}^{4-}$ or
other higher anions was prohibited by severe CV distortion, possibly due to oxide damage. The 0.8 eV blockade energy for both $C_{60}^{2-}$ and $C_{60}^{3-}$ states corresponds to exactly one $E_{CH}$, in excellent agreement with 0.86 eV approximated from the previous 3D electrostatic analysis but with 30 nm SiO$_2$ as the control oxide. The $C_{60}$ density calculated from the amount of the flat band shift is $2\times10^{12}$ cm$^{-2}$, also agreed well with the density used for the $E_{CH}$ simulation.

### 6.5 Conclusion

In summary, we have demonstrated four programmable molecular orbital states of $C_{60}$, including $C_{60}^{0}$, $C_{60}^{1-}$, $C_{60}^{2-}$, and $C_{60}^{3-}$, from a MOS-based nonvolatile memory cell. The $C_{60}$ programmable states strongly depending on the material of control oxide are best explained by the Fermi-level pinning theory due to the interface dipole formation. The room-temperature Coulomb staircase, originating from the blockade effects through the $C_{60}$ HOMO-LUMO gap and charging energy, is quantitatively interpreted, and shown good agreement with theoretical predictions.
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CHAPTER 7
NONVOLATILE MEMORY WITH
MOLECULE-ENGINEERED TUNNEL BARRIERS

7.1 Abstract

We report a novel field-sensitive tunnel barrier by embedding $C_{60}$ in SiO$_2$ for nonvolatile memory applications. $C_{60}$ is a better choice than ultra-small nanocrystals due to its monodispersion. Moreover, $C_{60}$ provides accessible energy levels to prompt resonant tunneling through SiO$_2$ at high fields. However, this process is quenched at low fields due to HOMO-LUMO gap and large charging energy of $C_{60}$. Furthermore, we demonstrate an improvement of more than an order of magnitude in retention to program/erase time ratio for a metal nanocrystal memory. This shows promise of engineering tunnel dielectrics by integrating molecules in the future hybrid molecular-silicon electronics.

7.2 Introduction

In the present charge-based nonvolatile Flash memory technology, the ratio between retention time $t_R$ and program/erase (P/E) time $t_{PE}$ is about $10^{12}$-$10^{14}$. In order to realize this tremendous ratio, field-asymmetric tunneling processes in the tunnel barrier have to be deliberately engineered between retention and P/E. The asymmetry in conventional Flash cells is most often provided by the external P/E voltage. For example, in the NAND Flash, the asymmetry between the Fowler-Nordheim tunneling under P/E and the direct tunneling during retention is exploited. However, this approach limits the scalability of the P/E voltage, which is quickly becoming the major scaling roadblock, considering power dissipation, cycling endurance, and peripheral circuitry design [1], [2].
In order to address these issues, the metal nanocrystal (NC) memory has been proposed [3]. Metal NCs enhance the tunneling asymmetry due to the additional band offset between the material-dependent floating-gate work function and Si band edges of the channel. Along with the 3D electrostatic advantages [4], extremely low P/E voltages can be realized [5], [6]. Furthermore, tailoring the band structure of the tunnel barrier is another effective way to achieve significant tunneling asymmetry. Various theoretical and experimental approaches based on crested tunnel barriers [7], [8], asymmetric layered barriers [5], [9], [10], bandgap-engineered Oxide-Nitride-Oxide (ONO) [11], and double tunnel junction [12], [13] have been undertaken. Among them, the double tunnel junction proposed by R. Ohba et al. [12], [13] is of particular interest with its superior \( t_R / t_{PE} \) ratio at low P/E voltage and the demonstration of excellent memory scalability. This structure consists of a layer of about 1-nm Si NCs sandwiched between two SiO\(_2\) layers. These infinitesimal Si NCs are crystallized by annealing a SiO\(_2\) / a-Si / SiO\(_2\) structure. The size of NCs plays an important role in the memory performance [12]. But its precise control determined by the thin Si layer thickness and total thermal history remains complicated. Therefore, device variation within large memory array and reproducibility from run to run are potential issues.

Molecules with versatile and tunable properties may find many applications in integration with traditional Si technology. We have discussed the redox states of C\(_{60}\) molecules for multi-level charge storage [14] in Chapter 6. In this chapter, we present a simpler implementation of the double tunnel junction by utilizing the monodisperse nature of these nanoscale entities. C\(_{60}\) molecules instead of Si NCs are embedded inside the oxide barrier to overcome the aforementioned limitation on the NC size control. To our best knowledge, it is the first demonstration of molecule-engineered tunnel barrier in Si devices. We will further show improved \( t_R / t_{PE} \) ratio in a metal NC memory integrated with this barrier.
7.3 **Device Fabrication**

The metal-oxide-semiconductor (MOS) capacitors with conventional local oxidation of Si (LOCOS) isolation on p-type substrates were fabricated. After 2.5-nm dry thermal oxidation, $C_{60}$ molecules were thermally evaporated to a thickness of 0.4 to 0.6 nm as measured by the quartz crystal monitor, followed by SiO$_2$ evaporation of 3 nm to complete the tunnel barrier formation. The $C_{60}$ molecules used in this study were obtained commercially (MER Corporation 99.9 %). The area density of $C_{60}$ molecules estimated from the electrical measurement [14] presented in Chapter 6 is around $2 \times 10^{12}$/cm$^2$. As for the metal NC memory cells, after the tunnel oxide formation, spherical Au NCs were self-assembled on the oxide by the electron-beam evaporation of 1.2-nm Au without annealing. SiO$_2$ control oxide was deposited by plasma-enhanced chemical vapor deposition (PECVD) to a thickness of 30 nm. Finally, a top Cr gate was patterned, followed by 400°C forming gas annealing for 30 min. The schematics of various heterogonous gate stacks (S1-S5) investigated in this study are illustrated in Fig. 7.1 (a).

7.4 **Resonant Tunnel Barrier**

We first examine the gate current through the proposed $C_{60}$-embedded tunnel barrier in Fig. 7.2(a). S1 consists of tunnel oxide (2.5-nm thermal SiO$_2$ + $C_{60}$ + 3-nm evaporated SiO$_2$) but not top layers of Au NC and PECVD SiO$_2$. A control sample S2 without the $C_{60}$ layer is also shown for comparison. Identical equivalent oxide thickness (EOT) of S1 and S2 is confirmed by the capacitance-voltage (CV) in Fig. 7.2(b). The strong field-dependence and temperature-dependence of the gate current in Fig. 7.3(a) suggest that the current transport in S2 is governed by the Frenkel-Poole emission through the shallow traps inside the evaporated SiO$_2$. S1 shows exponential gate current increase by four orders of magnitude due to resonant tunneling through
Figure 7.1 (a) Schematics of heterogeneous gate stacks (S1-S5) examined in this work. Energy band/level diagram representation of tunnel barriers with (b) resonant tunneling through \( C_{60} \) under high electric field, and (c) direct tunneling through \( C_{60} \) under low electric field.
Figure 7.2 (a) Tunneling current and (b) CV measurement of S1 with a 2.5-nm SiO$_2$ + C$_{60}$ + 3-nm evaporated SiO$_2$ barrier and S2 with a 2.5-nm SiO$_2$ + 3-nm evaporated SiO$_2$ barrier. The dash lines in (a) are calculated from the WKB approximation for 2.5-nm and 2.7-nm SiO$_2$. 
Figure 7.3 Temperature-dependent tunneling current measurement on (a) S2 with a 2.5-nm SiO$_2$ + 3-nm evaporated SiO$_2$ barrier and (b) S1 with a 2.5-nm SiO$_2$ + C$_{60}$ + 3-nm evaporated SiO$_2$ barrier. The Frenkel-Poole fitting on the room-temperature $J$-$V$ of S2 is also shown in the inset of (a).
the molecular levels of C$_{60}$. C$_{60}$ molecules are closer to the channel and have a larger and more controllable density than the evaporated SiO$_2$ traps. The gate current saturation above ±3V is limited by high substrate resistance and insufficient minority carrier generation under inversion. Because these field conditions are very far away from those in normal memory operations, the present results are satisfactory for the discussion here. Theoretical tunneling current calculation by the Wentzel-Kramer-Brillouin (WKB) approximation [15] is provided to compare with the experimental data in Fig. 7.2(a). The gate current from S1 agrees very well with that from an ideal 2.7-nm SiO$_2$ barrier. It is only 10 times smaller than the calculated current for a single layer of 2.5-nm SiO$_2$, despite much thicker physical thickness provided by the top C$_{60}$ and evaporated SiO$_2$ layers. The temperature-dependence of gate current measurement in Fig. 7.3(b) is relatively weak, confirming the elastic tunneling process is the dominant transport mechanism.

The energy band/level diagram of the C$_{60}$-embedded barrier under high-bias conditions, such as the program operation, is illustrated in Fig. 7.1 (b). The HOMO-LUMO gap (highest occupied molecular orbital, lowest unoccupied molecular orbital) of C$_{60}$ is about 1.64 eV [16] with HOMO and LUMO levels being five-fold and three-fold degenerate, respectively. Furthermore, the specific energy level alignment with the bands of the surrounding dielectrics is determined by interface dipole formation and redox states of C$_{60}$ at thermal equilibrium [14] as discussed in Chapter 6. Under sufficient external bias, resonant tunneling through C$_{60}$ energy levels is enabled due to the energy of injected electrons from the Si channel exceeding the C$_{60}$ energy levels and Coulomb charging energy. Although a detailed model using the Coulomb blockade theory of single electron tunneling [17] is more complete, a simple two-step tunneling process [18] is sufficiently intuitive to describe the observed phenomena to the first order. The two-step tunneling current density $J$ in the weak coupling regime
with accessible energy levels provided by the intermediate C\textsubscript{60} molecules can be expressed as:

\[ J = \sum_{E=E_a}^{\infty} q \ C(E) \ N_t \ \sigma_t \ \frac{P_L(E) \ P_R(E)}{P_L(E) + P_R(E)} \]  \hspace{1cm} (7.1)

where \( N_t \) is the density of C\textsubscript{60}, \( \sigma_t \) is the effective capture cross section of C\textsubscript{60}, \( P_L \) and \( P_R \) are the tunneling probabilities through the left and right oxide barriers, \( C \) is the electron source function of the channel. The summation takes into account all electrons with energy higher than the first assessable energy-level of C\textsubscript{60} molecules \( E_a \).

Here we assume that the occupancy factors are 1 and 0 for the conduction-band electron states in the channel and gate, respectively. In Fig. 7.2, the similarity of \( J-V \) shapes between the 2.5-nm SiO\textsubscript{2} and the C\textsubscript{60}-embedded barrier implies \( J \) is mainly controlled by the left barrier, \( i.e. \ P_L \ll P_R \). This is not surprising because bulk traps in the evaporated SiO\textsubscript{2} could greatly enhance \( P_R \) through the trap-assisted tunneling process [19]. Very high C\textsubscript{60} density with a reasonable \( \sigma_t = 5 \times 10^{-14} \) cm\textsuperscript{2} can account for the 10 times current reduction in comparison with the single layer of 2.5-nm SiO\textsubscript{2}. On the contrary, under low-bias conditions, the resonant tunneling is forbidden due to both the C\textsubscript{60} HOMO-LUMO gap and the Coulomb charging energy as shown in Fig. 7.1 (c). The direct tunneling current can be extremely low for a thick barrier and will only be evaluated through the retention measurement in the memory cell discussed below. In reality, the trap-assisted tunneling through the interface states between C\textsubscript{60} and SiO\textsubscript{2} and the bulk traps in evaporated SiO\textsubscript{2} may lead to higher current. It is worthwhile mentioning that design optimization for a maximum tunneling asymmetry may be possible by engineering the HOMO-LUMO gap and charging energy of different molecules as well as the dielectric thickness.
Figure 7.4 High frequency CV sweeps with increasing range from ±2V to ±6V for memory cells without the Au NC layer (S3) and with the Au NC layer (S4). Both S3 and S4 are with the C$_{60}$-embedded tunnel barrier.

7.5 Improved Tunneling Asymmetry in NC Memory

The high frequency CV sweeps with increasing range from ±2V to ±6V are shown in Fig. 7.4 for memory cells without the Au NC layer (S3) and with the Au NC layer (S4). Both S3 and S4 are with the C$_{60}$-embedded tunnel barrier. In a separate control sample without both C$_{60}$ and Au NC but with all other dielectric layers, no hysteresis is observed under the same sweep range. In S3, larger negative flatband shifts ($\Delta V_{FB}$) agree with the previous experiment in Chapter 6, indicating the preferable hole storage at monoanion C$_{60}^{1-}$ and the higher charge neutrality level (CNL) of interface states between C$_{60}$ and SiO$_2$ [14]. In S4, much larger and symmetric $\Delta V_{FB}$ clearly indicates that both electron and hole can indeed be injected into the upper Au NCs through the resonant tunneling modes provided by C$_{60}$. 
Retention and P/E characteristics of metal NC memories, S4 with a composite barrier of 2.5-nm SiO$_2$ + C$_{60}$ + 3-nm evaporated SiO$_2$ and S5 with a single layer of 2.5-nm SiO$_2$. For consistent initial conditions, the preset bias prior to the retention and P/E measurements is ±5V for 3 sec.

Finally, the retention and P/E characteristics of a metal NC memory cell with a single layer of 2.5-nm SiO$_2$ (S5) are compared with S4 in Fig. 7.5. S4 has longer retention due to the lower escape rate of thermally excited electrons and holes in Au NCs through a physically thicker barrier provided by the additional C$_{60}$ and top SiO$_2$ layers. This is more pronounced for electron storage with at least two orders of magnitude improvement in the extrapolated retention time. It is likely due to the suppression of trap-assisted tunneling of electrons with the high CNL at the C$_{60}$/SiO$_2$ interface. The P/E speed at ±10V in S4 is only about 10 times slower than that in S5, in close agreement with the tunneling current results in Fig. 7.2(a). Even though the P/E voltage has not yet been optimized, which is expected to scale by improving the coupling ratio with either a thinner or a higher-$\kappa$ control oxide [5], improved $t_R / t_{PE}$
ratio by at least an order is clearly shown with the field-sensitive $C_{60}$-embedded tunnel barrier. Further improvement would be possible by reducing the non-ideal effects by the $C_{60}/SiO_2$ interface states and the bulk traps in the evaporated SiO$_2$.

7.6 Conclusion

We have demonstrated a field-sensitive asymmetry in tunneling probability through the molecule-embedded dielectric from J-V characteristics and from improved $t_R / t_{PE}$ ratio of the memory cells. By taking advantages of versatile and tunable molecular properties, the integration of molecules in Si-based devices provides a simple and promising way to tailor tunnel dielectric properties. Although only the metal NC memory is investigated here, the proposed tunnel barrier can be applied for other charge-based memories such as conventional NAND flash, Si NC, and SONOS memories as well.
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8.1 Summary of Major Contributions

The major contributions of the work described in this dissertation are summarized as follows:

1. A physical model based on 3D electrostatics and 1D WKB tunneling applicable to both single- and multi-layer NC memory has been established.

2. The unique 3D electrostatics plays an important role on the performance of the NC memory. In particular, the field enhancement around NCs and the 3D capacitive coupling are highlighted.

3. Optimization strategies throughout the entire structure of the metal NC memory have been extensively examined, including NC size, NC density, tunnel oxide, control oxide, and multiple-layer NC etc.

4. Hybrid molecular integration in the nonvolatile memory cell has been explored. The precise control of the C\textsubscript{60} redox states at room temperature may potentially realize reliable multi-level molecular memories. C\textsubscript{60}-embedded tunnel oxide utilizing the resonant tunneling phenomenon improves the tunneling asymmetry substantially.

8.2 Suggestions for Future Work

As mentioned in Chapter 1, the potential deteriorated $V_{th}$ distribution in NC memories stems from the inherent NC registry and size variations. Despite all advantages of the metal NC memory we have explored in great detail, it has to prove acceptable bit error rate (BER) even under aggressive feature-size scaling before been
considered as a legitimate succession of the current Flash technology. The 3D model presented in this work is based on a single unit cell with special geometrical symmetry and not directly applicable for the demanding BER calculation. Moreover, only the charge transport in the gate-stack direction is considered. More quantitative description of charge transport in the channel direction is essential to take into account the percolation effect for accurate estimation of the BER in scaled memory cells. Therefore, developing a more sophisticated model including the full 3D electrostatics in arbitrary cell configurations, and current transport through both the gate-stack and the channel directions is the next important step to advance the current capability.

The SONOS-type memory is a competing technology to the NC memory. The theoretical framework of SONOS has been established back 1970’ [1], [2] with limited recent progress. The major controversy in the present model based on the Frenkel-Poole (F-P) emission and the Schockley-Read-Hall (SRH) statistics is the unphysically large capture cross section \( \sigma \). \( \sigma \) for nitride traps was reported ranging from \( 5 \times 10^{-13}/\text{cm}^2 \) [3] to \( 2.2 \times 10^{-12}/\text{cm}^2 \) [4], whereas the consensus agrees on an amphoteric trap model [5] with native traps in nitride being neutral. Considering the atomistic nature of traps originated from the unsatisfied dangling bonds, the reported values are apparently very high for neutral traps. Furthermore, since \( \sigma \) is typically treated as a pure fitting parameter in the present model, all detailed physics associated with the elastic and inelastic tunneling processes to zero-dimensional (0D) traps is largely overlooked. As a result, the SONOS memory model has none or little predicting power for guiding the future device design and optimization especially when many high-\( \kappa \) charge trapping layers are under heavy investigation now. Hence an improved physical-based model on the SONOS-type memory is of great scientific and engineering interest. It will also benefit the design of the aforementioned hybrid
Regarding the valuable future experiments on the metal NC memory, the performance advantages of employing high-κ tunnel and control oxide has been explicitly shown in this work. However, the systematic experimental demonstration has been hindered by the non-ideal Fermi-level pinning at the high-κ/metal NC interface as discussed in Chapter 5, and trap-assisted tunneling in high-κ tunnel oxide. Hopefully both better experiment design and improved high-κ film quality may finally realize the true potential of the high-κ integration. Furthermore, the narrow-width channel with the 2D control gate is an intriguing configuration with excellent P/E efficiency. Previous demonstration utilizing carbon nanotubes (CNT) [6], [7] is a proof of concept, but far from real applications because of very little control on the CNT growth process. A more controllable implementation possibly based on semiconductor nanowires is worthwhile exploring.

The versatile and tunable properties of molecules developed in chemistry research society may open up new possibilities of unprecedented performance and functionality in Si technology. Our pioneering work of integrating molecules into the nonvolatile memory cell should be further extended in several directions. First, the diverse range of molecules is waiting to be explored. For example, as a charge storage node, negative-U molecules [8], which has total electron-electron correlation energy $U_{ee} < 0$ due to the strong electron-phonon interaction, may enhance charge retention in molecules. Second, the present choice of molecules has been limited to fullerenes owing to their excellent thermal stability and structural robustness. However, many interesting molecules may not be as stable or robust. The general process compatibility with molecules has to be carefully addressed. This may require developments on tailored molecular structures, innovative device designs and low-thermal budget...
processes. Lastly, beyond the memory application, the monodisperse nature of molecules and their characteristic redox states provide a viable platform for highly sensitive molecular sensing in the integrated circuit.
REFERENCES


