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We developed optical methods to manipulate molecules in a microfluidic 

environment. Optical tweezers can manipulate micro-spheres in solutions with the 

gradient force but are not practical for spheres smaller than 500 nm in diameter. 

Nanotweezers use the evanescent field out of waveguides, slot-waveguides, plasmonic 

resonances, and photonic crystal resonators. They were able to manipulate objects 

down to 40 nm. Proteins and many biomolecules are of sizes on the order of a few 

nanometers, a priori out of reach of these techniques. During my PhD, I developed 

nanophotonic and nano-optic systems aimed at applying electromagnetic potential 

wells to bias the motion of molecules against Brownian motion and eventually 

demonstrated that chemical reaction pathways could also be altered. I showed that 

photonic crystal resonators are a toolbox for nanoscale assembly enabling trapping, 

transport, and orientation of nano-objects. I also investigated the heat arising in 

optofluidic photonic crystals and found it to be higher than previously thought, up to 

57 K for 10 mW of power input, which makes such devices incompatible with 

biological single molecule experiments. I then used electromagnetic fields shaped by 

waveguides-carbon nanotubes hybrids to trap immunoglobulin of mass down to 160 

kDa. Last, I developed the optical manipulation of chemical reactions. I showed that 



 

electromagnetic gradient force can transport molecules across reaction barriers along a 

reaction coordinate demonstrating it experimentally by guiding the adsorption of 

immunoglobulin proteins onto carbon nanotubes. These techniques are part of a wider 

evolution that is changing the way we interact with molecules. Although originally 

dismissed for studying single molecules because of the diffraction limit, nano-optics 

and nanophotonics are becoming the center of this revolution. 
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CHAPTER 1 

INTRODUCTION 

 

1.1 Background 

Our ways to interact with molecules are changing rapidly. Despite high hopes set by 

science fiction, molecules were initially largely ignored by the revolution of 

nanotechnology, the most impactful achievements were in the field of material science 

and physics with the developments of microscopy methods allowing for the 

observation of atoms in materials and electronic orbital[1]. The major change in 

chemistry initiated during the past century came from the development of 

computational techniques allowing for the in-depth study of molecules and their 

interactions. This development, with the progress in the theoretical understanding of 

chemical mixtures and of the link between single events and ensemble measurements, 

has brought a renewed curiosity towards the study of single molecules.  

In the past twenty years, new methods have been developed to interact with molecules 

in finer detail therefore providing chemists with new instruments that allow for 

precision measurements that were unimaginable until now. Among others, researchers 

have been interested in the detection of single molecules with Surface Enhanced 

Raman Spectroscopy[2], in measuring the conductivity of single molecules and single 

molecule electronics[3], in understanding their fluorescence properties[4], in 

implementing force spectroscopy on large molecules and biomolecules[5, 6], as well 

as measurements of vibrational spectroscopy[7]. Chemical reactions involving one  

molecule at a time have also drawn the interest of scientists[8]. In 2013, two ground 
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breaking papers involving novel ways to interact with molecules were published. An 

experimental verification of a theoretical proposal [9] that demonstrated the possibility 

to manipulate the spectroscopic selection rules in carbon nanotubes by exciting 

quadrupolar electronic transitions[10]. In 2013 as well, a new method to measure the 

Raman signal of a single molecule with sub-nanometer resolution was implemented by 

Zhang et. al[11] now allowing to visualize a molecule on a substrate in vacuum and its 

bonds with a resolution below a nanometer. 

The latest method is particularly interesting as it is the result of new developments in 

nano-optics and nanofabrication. These new photonics, which development was 

supported by advances in nanofabrication, have proved false the idea that photons 

were not a suitable wave to explore nanoscale objects because of the diffraction limit. 

The development of nano-cavities and other nanoscale resonant devices have greatly 

contributed to creating electromagnetic fields with high k-vectors in one direction 

which is a major requirement for confining the electromagnetic field to small 

regions[12]. The progress in engineering fields is bound to lead to numerous 

applications in molecular optics.  

The literature often informally distinguishes two approaches to nanoscale 

electromagnetism that have attracted most attention: the one using fields shaped by 

refractive indices alone, usually referred to as nanophotonics, and the one making use 

of metals or resonances in molecules, referred to as nano-optics. As mentioned above, 

the development of these systems is the result of newly largely available methods for 

nanofabrication. Appendix A displays a schematic view of a typical fabrication 

procedure for a photonics chip. Since these methods were originally developed for the 
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electronics industry, similar materials as in the electronics industry have been used so 

far. By far the most common material is silicon and its derivatives. The influence of 

the telecommunication industry has also led to a large adoption of 1550 nm as a 

working wavelength, although not optimal a priori for obtaining high k-vector 

components. 

 

1.2 Scientific Contributions 

The behaviour of molecules in solution is governed by energy barriers, potential wells, 

and stochastic events. In particular, chemical reactions are often described in terms of 

a reaction energy diagram along a reaction coordinate. The research presented in this 

thesis describes my efforts towards applying electromagnetic potential wells to bias 

the motion of molecules against Brownian motion and eventually demonstrate that 

reaction pathways could also be altered. The resulting effect, that we called “opto-

mechanical chemistry”, represents a novel approach to reaction engineering. 

1.2.1 Manipulation of molecules in solution 

 

Traditional optical tweezers are diffraction limited and do not allow for the trapping of 

particles below 500 nm without high power usage that can damage the samples. The 

trapping force exerted on a particle depends on the gradient of the electric field 

intensity and on the radius cube of the particle which shows the extreme difficulty in 

scaling optical tweezers to smaller objects. Instead, researchers have developed 

nanophotonic and nano-optics approaches to trapping where fields are confined to sub 

diffraction limited volumes. 
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In the chapter 3, I developed theoretically photonic crystal designs aimed at trapping 

smaller objects. I showed that inserting a central hole allows to increase the trapping 

force on small molecules. The method was experimentally demonstrated in two 

publications[13, 14]. In the chapter 4, I demonstrated that these devices could also be 

used to control the orientation of nano-rods. These devices therefore allowed to 

control 5 out of 6 of the degrees of freedoms of these solid rods. 

1.2.2 Behavior of molecules in the vicinity of a Photonic Crystal 

 

Nanoscale optofluidic resonators have proven useful in fields ranging from chemical 

and biological sensing [15] to nano-manipulation [16, 17]. Most nanophotonic devices 

were operating at 1550 nm as mentioned above, a wavelength at which water absorbs 

particularly well as visible in Fig. 1. The temperatures reached in these devices had 

not been characterized and the effects of heat on transport of solutes had not been 

studied. Transport is critical in nanophotonics, because as the size of the 

electromagnetic hotspot diminishes the likelihood of a molecule being transported into 

the field decreases. 

In the chapter 5, I found, experimentally and numerically, that the temperature 

increase in optofluidic photonic crystals could be as high as 57K for 10mW of input 

power. The resulting optical trapping and biomolecular sensing properties of these 

devices are affected by the resulting combination of buoyancy driven flow and 

thermophoresis. Specifically, the region around the electromagnetic hotspot is 

depleted in biomolecules because of a high free energy barrier. This realization led to 
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the development of photonic crystal traps operating at lower wavelength were water 

absorbs less[13]. 

 

FIGURE. 1.1. Absorption of electromagnetic radiation of liquid water. Image credits: 

Wikimedia commons.  

 

Chapter 6 presents some of the methods that were developed for this study. It was 

partly published as supplementary information to the journal article “DNA Delivery 

and Transport in Thermal gradients near Optofluidic Resonators”. 

1.2.3 Molecules in a chemical reaction 

 

In energetic terms, reactions are described by energy diagrams that reflect the change 

in potential along an abstractly defined reaction coordinate. Valleys and hills in this 

plot represent stable states, reaction intermediary states, and activation energies. 

Figure 2 displays an example of a reaction diagram.  
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FIGURE 1.2. Schematic of a one step reaction energy diagram. 

To overcome the energy barrier, several strategies have been developed that rely on 

either modifying the energy diagram by introducing reaction intermediaries, or by 

providing the energy in bulk, most often as kinetic energy. The first method relies on 

trial and error finding a suitable catalyst able to fasten a desired reaction. Numerical 

simulations, intuition, and trial and error are the most common methods for finding a 

suitable catalyst. The second method is more intuitive and easier to implement but 

suffers from a lack of specificity. The energy provided to the reactants can help them 

overcome the desired energy barrier but will also help them overcome other energy 

barriers along other coordinates, thus driving undesired reactions which could overall 

lower the reaction efficiency. 

In the chapter 7, I demonstrate a novel technique where electromagnetic potential 

energy is applied along a reaction coordinate to favor a reaction. The model reaction is 

the surface adsorption of immunoglobulin proteins onto carbon nanotubes. 

 

Reaction coordinate 

Products 

Reactants 

EA 
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1.2.4 List of publications 

 

In the course of my PhD, I have taken part in work leading to seven publications, three 

of which were as first author, one as co-first author, and three as second author. Here 

is the list: 

1. Serey, Xavier, O’Dell, Dakota, Kang, Pilgyu, Erickson, David, “Opto-Mechanical 

Chemistry” In preparation (2013). 

2. Kang*, Pilgyu, Serey*, Xavier, Chen, Yih-Fan, Erickson, David, "Angular 

Orientation of Nanorods Using Nanophotonic Tweezers" Nano Letters, (2012). * co-

first author. 

3. Chen, Yih-Fan, Serey, Xavier, Erickson, David, "Controlled photonic manipulation 

of proteins and other nanomaterials" Nano Letters 12 (3), 1633-1637 (2012). 

4. Serey, Xavier, Mandal, Sudeep, Chen, Yih-Fan, Erickson, David, "DNA Delivery 

and Transport in Thermal gradients near opto-fluidic resonators" Physical Review 

Letters, 108, 048102 (2012). 

5. Erickson, David,Serey, Xavier, Chen, Yih-Fan, Mandal, Sudeep, Nanomanipulation 

using near field photonics" Lab on Chip, 11, 995-1009 (2011), Cover article. 

6. Serey, Xavier, Mandal, Sudeep, Erickson, David, "Comparison of silicon photonic 

crystal resonator designs for optical trapping of nanomaterials" Nanotechnology, 21, 

305202 (2010). 

7. Mandal, Sudeep,Serey, Xavier, Erickson, David, "Nanomanipulation using Silicon 

Photonic Crystal Resonators" Nano Letters 10, 99-104 (2010). 
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1.3 Future vision 

The broader impact of this work lies in developing new means to interact with 

molecules. It is aimed at allowing for the manipulation of molecules as building 

blocks and provide all fields of science and engineering with an intuitive method that 

resembles the way we interact with macroscopic objects. For example with otpo-

mechanical chemistry, assembling two molecules is no longer the result of random 

collisions and chance but is a process of bringing them together in a controlled manner 

similarly to what is done at higher scales. 

The methods developed are part of a set of tools that are becoming available to 

scientists and engineers to better understand, and use molecules. The control over five 

of six degrees of freedom of a nanorod in a solution was achieved and molecules of 

molecular weight down to 160 kDa were manipulated. Heat represents a major 

challenge in the operation of optofluidic devices but its effect can be mitigated by 

strategies as demonstrated by Wang et al.[18]. Precise engineering of the 

nanophotonic and nano-optical elements should allow for a better heat dissipation and 

trapping of smaller molecules. Appendix B presents a proposed strategy to mitigate 

heat in photonic-plasmonic hybrids inspired by their strategy that could potentially 

allow for the trapping of molecules down to 1.6 kDa.  

Another challenge that remains is parallelization for processing. The single molecules 

have proven to allow for a precise observation and manipulation of molecules. When 

competing with traditional chemistry, they have a serious lack in quantity. In the 

current paradigm, their practical use is limited to applications where a small number of 
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events are desired, enough for certain applications such as biophysical studies or 

assembly of nano-objects, but not for large scale processing. 
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CHAPTER 2 

 

NECESSARY BACKGROUND 

 

In this chapter, I will extremely briefly introduce some of the concepts that are reused 

throughout the thesis. Despite this, some familiarity with optics, electromagnetism and 

fluid dynamics will be necessary. 

 

2.1 Maxwell’s equations and Poynting’s theorem of conservation of momentum 

Although buried under several layers of sophistication in modern optics, I could not 

start my dissertation any other way than reminding the reader of Maxwell’s beautiful 

equations for electromagnetic fields. 

0

cE



           (2.1) 

0B         (2.2) 

B
E

t


  


       (2.3) 

0 0

B
B J

t
 
 

   
 

     (2.4) 

In these equations, E is the electric field, ρc is the charge density, ε0 is the permittivity 

of vacuum, B is the magnetic field, μ0 is the permeability of vacuum, and J is the 

current density. This is also an appropriate opportunity to point out that I will use SI 

units in this chapter while the paper chapters (chapter 3 and onwards) were redacted in 

Gaussian units.  
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We ignored here the derivations that lead to the Maxwell’s equations from the free 

field Lagrangian. It is therefore suitable to ignore the derivations leading to Poynting’s 

theorem of conservation of momentum. The equation for the conservation of 

momentum links the change in momentum of objects Pmech and of the electromagnetic 

field Pfield to the Maxwell stress tensor T . It reads: 

  field mech

d
P P T ndS

dt
       (2.5) 

 3 3

0 0field

V V

P E B d x g d x         (2.6) 

 2 2

, 0 ,

1

2
T E E c B B E E c B B        

 
      

 
   (2.7) 

In these equations, we defined g, which we recognize to be the electromagnetic 

momentum density, and used the Kronecker delta,  , in the tensor definition of the 

Maxwell stress tensor. 

The definition of g shows that electromagnetic waves carry momentum that is 

proportional to their Poynting vector with a proportionality coefficient of 1/c
2
.  The 

Poynting vector being the direction of the energy flow, we therefore recognize that 

photons carry momentum along their direction of propagation, or k-vector. This is the 

conceptual starting point of the work presented here: Engineering ways of exchanging 

this momentum between the light and objects through equation (2.5) and exploring the 

physics that arise.   
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2.2 Optical trapping 

2.2.1 Brief History of Optical Trapping 

 

Optical trapping is a technique taking advantage of the transfer of momentum between 

photons and objects in their path. It was pioneered by Arthur Ashkin, and quickly 

found numerous applications in physics and biology. 

In condensed matter physics for example, expansions of the technique were celebrated 

by a Nobel Prize attributed to Steven Chu, and are now a common element of most 

labs studying low temperature atomic condensates. In biophysics, the group of Steven 

Block first took advantage of optical tweezers for single molecule studies. Optical 

tweezers are now a ubiquitous tool in the single molecule communities and have been 

perfected to reveal very fine details in the interaction of molecules. 

2.2.2 Radiation pressure 

 

The radiation pressure is the force that photons can exert on a surface upon being 

reflected, diffracted, or absorbed. Schematically, the trajectory of a light beam in air 

going through non absorbing bead (of refractive index 1.59) is the following: 

 

FIGURE. 2.1. Light beams going through a polystyrene bead. 
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Because the momentum of the beam is directed in the direction of propagation, the 

change in direction of propagation (that results from Snell-Descartes’ laws of 

refraction) must be counterbalanced by a change in momentum of the bead as seen in 

Equation (2.5). If the left and right beams are of the same intensity, the two exchanges 

in momentum compensate in the transverse direction leading to a net force only along 

the axial direction, it is called the scattering force. If they do not compensate, the net 

transfer in momentum will also have a component along the transverse direction 

directed towards the regions of highest electromagnetic intensity, it is called the 

gradient force. The gradient force is the force used in optical tweezers, it is 

proportional to the polarizability, α, of an object or a molecule through the formula 

(letting aside all derivations): 

2

2
gradF E


        (2.8) 

The polarizability of molecules is roughly proportional to their mass, and therefore 

loosely proportional to their volume. For solid objects defined by a refractive index, 

one needs to calculate the polarizability by calculating the net field (imposed field and 

depolarization field) around the object. For a spherical particle much smaller than the 

wavelength, this calculation leads to the well known expression: 

3 2

2 2

p mm
grad

p m

n nn
F r E

n n


 


    (2.9) 

Where nm and np are the refractive indices of the medium and sphere respectively, and 

r is the radius of the sphere. 

The above equations show the difficulty of trapping smaller objects as the force 

exerted decreases linearly with the mass of the object. This expression also motivates 
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the strategy for producing higher trapping forces: creating fields that decay on a 

shorter scale such that the gradient term in (2.8) increases. 

 

2.3 Waveguides and Photonic Crystals 

2.3.1 Dielectric Waveguides 

The case of a light beam between two dielectric slabs allows for an intuitive 

explanation of dielectric waveguides. They are geometries where light is permanently 

confined and guided along a direction. The confinement mechanism in the case of a 

slab waveguide presented in Fig. 2.2. is the total internal reflection at each interface. 

 

FIGURE. 2.2. Total internal reflection in a slab waveguide. 

If the angle θ2 of the incident light ray satisfies the relation 
2

2

1

sin( ) 1
n

n
  , the light is 

totally reflected because no outgoing angle can satisfy Snell-Descartes’ law. If the two 

slabs are parallel, this reflection will happen  with the same angle at each interface and 

the light will be confined in the internal medium and guided in the horizontal 

direction. 

 



 

15 

Mathematically, guided modes can be seen as an eigenvalue problem. Light in a 

medium propagates following the wave equation for the electric field: 

2 2
2

2
0

c
E

n t

  
       

    (2.10) 

Where c is the speed of light in the vacuum. A guided mode along the z direction can 

be defined as an eigenvalue solution to the Helmholtz equation, which is obtained 

plugging the ersatz solution ( , ) Re{ ( , ) }i t i zE r t E x y e     in (2.10). It is a statement of 

invariance in the z direction. The equation reads: 

2

2 2 2( , ) ( , ) ( , ) 0E x y n x y E x y
c




  
        

    (2.11) 

where β is the longitudinal component of the k-vector. Numerical solvers are the best 

way to find geometries that allow for guided modes. Fig. 2.3 presents the field 

distribution obtained numerically for a rectangular geometry and the SEM image of its 

experimental realization. It is composed of a rectangular beam of Silicon (refractive 

index 3.47 at 1550 nm) on top of silicon dioxide (refractive index 1.45). 

 

FIGURE. 2.3. Numerical simulation of a guided mode (slab view) and SEM image of 

the realization of the same waveguide. 
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2.3.2 Photonic Crystals 

Photonic crystals are periodic arrangements of dielectric materials. Some photonic 

crystals have the useful property of completely reflecting or transmitting a small range 

of frequencies (they act as mirrors for the frequencies that they do not transmit).  

As I am not aware of any short yet complete introduction to the topic, this chapter will 

only contain essential facts and intuition. 

Let’s consider the case of a period of L along the x direction. Because the solution to 

(2.10) must have the same periodicity as the medium, Floquet and later Bloch showed 

that they must have the form ( , ) ( , ) x

x

ik x
kE r t E r t e


  with 2(0, ]xk

L
  and Ekx also 

has period L. This form of solution is essentially the same as the ersatz used to 

establish (2.11) but where (0, )xk    because the continuous symmetry can be seen as 

the case were L  and the z dependence removed for the same reason. 

A first important consequences of the general Bloch theorem (which extends Floquet’s 

solution to 3D) is that the k-vector only needs to be evaluated in a particular region 

called the Brillouin zone (in the 1D example, this region was 2(0, ]
L

  but it is more 

complex in the general case). Another consequence is that since the exponential term 

modifies the phase of the wave but not its amplitude, hence waves are transmitted 

through photonic crystals without deformation. In 1D, the mode profile at any x-plane 

of a photonic crystal therefore gives enough information to determine it elsewhere in 

the crystal. In particular, as we will see, if no mode is found, an incident wave must be 

completely reflected within a few periods of the surface of the crystal as it will not be 

allowed to exist in the crystal. 



 

17 

The case of the Bragg reflector can provide some intuition on why a mode could be 

disallowed in the photonic crystal. The Bragg reflector is the layered superposition of 

two materials with different refractive indices as seen in Fig. 2.4 where only one layer 

is shown.  

 

FIGURE. 2.4. Bragg reflector. For simplicity, the angles were not drawn to respect 

Snell-Descartes’ laws of refraction.  

 

At each interface light can be transmitted or reflected (according to the transmission 

and reflection coefficients of the interface at the angle of incidence). While 

propagating through the mediums, the light gains a phase shift 2 Ln 


 ,  with L 

the travelled path in the material of index n, and λ the wavelength in vacuum. If the 

phase shift difference between light having undergone an even number of reflections 

is an odd multiple of π, the intensity on the output side of the reflector will be small 

which translates into having only a small amount of light transmitted through the 

reflector. If the construct of Fig. 2.4 is to be repeated, the periodic arrangement would 

nullify the frequencies that undergo deconstructive interference. 



 

18 

2.4 Flow in microfluidics 

2.4.1 Navier Stokes equation 

For an incompressible Newtonian fluid, the Navier-Stokes equation describes the fluid 

flow in terms of the velocity of a fluid element. It reads: 

  2v
v v p v f

t
 

 
       

 
   (2.12) 

Where v is the velocity, p is the pressure, η the viscosity, and f represents volumetric 

forces. 

2.4.2 Microfluidics 

Several dimensionless numbers are associated with the Navier Stokes equation, to 

evaluate compare different physics of the flow.  The Reynolds number Re vL


  

compares inertial forces to viscous forces. In the case of microfluidics, it is extremely 

small which indicates the inertial terms (left handside) of the Navier Stokes equation 

will be negligible, the simplified equation for microfluidics reads: 

2 0p v f          (2.13) 

2.4.3 Boussinesq approximation 

Buoyancy occurs when the density of the medium is higher than that of its 

surroundings. Temperature, for example, can locally change the density of the fluid 

which induces buoyancy. In order to include this effect without using a compressible 

version of the Navier Stokes equation, Boussinesq introduced the following volume 

force to the equation: 

               0f g T T                      (2.14) 
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Where g is the gravitational acceleration vector, and T is the temperature. 

 

2.5Transport of molecules in solution 

In solution, in the absence of energy potentials, molecules undergo diffusion through a 

process called Brownian motion. The diffusion can be related to the displacement of 

the molecule through the formula: 

2 2x Dt     (2.15) 

Where x is the time dependent coordinate along one degree of freedom, D is the 

diffusion coefficient and t is time. The Einstein relation specified the relation of the 

diffusion coefficient to the size of a spherical object: 

6

Bk T
D

r
        (2.16) 

With kB the Boltzmann constant. This relation indicates that the smaller an object, the 

broader the Brownian motion it will undergo therefore making its observation difficult 

and its manipulation more challenging. The Einstein relation is valid for translational 

degrees of freedom but a similar equation exists for rotational degrees of freedom 

confirming the same trend. These equations motivate the necessity of developing tools 

to control molecules against thermal fluctuations.  

2.5.1 Convection diffusion 

Equation (2.15) is obtained from the pure diffusion equation. Often times, other 

physical forces will modify the diffusion equation and affect the transport of 

molecules in solution. In microfluidics, it is necessary to take into account the fluid 

flow that can exist in the channel. The velocity profile of the molecules, u, is usually 
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considered for simplicity to be that of the flow v from (2.13) (an assumption gradually 

false when considering smaller molecules) which is obtained from the incompressible 

Navier Stokes equation. Adding the contribution of the convective flux to the diffusion 

equation, in the case of microfluidics one obtains for the concentration c: 

 2c
D c u c

t


   


   (2.14) 

With the notations previously defined. 

 

2.5.2 Thermophoresis 

Another physical effect that can affect the motion of molecules is the presence of a 

temperature gradient. Experimentally, the migration of molecules towards the cooler 

zones was the first observed by Tyndall. Rayleigh explained this effect in gases while 

Soret explained it in liquids. In colloids however, it was discovered that the effects can 

be much more complicated and the diffusion can go into the warm regions.  The 

driving mechanisms are still being researched and discussed. 

For the purpose of evaluating diffusion, the most useful expression of thermophoretic 

migration is the one that relates the speed of the migration to the temperature gradient: 

 
T Tu D T         (2.15) 

In this equation uT is the thermophoretic velocity, and DT is the thermophoretic 

coefficient which hides the complex physics at play. It is useful to us because with this 

correction to the velocity of the particles in solution, we can re-write the convection 

diffusion equation to account for thermodiffusion: 

  2

T

c
D c c u T

t
D


    


    (2.16) 

With the same notations as in (2.14) and (2.15). 
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CHAPTER 3 

COMPARISON OF SILICON PHOTONIC CRYSTAL RESONATOR DESIGNS 

FOR OPTICAL TRAPPING OF NANOMATERIALS 

 

 

3.1 Abstract 

 The use of silicon photonic devices for optical manipulation has recently enabled the 

direct handling of objects like nucleic acids and nanoparticles that are much smaller 

than could previously be trapped using traditional laser tweezers. The ability to 

manipulate even smaller matter however requires the development of photonic 

structures with even stronger trapping potentials.  In this work we investigate 

theoretically several photonic crystal resonator designs and characterize the achievable 

trapping stiffness and trapping potential depth (sometimes referred to as trapping 

stability. Two effects are shown to increase these trapping parameters: field 

enhancement in the resonator and strong field containment. We find trapping stiffness 

as high as 22.3 pN nm
-1

 for 100nm polystyrene beads as well as potential depth of 

51000 kBT at T=300K per Watt of power input to the bus waveguide. Under the same 

conditions for 70nm polystyrene beads, we find a stiffness of 69 pN nm
-1

 and a 

potential depth of 177000 kBT. Our calculations suggest that with input powers of 

10mW we could trap particles as small as 7.7nm diameter with a trapping depth of 500 

kBT.  We expect these traps could eventually enable the manipulation of small matter 

such as single proteins, carbon nanotubes and metallic nanoparticles.  

Reprinted with permission from Serey et al., and the Institute of Physics, “Comparison 

of Silicon Photonic Crystal Resonators Designs for Optical Trapping of 

Nanomaterials”, Nanotechnology, 21, 305202 (2010). 
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3.2. Introduction 

Since the original experiments reported in Ashkin’s founding article [1], optical or 

laser tweezing techniques [2] have been used in a large number of different areas 

including: single cell dynamics [3], optical chromatography [4, 5], directed assembly 

[6, 7], and have already helped understand complex phenomena like cellular motility 

[8] and single DNA mechanical properties [9].  Though extremely successful at these 

size scales a limitation of traditional optical tweezers is in manipulating smaller 

dielectric objects, on the order of 100nm or less. A few optical tweezing techniques 

have been developed to trap nanoscopic objects [10, 11] but not generally pure 

dielectrics which are closer approximations to biological species. From Rayleigh 

theory it is well known that the optical gradient force, which is usually exploited as the 

trapping force in optical tweezers, scales with the radius of the particle cubed [12].  

Roughly speaking then, it takes a 1000 fold increase in the applied trapping power to 

apply the same force to a particle that is only 10 times smaller. 

 

In order to overcome this limitation a number of new, near field optical manipulation 

techniques have been developed which exploit the strong forces that can be generated 

in the near field of plasmonic or resonant photonic structures. These devices, recent 

variations of which include plasmonic tweezer [13, 14, 15], whispering gallery mode 

carousel [16] and photonic crystal resonators [17, 18, 19], have the added benefit of 

also being in a format which can be readily integrated with a lab-on-chip device while 

exploiting the enhanced field provided by photonic resonances.  Further improvements 

in these devices have recently been introduced by allowing the full strength field 
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directly interact with the trapped particle using either slot and hole apertures [17, 18, 

20, 21].  Using the photonic crystal resonator, we have been able to evanescently trap 

particles as small as 48nm in diameter [19]. The experimentally demonstrated state of 

the art technique in terms of high trapping stiffness is provided by the Self Induced 

Back Action design trapping 50nm particles with a stiffness of the order of 7 pN nm
-1

 

W
-1

. 

With the aim of being able to optically manipulate even smaller material, we explore 

theoretically the trapping potential of a number of silicon photonic crystal resonator 

designs and evaluate them against techniques such as those described above. In the 

devices we examine here, the resonators are excited through evanescent coupling from 

a bus waveguide (figure 3.1) as this offers the greatest multiplexing possibilities and is 

in line with what we have demonstrated experimentally [22].  To the best of our 

knowledge it is the first time comprehensive calculations are performed with resonant 

devices to evaluate the trapping stiffness and stability. It is essential to perform 

comprehensive calculations since the Rayleigh approximation does not hold for the 

same range of particle sizes in tightly confined electromagnetic fields. The sizes of the 

particles considered in this work are in the limit of the Rayleigh approximation range. 

In our devices, the perturbative approach is also affected by the inaccuracy of the 

Clausius-Mossotti polarizability in fields with high gradients. In a previous work, 

Barth et al. [17] performed exact calculation to estimate the dependence of resonant 

traps on the size of the trapped bead. Recently, Lin et al. [18] performed perturbative 

calculations to estimate the trapping capacity. In this paper, we present an exact 

approach to the stiffness evaluation while addressing the issues arising from the 
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resonant wavelength shift that Barth et al. predicted by taking great care to distinguish 

the numerical impact and the physical contribution.  

In the first two sections of this paper, we introduce the three devices we focused on, 

namely the microcavity design (MD), the mode-gap design (MG), and the microcavity 

plus hole design (MH), and then the details of the numerical analysis method used to 

characterize them.  After that we present and discuss the results in sections 3.5 and 3.6 

focusing on the MH design because it offers the highest stiffness and stability.  Tables 

in section 3.5 provide direct comparison of these results with the state of the art.  

3.3. System description 

 

FIGURE 3.1. Evanescently coupled linear resonator for optical trapping.  In this study 

we investigated three resonator designs including the “microcavity plus hole” (MH) 

design shown here.  The trapped particle is shown above the central hole.  

 

Optical resonators are devices in which photons travel along a closed path. Fabry-

Pérot resonators represent a class of resonator in which light bounces back and forth 

between two facing mirrors.  In such a cavity, the allowed modes are those where the 
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different light rays constructively interfere with each others. The resonant condition is 

given by the constructive interference condition that the phase delay in the resonator 

should be an integer multiple of 2π.  In photonic crystal resonators, the cavity is 

sandwiched between two photonic crystal mirrors, thus presenting a newer version of 

the Fabry Pérot resonator (figure 3.1).  The sub diffraction limited field confinement 

allows for higher gradients. According to the Rayleigh theory, the trapping force is 

proportional to the gradient of E
2
 [12]. Hence we obtain higher forces with tighter 

field confinement. The stable position is located at the maximum of the field. In their 

movement, the particles will preferably follow the streamlines of the gradient of E
2
 

towards the stable position.   

 

FIGURE 3.2. Specifications for the three photonic crystal resonator devices 

investigated here showing the computed electric field  at resonance.  (a) The 

Microcavity design, (b) the Microcavity plus Hole design, and (c) and the ModeGap 

design. In all figures, the spaces refers to the centre-to centre distance between the 

holes. The core photonic crystal was chosen such that it acts as a mirror for 1550nm 

wavelength light. 
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In figure 3.2, we present the three photonic crystal resonator designs examined here, 

which we refer to herein as: the micro-cavity design (MD), the mode gap design 

(MG), and the microcavity plus hole design (MH). All the resonator devices presented 

here were assumed to have the bulk properties of silicon (refractive index nsilicon=3.47) 

and had cross-sectional dimensions of 250nm high by 450 nm wide.  As shown in 

figure 3.1, light was coupled into the resonators evanescently from another silicon bus 

waveguide (also 250nm height per 450 nm large) which ran alongside the resonator.  

The devices lie on a silica substrate (nglass=1.45), mimicking a device fabricated from a 

silicon-on-insulator wafer, and the surrounding medium is assumed to be water 

(nwater=1.33).  The MD design (figure 3.2a) consists of two identical tapered Bragg 

mirrors [23]. Each reflector comprises of 7 holes of radius 100 nm separated by a 

lattice constant a=390 nm.  An eighth hole at distance 0.9*a is added and serves as a 

taper.  The microcavity itself has a total length of 1.5*a.  As in the MD device, the 

MH device is an implementation of Velha et al.’s [23] design for high quality factor 

1D photonic crystals. The MH device and the MD are very similar, with the difference 

being that an additional 50 nm radius hole is placed at the centre of the cavity region. 

It serves as an inner cavity in which light the intensity will be increased, the effect is 

clearly visible in figure 3.2b, which is exposed to the liquid state for trapping.  At any 

liquid/silicon boundary, the field is increased because of boundary conditions and then 

vanishes as an evanescent wave. The superposition of these evanescent waves in the 

inner cavity hole is what allows for the formation of this high field intensity region. 

The MG design is inspired from mode-gap photonic crystal resonators, which have 

recently been demonstrated to exhibit very high quality factors.  The MG design 
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(figure 3.2c) consists of a standard periodic photonic crystal (same lattice constant a) 

where the radius of the etched holes varies from 100 nm at the edges to 40 nm at the 

centre.  

3.4. Details of Numerical Analysis 

The numerical technique we used here consisted of repeatedly computing the trapping 

forces while shifting the particle’s physical position along one of the main axes (figure 

3.1). The force was estimated through the Maxwell stress tensor [24] given a 

geometrical frame and its related refractive indices list. The simulations performed 

here were done using a commercial finite element code (COMSOL).  The finite 

element method, FEM, was preferred over a finite difference time domain, FDTD, 

technique due to much lower time memory requirements.  The long photon residence 

time in the high quality factor optical resonators necessarily results in an extremely 

long simulation time in order to accurately compute the fields and forces using an 

FDTD method. A drawback was that wavelength-dependant estimations required 

several FEM simulations whereas one FDTD simulation would have sufficed. For the 

calculation of wavelength dependant quantities below, we parameterised the 

simulation and solved for wavelengths spanning the resonant domain.  The Q factor is 

an example of a wavelength dependant quantity, which was approximated here via Eq. 

(3.1). 

 





 rQ          (3.1) 

In this formula, knowledge of  λr the resonant wavelength and of Δλ the full width at 

half maximum is required.  
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The main objective of the simulations was to predict the trapping capabilities of the 

three designs discussed above.  In all cases the trapping forces were computed by 

including a polystyrene bead (npolystyrene=1.59) in the computational domain and then 

integrating the Maxwell stress tensor over an artificial boundary region that included 

the particle. 

            dSnTF MaxwellEM


                                                  (2) 

In this expression FEM is the electromagnetic force, TMaxwell is the Maxwell stress 

tensor and n is the outgoing vector normal to the surface. In our simulations, the 

integration surface was a sphere 10 nm bigger in radius than the particle itself.  We 

verified that changing the integration surface did not affect significantly the computed 

force.  

 

A number of mesh quality experiments were conducted in order to ensure convergence 

of the solution.  Generally speaking, higher mesh qualities were required in the region 

of the particle and integrating sphere in order to obtain the expected resonance 

condition and convergence of the force value. We found that the simulation’s meshing 

affected the numerical resonant wavelength. This alteration was not physical and was 

disregarded by ensuring the resonant condition in all simulations. For higher Q factors 

or larger particle sizes, the particle’s position would have a sufficiently pronounced 

effect on the resonant wavelength that it could significantly alter the trapping 

conditions.  We describe in the end of section 3.6 how, in cases where this resonance 
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shift is important, this can become a practical advantage by making the wavelength a 

tuneable trapping element.  

 

From the force calculations, we were able to extract two parameters commonly used to 

describe optical traps: the trapping stability [12] and the trapping stiffness [25]. To do 

this, we start the calculation from the stable position, which is the equilibrium point, 

and move the particle away from it repeating the force computation at every point.  

For distances not too far from the equilibrium point, the force response is similar to a 

linear spring where the spring constant is equal to the trapping stiffness. The trapping 

stiffness therefore, is the derivative of the restoring force with respect to the position 

perturbation around the equilibrium point as described by Eq. (3). 
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


          (3) 

In this equation, ki and Fi are the stiffness and force in the direction parameterised by 

Xi. These values are computed for 1W of laser power into the bus waveguide, we use 

the units per Watt to lift this dependence as all of the numbers we present are 

proportional to the input power. The trapping stiffness can be evaluated along the 

three coordinate axes with the lowest result representing the limiting one.  Hence we 

refer to it as the effective stiffness.  The harmonic approximation also allows us to 

express the mean displacement of the particle when trapped in the potential. We can 

express the mean deviation <x
2
> using the equipartition theorem: 

 Tkxk B2       (4) 
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Where k is the effective stiffness of the trap –i.e. the stiffness in the weakest direction–

, x is the displacement along one direction, kB is the Boltzmann constant and T is the 

temperature in Kelvin. 

 

The other parameter is of interest here is the trapping stability, which is related to the 

likelihood of the random thermal energy being able to free the particle from the trap. 

The stability leads to the average trapping time proportional to its exponential 

following a Kramers escape process [26] . It is defined as the ratio of the potential 

energy depth to the available thermal energy as shown in eq. (5). 

 
Tk

W
S

B

             (5) 

Here, W the work necessary to bring the particle from a free position to the stable 

point for 1W of pumping power to the waveguide, kB and T were already introduced in 

equation 4. The potential energy is equal to the opposite of the work necessary to 

bring the particle from a free position to the equilibrium trapped position. In 

accordance with analytical expectations [27], we used an exponential interpolation of 

the decaying force profile as the particle rises away from the resonator in the 

evanescent field to compute the release work W.  

 

3.5. Results  

3.5.1 Particles larger than the diameter of the central cavity hole 

Using the simulation methods described above, we evaluated the trapping 

characteristics of the three designs described above.  In table 3.1 we report the 
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trapping stiffnesses along all three coordinate axes and maximum force, for the MD, 

MH and MG devices as described in section 3.3.  As can be seen the MH design 

exhibited the highest stiffness and thus we will expand on that here as an illustrative 

case.  Figure 3.3 illustrates the electric field and force profiles computed as described 

above.  For a 100 nm particle, the trapping stiffnesses for the MH design were found 

to be 22.3 pN nm
-1

 W
-1 

and 37.5 pN nm
-1

 W
-1

 in the X and Y directions respectively.  

The X and Y stiffnesses were calculated for a particle which bottom was positioned 20 

nm above the resonator surface with a 1W of laser power input into the bus 

waveguide. The stable position of the MH resonator coincided with the centre of the 

device. The electric field is polarized in the Y direction; hence boundary discontinuity 

conditions induce a higher gradient along that axis accounting for the larger stiffness 

value.  Along the Z-axis (figure 3.3d), an exponential decay in the force profile was 

obtained which is consistent with the evanescent nature of the field outside the 

resonator.  The decay length, the inverse of the argument in the exponential, was 50 

nm and the calculated stiffness was 65.5 pN nm
-1

 W
-1

. Therefore the effective stiffness 

of the MH design is 22.3 pN nm
-1

 W
-1

.  
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TABLE 3.1. Calculated stiffness’ for MD, MG and MH designs for 100 nm particle. 

Resonator Design 

Microcavity 

Design (MD) 

Mode Gap 

Design (MG) 

Microcavity plus 

hole (MH) 

X – direction Stiffness 

(pN nm
-1

 W
-1

) 

4.81 
 

13.1  22.3  

Y – direction Stiffness 

(pN nm
-1

 W
-1

) 

3.30 
 

14.0  37.5  

Z – direction Stiffness 

(pN nm
-1

 W
-1

) 

8.53  31.3 65.5  

Effective Stiffness 

(pN nm
-1

 W
-1

) 

3.30  13.1  22.3  

Maximum force  (pN 

W
-1

) 

700  2070 
 

4100  

Q factor 500 1400 2200 

Stiffness’ are the result of the linear interpolation of the FXi vs Xi curve around the 

equilibrium point of the device.  When compared with the state of the art devices 

described in the introduction, the MH device yields stiffness’ and stability values 

significantly higher than other tweezers.  In table 3.2, we have tabulated reported 

stiffnesses from recently published articles and compared them to the results obtained 

here.  The SIBA tweezer, which reports the highest published stiffness to date, offers a 

8.2pN nm
-1

W
-1

 effective stiffness for 100nm polystyrene (n=1.575) [21].  It uses the 

optical resonance of a light wave propagating through a small aperture. When a 

particle is present in the aperture, it induces a shift in the resonance. By illuminating 
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the aperture with a detuned wavelength, the particle induces the resonance. It is the 

fact that the resonance is sensitive in the position of the particle that allows such high 

stiffness. The maximum force remains of the order of 250 pN W
-1

 for a 100nm particle 

[21]. The resonant nanotweezer described here can offer forces as high as 4.1 nN W
-1

. 

This can be compared to the typical force exerted by the evanescent field of a 

waveguide which is of the order of 1 pN W
-1

. 

TABLE 3.2. Comparison of stiffness’ for several trapping devices recently published. 

Device 

Trapped particle, 

size (nm) 

Trapping Stiffness 

(pN nm
-1

 W
-1

) 

Microcavity design (MD) 

Polystyrene, 100  3.30  

Polystyrene, 200  7.93  

Mode gap design (MG) 

Polystyrene, 100  13.1  

Polystyrene, 200  26.85  

Microcavity plus hole (MH) Polystyrene, 100  22.3  

Self induced back action [21] 

Polystyrene, 100  8.2  

Polystyrene, 50 6.6  

Slot waveguides [20] Polystyrene, 100  0.2  

Plasmonic tweezer [14] Polystyrene, 200  0.013  

Conventional tweezer [28] Polystyrene, 220  0.027  

Standing Gaussian Wave [29] Polystyrene, 100 1 
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FIGURE 3.3. Numerical results for the microcavity plus hole (MH) device. (a) Field 

intensity and its gradient (arrow plot) when the MH trapping design is on resonance 

without a particle in the simulation domain.  (b,c) Force profiles for the particle as it is 

moved along the resonator (X axis) and across the resonator (Y axis). In all 

simulations the particle was maintained at a vertical height of 20 nm above the 

resonator.  (d) Z-axis force profile computed as the particle is maintained above the 

resonator’s centre and moved from 20nm to 120nm above top plane of the device.  

The stiffnesses were evaluated using linear interpolation around the stable position.  In 

the X and Y directions (b,c) the linear approximation is very accurate. In the Z 

direction (c), we did not take the slope at Z=20nm but also linearly interpolated the 

data between 20 and 80nm which is a conservative estimate. (b,c,d) All calculations 

done for a polystyrene bead (n=1.59) with a diameter of 100nm. 

 

As alluded to above, the stability factor is the ratio of the work required to remove the 

particle from the trap, to the random thermal energy in the system. Very stable traps 

therefore have S>>1, and unstable traps have S<1.  We calculated the potential energy 
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of the trap by integrating the work needed to release the particle from 20nm above the 

resonator’s centre to a distance far away from it such that the particle no longer feels 

the trapping force.  In order to be consistent with the rest of the data, we have 

calculated the work to extract the particle from a position 20nm above the resonator.  

The results for all three designs presented here are shown in table 3.3.  As can be seen, 

the trapping stabilities as high as 44000 W
-1

 were obtained for the MH design.  In 

table 3.3, we also note that the decay length (defined as the inverse of the argument in 

the exponential in the force expression) for the force in the Z direction decreases when 

the stability factor increases suggesting that the increased gradient over compensated 

for the slightly shorter distance over which the force was applied.  As with the 

previous case the stability factors were found using a 100 nm polystyrene particle as a 

model target. 

 

TABLE 3.3. Trapping Stability for a 100nm diameter polystyrene bead. 

Trapping Method 

Stability factor at 

300K (W
-1

) 

Decay length (nm) 

Microcavity design (MD) 9000 60 

Mode gap design (MG) 26000 55 

Microcavity plus hole (MH) 44000 50 

Slot waveguides, 65nm 

diameter particle [30] 

875 50 – 100 
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3.5.2 Particles smaller than the hole diameter 

Unlike the previous cases for 100nm particles, for the MH and MG devices, the most 

stable position for trapped smaller particles is within the central cavity hole rather than 

resting on top of the device.  The hole walls offer physical confinement in the X and Y 

directions and thus stiffnesses along these axes are no longer relevant.  For these 

smaller particles, we therefore studied the forces along the Z-axis position while 

remaining inside the hole.  It has already been outlined that for this type of devices 

[18] the position of a large particle within the hole can affect the resonance. Our 

simulations confirmed that for a 70nm polystyrene particle in the central hole of the 

MH resonator, the resonant wavelength is shifted by 0.4nm, which is consistent with 

the results presented by Lin et al. [18].  For a 40 nm test particle, the resonant 

wavelength shift was lower than that resolvable by the solution and thus not 

considered in the simulations.  We used a mesh cladding cylinder around the central 

hole in order to overcome the numerical errors that the shift in the particle’s position 

caused. This “mesh cladding” served as a shield to the mesh perturbation caused by 

the changing position of the particle inside the hole.  
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FIGURE 3.4. Field and force in the central hole. (a) Representation of E in the central 

hole in a plane along the resonator. (b) Trapping force in the central hole for a 70nm 

polystyrene particle. The Z position represents the position of the centre of the particle. 

The Z axes in (a) and (b) are not to scale for clarity purposes. 

 

For each position of the particle, we set the wavelength to match the new resonance.  

As we explain in section 3.6, the average displacement is small enough that the local 

variations in the resonant wavelength are negligible.  For the 70nm and 40nm 

polystyrene particles, we summarized the calculated stiffnesses and stabilities in table 

3.4. The forces calculation used for the 70nm case are plotted in figure 3.4. Because of 

the enhanced interaction with the field in the hole, the resulting forces are much 

greater than those for larger particles evanescently trapped.  The 11 pN nm
-1

 W
-1

 

stiffness we report for a 40 nm particle compares to SIBA’s 7.2 pN nm
-1

 W
-1 

for a 

50nm particle [21]. The highest stiffness we report here is that for a 70nm particle 

which is 69 pN nm
-1

 W
-1

. In addition to these stiffnesses, in table 4 we also report the 

inferred stability number for the SIBA design from the reported trapping energy [21].  

Such high figures of merit in both cases are the result of the enhanced field-particle 
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interaction that occurs within the hole in this case, or the hole in the metal sheet for the 

SIBA design. 

 

TABLE 3.4. Stiffness’, and stabilities for smaller particles. 

Device 

Trapped 

particle, size 

(nm) 

Trapping 

Stiffness 

(pN nm
-1

 W
-1

) 

Stability 

(W
-1

) 

Microcavity plus hole 

(MH) 

Polystyrene, 70 69 177000 

Polystyrene, 40 11 70000
 

Self induced back 

action [21] 

Polystyrene, 50 6.6 
 

Standing Gaussian 

wave [11] 

DVB n= 1.592, 

50 

0.06  

 

3.6. Discussion 

The quest for particle tweezers with higher trapping stiffness and stabilities is justified 

by the desire to efficiently trap and manipulate smaller molecules and other 

nanomaterials.  In this paper, we explore the possibility of higher stiffness’ and forces 

than what has been previously published. We see from equation 4 that higher trapping 

stiffness results in better confinement and therefore greater certainty in the particles 

position.  Therefore achieving high trapping stiffness is a necessary step towards 

handling smaller molecules.  For a 100nm particle and a 10mW power input, the best 

design we developed (the MH design) yields the particle’s position uncertainty as 
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<x
2
>

1/2
=4.3nm. For the 70nm and the 40nm particles, and 10mW of input power, the 

particle’s position uncertainties are respectively 2.45nm and 6.1nm. Over these 

distances, the resonant wavelength shift is minor. When considering smaller spherical 

particles, we can use the Rayleigh theory to compute the expected forces, in this case 

the force varies proportionally to the volume of the particle [12]. With this approach 

we can derive the following two relations: 

2/1
2

2/3
1.6

40
x

D









    (6) 

3

40
700 










D
S      (7) 

Where D is the diameter of the Rayleigh particle in nanometers, <x
2
>

1/2
 and S are the 

standard deviation on the particle’s position and its stability number under a 10mW of 

power input. Using the previous relations, we determine the smallest size of a 

spherical particle allowing for stable trapping (S>5), while having a standard deviation 

smaller than the hole height (<x
2
>

1/2
<250nm) to be 7.7nm leading to a stability 

number of 5 and a standard deviation of 72nm.  In these cases, the variation in the 

resonant wavelength due to the random motion of a trapped particle is expected to be 

small in comparison with the line width of the resonator and not likely to “kick” the 

system out of resonance.  

 

Increasing the trapping parameters is important in order to reduce the power 

requirements of the trap and by extension the degree of local heating.  The most 

immediate way is through field enhancement (for a constant 1W of input power). The 
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force is proportional to the number of photons stored in the cavity which is 

proportional to the Finesse. Therefore a way of increasing the trapping force is 

building devices with higher Q factors, if the field profile remains similar. One has to 

be careful when using resonators with higher Q factors as the linewidth is smaller and 

the presence of a particle is more likely to kick the resonator out of resonance. This is 

well known by the biosensing community which uses ultra high Q factors to make 

very precise sensors [16, 31]. 

 

Among the exciting possibilities of these devices are those offered by the dependence 

of the resonant wavelength on the particle’s position, in particular it’s depth within the 

cavity hole. With these resonators it is possible to conceive of a power free optical trap 

by slightly red detuning the excitation from the resonant wavelength when no particle 

is in the cavity.  If properly detuned, when a trapped particle begins to diffuse out of 

the cavity, it could force the system back into resonance applying a restoring force 

pushing the particle back into the trap.  A particle trapped in the resulting arrangement 

would not experience any force unless it tries to leave the trap creating an effective 

optical cage. This leads to a trap with an effective stable volume rather than a stable 

point. This represents a new type of self induced trapping mechanism.  
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3.7. Conclusion 

In this paper, our goal was to illustrate the possibilities offered by integrated optics for 

the trapping and manipulation of nanoscopic matter.  We have evaluated three 

photonic crystal resonator designs and performed a theoretical study of their 

specifications as photonic traps. Our calculations indicate an important enhancement 

of the trapping parameters as compared to the state of the art.  In the device offering 

the best performance, we find stiffness’ as high as 22.3 pN nm
-1

 W
-1

 for a 100nm 

polystyrene particle, compared with the previously highest reported stiffness of 8.2 pN 

nm
-1

 W
-1

. For smaller beads, the field particle interaction is increased in the central 

hole leading to increased trapping stiffness’s. For a 70nm particle, we found the 

stiffness to be 69 pN nm
-1

 W
-1

 to be compared to 6.6 pN nm
-1

 W
-1

 previously reported 

for 50nm beads. The confinement in the central hole offers a greatly increased 

trapping stability with numbers as high as 177000 per Watt for a 70nm particle and 

70000 for a 40nm particle. For particles down to 7.7nm size, we expect 0.08 pN nm
-1

 

W
-1

 stiffness and stability as high as 500 W
-1

.  We also highlighted the difficulties and 

possibilities offered by the use of higher Q factors resonators. Increasing the Q factor 

increases the forces but also the resonant wavelength shift of the device. It opens some 

exciting possibilities such as self induced trapping. 
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CHAPTER 4 

 

ANGULAR ORIENTATION OF NANORODS USING NANOPHOTONIC 

TWEEZERS 

 

4.1 Abstract  

Near-field optical techniques have enabled trapping, transport, and handling of 

nanoscopic materials much smaller than what can be manipulated with traditional 

optical tweezers. Here we extend the scope of what is possible by demonstrating 

angular orientation and rotational control of both biological and non-biological 

nanoscale rods using photonic crystal nanotweezers. In our experiments, single 

microtubules (diameter 25 nm, length 8 μm) and multi-walled carbon nanotubes (outer 

diameter 110 – 170 nm, length 5 μm) are rotated by the optical torque resulting from 

their interaction with the evanescent field emanating from these devices.  An angular 

trap stiffness of κ = 92.8 pN·nm/rad
2
-mW is demonstrated for the microtubules and a 

torsional spring constant of 22.8 pN nm/rad
2
-mW is measured for the nanotubes. We 

expect that this new capability will facilitate the development of high precision 

nanoassembly schemes and biophysical studies of bending strains of biomolecules.   

 

 

 

 

 

 

 

Reprinted with permission from Kang, Serey et al., and the American Chemical 

Society, “Angular Orientation of Nanorods using Nanophotonic Tweezers” Nano 

Letters 12, 6400-6407 (2012). 
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4.2 Introduction 

In 1987, Ashkin et al.[19, 20] showed that a single rod-shaped cell and bacteria and 

viruses could be trapped and oriented with laser beams, demonstrating optically 

induced rotation along with the optical trap[21]. In biophysical studies the orientation 

control of elongated objects is significant because numerous biomolecules such as 

DNA, viruses, and bacteria can take rod-like shapes[22]. Optical torque arises from 

the exchange of angular momentum between an electromagnetic field and a physical 

object. Circularly polarized laser beams carry angular momentum which can lead to a 

torque on dielectric objects[23-25]. Another general method is to take advantage of the 

interaction of anisotropic dielectric objects with light fields to provoke the change in 

angular momentum[26]. Padgett and Bowman[27, 28] recently reviewed the various 

methods for applying optical torques with conventional optical tweezers. 

 

This capability is well established for traditional optical tweezers[27-30], but has not 

been addressed in the near-field trapping literature. Near-field optical traps are of 

particular interest because they allow for the trapping of smaller materials than 

conventional optical tweezers[31]. These devices take advantage of the increased 

gradient force exerted on particles due to a combination of  highly confining light 

geometries and increased intensity due to resonances. Several different device 

structures has been exploited to this end including photonic crystal resonators[14, 32], 

ring resonators[33], and localized surface plasmons[34, 35] each providing very deep 

trapping potentials. Researchers have investigated ways of taking advantage of the 
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interaction of different polarizations of light with specially designed plasmonic 

structures to tune the position of trapped spherical particles around a plasmonic 

cylinder[35] or to continuously rotate a plasmonic object[36].  To date however the 

ability to simultaneously optically trap and reorient an unstructured nanoscale object 

has not been demonstrated. Orientation control is a particularly important issue to 

address for trapping of nanoscale objects since as the size of the trapped object 

decreases the rotational diffusion coefficient increases (analogous to linear diffusion). 

Adding orientation control to the capabilities listed above would allow for tight 

control over five out of six degrees of freedom.   

 

In this paper, we characterize the optical torque arising in one dimensional photonic 

crystal resonators and demonstrate the orientation of rod-like biological (microtubules, 

MTs) and non-biological (carbon nanotubes, CNTs) materials. First, the dynamics of 

the orientation of MTs in the cavity of a photonic crystal resonator will be examined at 

different trapping laser powers and compared with an analytical model. In the second 

section we examine the capacity of the optical trap to maintain a rod’s orientation and 

described it in terms of a torsion spring model. Experimental measurements of the 

torsion spring constant have been performed for the two materials of interest here 

(MTs and CNTs) to demonstrate the broad applicability of the technique.  Finally, 

dynamic control over the orientation of carbon nanotubes via hydrodynamic flow is 

also demonstrated. In the below, experiments with biological samples are performed 

with a silicon nitride photonic crystal resonator operating at 1064 nm in a biological 

buffer (which was previously verified not to undergo significant temperature 
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increase[32]), whereas the experiments with carbon nanotubes were performed with 

silicon resonators in heavy water operating at 1550 nm. Multiwall carbon nanotubes of 

outer diameter 110-170 nm were used in this work.  Details of the experimental 

procedures and device fabrication techniques are provided in the methods and 

materials section.  

4.3 Torsion Spring Model and of Angular Trap Stiffness 

The previous expression of the electromagnetic torque can be simplified for small 

angles where the torque can be seen to vary linearly with the angular displacement 

described by a torsional spring model on the nanorods[29].  This enables us to 

determine the strength of the torsional trap in direct analogue to the way spring 

stiffness models are used to characterize the stability of a positional trap.  To verify 

the torsion spring model is valid for dielectric rods smaller than the electromagnetic 

hotspot, we first developed a FEM model of a nanorod-resonator system (COMSOL). 

In the model the probe object is a 2 µm long, 40 nm diameter, anisotropic rod (the 

axial permittivity was set to 12 and the transverse permittivity is that of water). The 

torque was calculated from the Maxwell stress tensor as a function of the orientation 

of the rod. The following quantity was integrated over a surface enclosing the rod: 

 

MaxwellT r T ndS         (4.3) 

Where r is the position vector with respect to the center of the rod,           is the 

Maxwell stress tensor, n is the outgoing normal to the integration surface. The result 

of the integration of the torque tensor was found to take a sinusoidal shape with 



 

51 

angular period π. The plot of this torque is presented in Figure 4.1(a). Around the 

stable trapping position (θ = 0) the torque can be seen to vary linearly with respect to θ  

as one would expect considering the Taylor expansion of the sinusoidal fit. The plot of 

this torque is presented in Figure 4.1(a). Around the stable trapping position the torque 

can be seen to vary linearly with respect to θ.  

 

 

FIGURE 4.1. (a) Numerical computation of the torque exerted on an anisotropic rod 

by the means of Equation (4.1). The model rod is a 2 μm long, 40 nm diameter, 

anisotropic rod with longitudinal permittivity 12 and axial permittivity 1.72 same as 

the background water; it was placed 50 nm above a photonic crystal resonator on 

resonance[37] for angles in [-π/2,0]. Red dots represent the numerically estimated 

torques, blue dots represent the extrapolated ones with symmetries, and the green 

dotted line is a sinusoidal fit. The red line is a linear fit around θ=0 where the torque is 

linear in θ. (b) Rotational potential energy evaluated by integrating the torque with 

respect to θ. Red solid line is the quadratic potential to the linear fit in (a). Assuming a 

sinusoidal fit of the form sin(2θ) as displayed in (a), the quadratic potential should be 

valid for small angles where sin(2θ) is close to its first order Taylor expansion: 2θ. 

A torsion spring representation of the torque in this region was therefore chosen to 

characterize the trapping properties of the photonic crystal resonators on the rods. 

Torsion springs are characterized by a constant κ called torsion spring constant. The 

torque and potential energy are given by: 
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 T       (4.4) 

 21

2
PU 

    (4.5)
 

In these equations T is the torque and UP is the potential energy.  The potential energy 

was calculated from the torque and is presented in figure 4.1(b).  

This way to describe the trapping capacity of photonic crystal resonator is useful as 

energy potentials allow for an easier comparison to other forces at play[38]. The 

torsion spring constant is linked to the angular spread measured experimentally 

through the equipartition theorem which, in the torsion spring model, reads: 

 
21 1

2 2
Bk T  

   (4.6)
 

In this equation kB is the Boltzmann constant and T is the temperature in Kelvin. For 

microtubules, the torsional trapping stiffness was determined from Figure 4.2 (a) to be 

κ= 92.8 pN·nm/rad
2
-mW (the torsion spring constant was normalized to the estimated 

power in the cavity). The average angular orientation θ mean was measured from the 

center of the distribution was measured to 5.1° (0.088 rad) and the standard deviation 

was determined to σ = 3.1° (0.055 rad). Microtubules are representative of a dielectric 

material where the torque exerted by the photonic crystal should be well modeled by 

our spring constant analogy as illustrated by our numerical simulations. Because of the 

possible surface plasmon resonances in carbon nanotubes, they represent a special 

case of the theory. If the wavelength and k-vector coincide with a resonance of the 

CNT, the electric field will be further amplified as well as the torque. We account for 

this by making the trapping stiffness a function of θ: κ(θ). In the simplest 
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approximation, κ(θ) is a Lorentzian bell with a peak at θ= θmean. In this approximation 

the trapping stiffness at the steady position can be found through the equipartition 

theorem with κ= κ(θmean). We present in Figure 4.2 (b) and (c) the comparison of the 

distribution of angles in the case of a trapped CNT and a freely rotating one (near the 

bottom of the microchannel). From Figure 4.2 (b) we compute the central stiffness to κ 

= 22.8 pN nm/rad
2
-mW (normalized to the estimated power in the cavity). As can be 

seen from Figure 4.3 (b), the most likely position for the CNT was not orthogonal to 

the resonator, but at an angle of 35 degrees (0.61 rad). This is attributed to 

hydrodynamic forces, the shape of the CNT. Tong et. al[39] recently shown that 

plasmonic nanowires can orient orthogonally to the light polarization in optical 

tweezers if the beam waist is smaller than their length. 

 
FIGURE 4.2. Analysis of the angular orientation of a trapped microtubule, carbon 

nanotube and a freely diffusing carbon nanotube. The angles were acquired every 0.1 

second. (a) Histogram of orientations of a trapped microtubule. The red solid line 

represents a Gaussian fit. (b) Histogram of orientations of a trapped carbon nanotube. 

The red solid line represents a Gaussian fit. (c) Histogram of orientations of a freely 

diffusing carbon nanotube taken at the same focal plane as the resonator to account for 

viscous coupling with the Debye layer at the surface of the microchannel. (d-f) Sample 

frames from the data sets displayed in frames (a-c) respectively.  
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Because of the difficulty in numerically modeling CNTs, the experimental results of 

this work were not compared to theoretical predictions. The torsion stiffnesses in this 

study can be compared to that exerted by a far field optical tweezer. Porta and 

Wang[29] demonstrated an optical torsion spring as high as κ = 3360 pN·nm/rad on 

~1 μm diameter quartz particles as compared to our 25 nm diameter microtubules.  

 

The rotational motion was reduced when the nanorods were optically trapped and 

oriented, as shown in the previous paragraph. Additionally, the rate of diffusion was 

also found to be affected by the optical torsion spring. For a quantitative study of this 

observation, the rotational diffusion coefficient for MTs and CNTs in the presence and 

absence of the optical field were calculated from the measured angular displacements. 

The rotational diffusion coefficient relates to the angular displacement through the 

relation Dθ= <[∆θ(t)]
2
>/(2t), where <[∆θ(t)]

2
> is time-averaged squared angular 

displacement[40]. The rotational Brownian motion of a freely rotating microtubule 

was observed at different heights in the flow channel. The rotational diffusion 

coefficient at the bottom of the channel (Dθ,free, MT' = 5.366×10
-2

 rad
2
/s) was lower than 

at mid channel height (Dθ,free, MT = 3.825×10
-1

 rad
2
/s) owing to viscous coupling[41] 

(Figure 4.3 (c) and (d)). The rotational diffusion coefficient is inversely proportional 

to viscosity as Dr = kBT/πμl
3
Cr, where Cr is a form factor Cr = [3(ln(l/r) – 1/2)]

-1
. The 

hydrodynamics coupling given rise from 7 times larger viscosity resulted lesser 

rotational diffusivity at the bottom of the channel. The apparent diffusion coefficient 

of an optically oriented microtubule, also at the bottom of the channel, was further 
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reduced to Dθ,cons, MT = 1.473×10
-2

 rad
2
/s, lower by a factor of 3.7 from Dθ,free, MT as 

seen in Figure 4.3 (a). Similarly, the diffusion coefficient of a carbon nanotube 

measured at the bottom surface (Dθ,free, CNT  = 7.2×10
-2

  rad
2
/s) was observed to be 

higher by a factor of 4.1 than for a trapped CNT where we found Dθ,cons, CNT  = 2.3×10
-2

  

rad
2
/s (Figure 4.3 (b)).  

 

FIGURE 4.3. Histograms of angular displacement of trapped nanorods and of their 

free rotational Brownian motion. The orientation angle of the microtubule as a 

function of time θ(t) is measured every 0.1 second. The angular displacement as a 

function of time ∆θ(t) = θ(t+τ0) − θ(τ0) is calculated for all angular trajectories with 

starting times, θ0. (a) Comparison of the Probability Density Functions (PDF) of ∆θ(t) 

for t = 0.1 s for a trapped microtubule and free ones. The normalized histogram (blue 

bars) and the normalized Gaussian fit (red solid line) of the constrained rotational 

Brownian motion are shown along with the normalized Gaussian fits of free rotational 

Brownian motion. (b) PDF of the angular displacement for t = 1 s of a trapped carbon 

nanotube. (c) PDF histogram (blue) and Gausian fit (green dotted line) of the angular 

displacement of a freely rotating microtubule at the same focal plane as the resonator 

to account for viscous coupling. (d)  PDF histogram (blue) and Gausian fit (green 
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dotted line) of the angular displacement of a freely rotating microtubule at mid-

channel height.  

 

4.4 Hydrodynamic Torque 

 

FIGURE 4.4. (a) Sequential image of trapping and orientation of a carbon nanotube 

observed under dark field microscopy. In the first image, a carbon nanotube is already 

trapped on the silicon PC resonator, another one is transported along the bus 

waveguide to the resonator where it remains trapped. Time lapse between the first and 

last frame is 10 s. For the sake of clarity, the images were retouched removing non-

essential components. (b) and (c) Time lapse images of carbon nanotube aggregates. 

By switching the direction of the flow (green arrow), the hydrodynamic forces align 

the carbon nanotubes with the flow while the optical trap pins them to the resonator. 

(b) A flow rate of 30 μL/hour is applied with a mechanical syringe pump right to left. 

The carbon nanotubes point in the direction of the flow. (c) The flow direction is 

reversed, the nanotubes reorient to point in the direction of the flow. In this 

experiment, the flow channel was orthogonal to the bus waveguide. 
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The previous experiments were performed with little to no fluid flow in the 

microfluidic channel. Fluid flows, however, can balance the optical torque and offer 

another way to dynamically control the orientation of trapped nanorods. We describe 

here in qualitative terms the influence of the hydrodynamic torque on their orientation.  

In these experiments, hydrodynamic forces affect the CNTs initially as they are 

propelled upwards by the radiation pressure along the resonator as seen in Figure 4.4 

(a).  This radiation pressure transport along waveguides affect has been documented 

previously in our other works[14]. When moving along the resonator, the 

hydrodynamic forces tend to orient the nanotubes along their direction of motion until 

they come to the trap where they are quickly reoriented back to the orthogonal 

position. It is also observed that the resonator can only support two carbon nanotubes 

at a time. A third nanotube does not get trapped and is pushed upwards along the 

waveguide similarly to what was described by Cai et al.[42] in their tapered 

waveguide. 

 

Hydrodynamic forces can also be used to actively orient the trapped carbon nanotubes. 

The carbon nanotubes were observed to be preferentially trapped close to their 

extremities. Taking advantage of the flow, which was orthogonal to the resonator, the 

carbon nanotubes were oriented left or right as shown in Figure 4.4 (b). The flow was 

applied with a mechanical syringe pump set at 30 μL/hour. At the surface of the 

substrate, the flow speed is lower because of the parabolic flow profile in a 

microchannel. The flow speed was estimated from the recorded video assuming the 
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smallest carbon nanotubes are good flow tracers. With this method the flow speed at 

the surface was measured to be 7.12 ± 1 μm/s. With more microfluidic ports, the 

orientation of the trapped nanotubes could have been chosen to cover nearly 2π spread 

with the microfluidic assembly line proposed by Schneider et al.[43]. 

 

4.5 Conclusion 

Along with the ability to confine nanoscale material in solution, constraining their 

orientation ensures a level of control over five of six degrees of freedom that has not 

been demonstrated with other trapping techniques. Here, using photonic crystal 

resonators, the manipulation of microtubules and carbon nanotubes was demonstrated 

by studying the dynamics of the orientation in the dipole moment framework. The 

action of the electromagnetic field on nanorods was described as a torsion spring and 

the torsion spring constants were determined to 92.8 pN·nm/rad
2
-mW

 
for MTs and 

22.8 pN nm/rad
2
-mW

 
for MWCNTs. Additionally, he rotational diffusion rate was 

observed to be reduced 4.7 times for a trapped MT compared to a freely diffusing one. 

We believe such tight grasp on biological and non-biological material should enable 

novel biophysical studies and find use in nanoscale assembly and material sciences. 
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CHAPTER 5 

 

DNA DELIVERY AND TRANSPORT IN THERMAL GRADIENTS NEAR 

OPTOFLUIDIC RESONATORS  

 

 

Nanoscale optofluidic resonators have recently proven themselves useful in fields 

ranging from chemical and biological sensing [1] to nano-manipulation [2, 3]. In most 

of these optofluidic devices, the transport of solutes to the electromagnetic hotspot is 

critical to the device’s performance. The effects of hydrodynamic forces on trapping 

experiments have been characterized [4, 5], as well as the effect of plasmonic heat 

sources on the fluid flow [6]. In the past few years, the transport of molecules due to 

temperature gradients, often called thermophoresis [6, 7], has been shown to be an 

important phenomenon in molecular transport [8]. Recently, researchers have studied 

the effects of thermophoresis on plasmonic based sensing [9]. While the absorption of 

infrared (IR) light by water in the evanescent field of silicon photonic devices is 

expected to produce local heating, there is currently only a weak understanding of the 

magnitude of the effect and how it would affect the transport of molecules in the 

context of optical nano tweezing and silicon photonic biosensing. 

 

 

 

 

 

 

Reprinted with permission from Serey et al., and the American Physical Society, 

“DNA Delivery and Transport in Thermal gradients near optofluidic resonators” 

Physical Review Letters 108, 048102 (2012). 
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Here, we aim at demonstrating the effects of the optical absorption of water in the IR 

on temperature, flow dynamics, and λ-DNA transport in the vicinity of a silicon 

photonic crystal (PC) resonator.  The temperature rise at the PC resonator leads to 

buoyancy forces that pinch the flow around the resonator while thermophoretic drift 

can either expel or attract particles from the resonator according to the signs of their 

thermophoretic coefficient.  As in any thermophoretic event, the transport properties 

are strongly dependent on the species, medium, and temperatures considered [6].  In 

this paper, we first examine the heat generation and temperature field around the 

photonic cavity pointing out which parameters most significantly affect heat 

generation. We then study the flow around the cavity and the particle transport 

properties of λ-DNA. The 48 kbp λ-DNA is a molecule of particular interest due to its 

biophysical applications and whose thermophoretic properties have been characterized 

[6], additionally it has already been trapped by photonic devices [3]. Finally, we use 

thermodynamics and reaction rate theory to provide new understanding on how 

significantly common experiments, such as trapping, are likely to be affected by the 

heat production.  

 

The photonic crystal (PC) resonators used in this study are standing wave resonators 

formed by the insertion of a periodic array of holes into a silicon waveguide. These 

holes surround a central cavity consisting of the bare silicon waveguide and, in some 

cases, an extremely small central hole as in Fig. 5.1(a). Discrete modes can exist in the 

cavity constituting a simple and effective optical trap [10] and sensor [11]. Because 

the electromagnetic field is enhanced, the improved interaction with the solution 
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results in a temperature increase which can be measured in situ. The devices were 

fabricated with standard e-beam fabrication procedures on a 250 nm silicon-on-

insulator wafer. The experimental setup in this work consists of the silicon chip 

containing the photonic elements on top of which is assembled a transparent 

microfluidic channel. The ensemble is mounted on a microscope stage. 

 

First numerical and experimental studies of the temperature increase near the photonic 

crystal resonator were performed. At the working wavelength of 1550 nm, water 

absorbs more than the optical materials present [12], so in our simulations all of the 

imaginary permittivities were ignored except for water (ε’’=3.51x10
-4

 [13]). The 

electromagnetic to heat energy conversion was first computed numerically solving 

Maxwell’s equations and used as a source term in the diffusive heat equation for a 

channel geometry of 500 micrometers wide, 125 micrometers high. Convective effects 

were numerically verified to be negligible as expected from the low Péclet number 

Pe<10
-3

. As seen in equation (5.1), the power lost to heat is proportional to the 

electromagnetic energy density and to the power input. The simulations are performed 

for 10 mW of power input, a commonly used power in experiments. 

  
22 ( )

2
T Im r


     E      (5.1) 

Here, T is the temperature, κ is the thermal conductivity of the material, ω is the 

resonant frequency, ε is the permittivity, and E is the electric field. In thin silicon 

beams, phonons-surface interactions cause the conductivity to change as compared to 

bulk silicon, this was taken into account by setting κ=100 W m
-1 

K
-1

 [14]. It was found 
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that the maximum temperature increases is 57 K for cavities with a central hole as 

plotted in Fig. 5.1(b). 

 

 

FIGURE.5.1. Scale bars: 500 nm (a,b), 15 µm (c,d). (a) Modulus of Ey in a PC 

resonator with a central hole. The light is coupled from the bottom waveguide. (b) 

Numerical estimation of the temperature increase of a PC resonator with a central 

hole. The maximum temperature is 350 K. (c) Numerical estimation of the 

temperature 2 μm above the resonator. For 1.7 mW of power input. The maximum 

temperature reached is 4 K. (d) Fluorescently measured temperature increase for 1.7 

mW of estimated power input, 2 μm above the surface of the resonator. The maximum 

temperature increase is 4.8 K after correction for bleaching and thermophoresis of the 

rhodamine B.  

 

In the central hole, the superposition of evanescent fields allows for a high field 

enhancement [3]. The field intensity’s full strength interacts with the water leading to 

a particularly high temperature increase there. Experimentally, temperature sensitive 

fluorescent dye Rhodamine B was used to measure the temperature 2 micrometers 
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above the resonator. Correcting for the imaging defects, Fig. 5.1(d) was obtained. The 

maximum temperature increase measured of 4.8 ∓ 1 K. The measurement was carried 

out at an estimated power input into the resonator of 1.7 ∓ 0.3 mW. The numerical 

code took bleaching into account whereas the correction for thermophoresis was 

inferred from the experimental results published by Cordero et al.[15]. The measured 

temperature increase is 20% higher than the predicted 4 K increase for 1.7 mW of 

power input (Fig. 5.1(c)). The agreement offered validation of the theoretical 

calculation. Details of these experiments are provided in Chapter 5. 

Following the thermal characterization, the transport properties of species near the PC 

resonator were examined.  Numerical simulations were carried out to solve the steady 

state incompressible Navier-Stokes equation in the microfluidic environment 

(Equation 5.2). The effect of the thermal non-equilibrium was accounted for using the 

Boussinesq approximation (Equation 5.3). The validity of the Boussinesq 

approximation here is justified by the extremely low Grashof  and Rayleigh numbers 

in 10 micrometers high microfluidic channels [16]. The Grashof number is defined as  

  3 2 3

0 10m hGr g T T D     and the Rayleigh number is 

  3 3

0 10m hRa g T T D     (SI). Here, g is the standard gravity, β, ν, and α, are 

the thermal expansion coefficient, kinematic viscosity, and thermal diffusivity of 

water respectively. Tm and T0 are the maximum and ambient temperature, and Dh is 

the hydraulic radius. 
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2      u u u fp μ         (5.2) 

               0T T   f g                   (5.3) 

In these equations, u is the flow speed, p the pressure, ρ and µ are the density and 

viscosity of water, g is the standard gravity, and f is the Boussinesq buoyancy term. 

The result of these simulations is detailed in the SI. λ-DNA is often used as flow tracer 

because it follows the streamlines at steady state. However, in the presence of 

temperature gradients, their velocity needs to be corrected for thermal drift [6]. 

Thermophoresis is the movement of particles induced by temperature gradients, as 

expressed in equation (5.4). After correcting the flow streamlines for thermophoresis, 

we obtain actual pathlines followed by DNA molecules. As can be seen, the pathlines 

avoid the resonator and the region behind it is depleted (Fig. 5.2 and SI). Also 

importantly, the pathlines feature stop-points behind the resonator where the λ-DNA is 

trapped due to the opposition of the thermal drift and the fluid flow. This effect was 

demonstrated as a molecule trap by Duhr et al. [17]. The peculiar accumulation and 

depletion are best expressed in terms of concentration profile. The steady state 

concentration profile was computed as the solution of the convection-diffusion 

equations (5.5) corrected for thermophoretic flow: 

 ,TD T  Tu       (5.4) 

   0.c D c    Tu u     (5.5) 

Here, c is the concentration, u the velocity profile imported from the Navier-Stokes 

solution, uT is the thermophoretic flow, and D and DT are the diffusion coefficients 
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and the thermophoretic coefficient (0.8 μm
2 

s
-1

  and 0.9 μm
2 

s
-1 

K
-1

 respectively 

measured for 48 kbp λ-DNA in 1 mM Tris at 20°C by Duhr et al. [6]). 

 

 

 FIGURE 5.2. Times steps showing λ-DNA transport near the optical resonator (bright 

central light). White arrow represents the direction of the flow. Flow rate is 12500 

μm
3
/s. One molecule contours the photonic crystal (yellow online), while one is 

thermally trapped. Scale: 50 µm. 

 

Experimentally, the concentration profile was measured from flowing λ-DNA (Fig. 

5.2) in 1 mM Tris, 1 mM NaCl, buffer at 12500 μm
3
/s around a 1D photonic crystal 

resonator that was excited at the resonant frequency. The time-integrated intensity at 

each pixel was related to the concentration profiles under an ergodic assumption. A 

comparison of the experimental concentration profile with the numerical result is 

presented in Fig. 5.3. The concentration profile is shown to be consistent with 

simulations.  In particular, as predicted from the simulation, the concentration profile 

exhibits an accumulation region in front of the resonator. Both numerically and 

experimentally, we observe a 3-fold increase (cexp/c0 = 3.2 ∓ 0.28, cnum/c0 = 2.9) of the 
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concentration at the thermal trap. A depletion region behind the resonator is also 

visible experimentally and numerically (cexp/c0 = 0.87 ∓ 0.05, cnum/c0 = 0.7, 25 

micrometers behind the resonator). Differences between the calculated profile and the 

experimental profile are accounted for by the experimental method (background 

fluorescence from molecules out of focus, averaging in the Z direction over the depth 

of field, and variations in flow speed and coupled power) and by the numerical 

assumption that the thermophoretic coefficient is temperature independent [18]. As the 

thermophoretic coefficients tend to increase with temperature, a higher than calculated 

accumulation was to be expected. It is important to note that although there is an 

accumulation in advance of the resonator, this effect significantly reduces species 

transport to the electromagnetic hotspot.  It would therefore negatively impact 

biomolecular sensing and optical trapping. 

 

 

FIGURE 5.3.  (a) Numerical (b) and experimental concentration profile in the vicinity 

of a PC resonator with a central hole. Power input is 10 ± 1 mW, and the flow is 

oriented top down at 12500 μm
3
/s. The red spot corresponds to the thermophoretic 

trap due to opposed thermal and convective flows. Black lines: feeding waveguides. 

Black arrow represents the direction of the flow. Scale bars: 25 μm. 
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In the presence of thermal effects and drag forces, the free energy is evaluated by the 

means of equation (5.6) wherever the local equilibrium condition  
1

TT a D D


    

is met [6], with a the hydrodynamic radius (SI).  

 
( )

0
B

F
k Tc c e




r

r       (5.6) 

In this equation c is the steady state concentration, c0 is the bulk concentration, F(r) 

and kBT are the total free energy and the thermal energy fluctuation at the position r 

respectively. As seen in the concentration profile, this thermo-chemical free energy 

leads to a minimum where molecules accumulate (Fig 5.4b). At the resonator, the free 

energy is the highest for molecules with positive thermophoretic coefficient, such as λ-

DNA, which are therefore repelled. To this free energy, we must add the 

electromagnetic potential created by the photonic trap. The electromagnetic hotspot is 

the global minimum of the potential energy and therefore a stable position for 

molecules. The thermo-chemical free energy barrier is as high as 12 kBT for 10mW of 

power input and spans a few micrometers range whereas the electromagnetic potential 

well is very deep in comparison (thousands of kBT) but spanning a range of few 

hundred nanometers. The resulting superposition is sketched in Fig. 5.4(a,b). The 

absolute minimum of the potential energy, the electromagnetic well, is surrounded by 

a free energy barrier. The metastable minimum, which is the thermal accumulation 

point, is accessible to the molecules of the solution as it is not surrounded by a 

potential barrier. Last, entropic free energies should be added when confining 

macromolecules in small spaces [19], but have been ignored here when compared to 
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the electromagnetic potential. Flow drag tends to pull particles out of the trap but is 

also negligible for traps of hundreds of kBT [5]. 

 

 

FIGURE 5.4. (a) Sketch of the superposition of the free energy resulting from the 

thermodiffusion and the electromagnetic well. (b-d) Numerical estimations along the 

flow direction (Y direction, horizontal scale: -50 μm to 50 μm, volumetric flow rate 

12500 μm
3
/s) for 10mW of power input. The legend in (b) applies to (c-d) as well. (b) 

Free energy diagram in kBT units. At the resonator, the electromagnetic potential well 

is added to the free energy. The EM potential well is much deeper than the free energy 

barrier but spans a smaller region. The potential barrier is about 12 kBT. The arrow 

represents the flow direction. Grey area represents the region where the local 

equilibrium criteria is not met, hence the free energy expansion (equation 5.6) is less 

accurate (SI). (c) Concentration profile. Even with no superimposed flow, we notice a 

small accumulation in the vicinity of the resonator. This is the result of the buoyancy 

induced convective flow (SI and [20]). (d) Diffusion rate estimated from the energy 

barrier through (5.7). At the resonator, the rate is 1/300000 times the average diffusion 

time. 

 

In the steady state, the concentration profile is related to the energy profile by the 

Boltzmann distribution (5.6), where the two metastable states are populated (Fig. 

5.4c). The depth of the electromagnetic well is weakly affected by the free energy, 

therefore the trapping remains very stable and steady state population of the optical 

trap should remain high. In the presence of the thermal field, the optical trap is now 
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surrounded by an energy barrier. The reaction rate theory provides valuable 

information about the dynamical picture. Reaction rates theory relates the energy 

barrier in the context of reaction kinetics [21] to the reaction rate as first explained by 

Kramers and seen in equation (5.7). 

 
( )

02 B

F
k Tk k e




r

r          (5.7) 

Here, k is the trap/escape rate, k0 is the reference trap/escape rate, and ΔF is the energy 

barrier. The 2π factor comes from the integration over the upper half sphere. For a 

molecule to be trapped optically, it first needs to tunnel through the energy barrier, 

leading to a very low trap rate (Fig. 5.4d). In trapping experiments, for molecules with 

high thermophoretic coefficient, the average trapping time is evaluated as the inverse 

of the trapping rate. From 5(d), the average time for a molecule to diffuse into the 

optical trap is 300,000 times longer than to be thermally trapped. The energy barrier’s 

height was numerically found to be proportional to the factor STPin. The Soret 

coefficient ST is defined as the ratio of DT/D. The term Pin is the laser power input. By 

linearity of the wave and heat equations, the temperature increase is proportional to 

the power input as long as heat conduction dominates convection. Under this condition 

and as long as the Soret coefficient can be considered to be independent of 

temperature, the former result holds. This result is intuitive from an energy standpoint 

when the local equilibrium condition is met. 

 

In conclusion, we have studied the effect of heat generation on the transport of solutes 

to an optical resonator. Thermophoresis was found to play an important role in particle 
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transport near the resonator significantly reducing the local concentration at the 

electromagnetic hot-spot, thereby negatively affecting the performance of these 

devices as biomolecular sensors. These effects were further explained in 

thermodynamic terms using the formalism of reaction kinetics. These results should 

pave the way for new designs of optofluidic nanotweezers and biosensors that will 

avoid thermal effects or take advantage of them. 
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CHAPTER 6 

 

EXPERIMENTAL ESTIMATION OF TEMPERATURE AND DNA TRANSPORT  

 

 

This chapter is contains the supplementary information submitted with “DNA 

DELIVERY AND TRANSPORT IN THERMAL GRADIENTS NEAR 

OPTOFLUIDIC RESONATORS” as well as other methods unpublished. 

 

6.1 Experimental setup 

The experimental setup consists of a tunable fiber laser (tuning range: 1520 – 1620 

nm) which signal is amplified through an EDFA and polarized through a paddle 

polarizer. The fiber output is a tapered fiber coupled to the chip with an inversed 

nanotaper [44]. The tapered fiber is mounted on a translation stage to facilitate 

coupling. The light out of the chip is coupled through a lense to a power meter. The 

microfluidic chip consists of a PDMS channel plasma bonded to the photonic chip so 

that the orientation of the waveguides is orthogonal to the flow. The fluid-flow is 

controlled with a syringe pump. The opto-fluidic chip is placed on a 

translation/rotation stage below an upright epifluorescent microscope. 
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FIGURE 6.1. Schematic view of the experimental setup. The solid lines represent the 

laser light path outside the path. Dashed lines represent the flow path outside the chip. 

 

 

6.2 Measurement of the temperature 

Experimentally, temperature sensitive fluorescent dye Rhodamine B was used to 

measure the temperature 2 microns above the resonator. The quantum yield of 

rhodamine B is temperature dependent and has been well characterized[45]. A 50μM 

solution of Rhodamine B in carbonate buffer (pH 9.6) allows a good characterization 

of temperature changes at room temperature. This method is very effective for 

measuring temperature changes in situ, although the resolution is limited by the 

imaging technique (spatial resolution), by the bleaching (temperature resolution), and 

by the thermophoresis of the rhodamine dye, which effects were accounted for[45]. 

Because of the finite depth of field of our setup (1.3 μm to 3 μm depending on the 

objective used), the measured light intensity is the result of an averaging over different 

heights in the channel. We compare the measured temperature to the vertical average 
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of its numerical estimation. Furthermore, the solid parts of the chip do not contribute 

to the fluorescent measurement so we performed the measurement 2 micrometers 

above the resonator. The good agreement between experimental data and the corrected 

numerical estimation validates our modeling. We infer that the maximal temperature 

increase under 10mW of power input is as high as 50K. 

 

6.3 Temperature distribution for resonators with or without a central hole 

Two types of resonators were characterized in this study. Both consist of evanescently 

coupled 1D photonic crystal resonators, periodic arrays of circular holes in a 450 nm 

wide silicon beam. The periodicity (390 nm) and the hole radius (100 nm) is the same 

for both. The difference lies in the cavity. For one of them, the cavity consists of a 590 

nm separation between two holes. For the other one, the cavity consists of 980 nm 

separation between two holes and the addition of a 50 nm radius hole at the center. In 

the central hole, the superposition of the evanescent fields results in a very high field 

intensity in the water. In the cavity without the central hole, the field is the highest in 

the silicon bulk. At the resonator, the temperature profiles are different because of the 

difference on volumetric heat production. 

Further away from the resonators (1 micrometer above), the distribution of the 

temperature is averaged by the diffusion process and the profiles of the two types of 

resonators are no longer differentiable. 

 

6.4 Analytical estimation of the heat produced by the optofluidic resonator 

The total heat produced H can be expressed as 
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2Im( )
2

H E dV


        (6.1) 

 

With ω the light frequency, ε the permittivity, and E the electric field. We can rewrite 

H in simpler terms assuming only water absorbs the electromagnetic energy:  
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2 Re( )

water
eff

water

H fV E





     (6.2) 

Where Veff is the field volume, and where we introduced the fraction of the field in 

water 
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Approximating the circulating intensity to be proportional to Q/V (it is not an 

approximation is the case of circulating wave resonators), we finally show the 

proportionality: 

Im( )

Re( )

water

water

H f Q





        (6.3) 

In these equations Veff is the mode volume and Q is the quality factor of the cavity.  

 

This relation points out the most important factors contributing to heat production and 

quantifies their impacts. Developing new optical traps, one desires to minimize the 

heat produced while keeping the optical force high. The increase of the trapping force 

is often related to an increase of the field intensity and a better confinement (Q/V). 

One should therefore change f or the absorption coefficient in order to reduce losses to 
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heat. Reducing f is difficult in practice because of the evanescent field. In the case of 

the resonator, the contribution to the heat of the central hole was 10% of the total heat. 

Although the field is higher in the central hole, it spans a very small region. The most 

efficient way to decrease the heat produced is to reduce the absorption coefficient, 

which can be achieved either by changing the medium (for example heavy water has a 

similar refractive index but its absorption coefficient is only ε’’=1.25e-5 [46]) or the 

wavelength (water has a transparency window in the visible light). 

 

6.5 Flow and transport. 

The flow dynamics of the microfluidic channel in the presence of buoyancy forces 

were numerically calculated. The simulations consisted of Finite Element Method 

numerical solutions to the stationary imcompressible Navier-Stokes equations. The 

Boussinesq approximation was used to include buoyancy. 

  2u u p u f           (6.4) 

0( ( ) ( ))f g T T        (6.5) 

In these equations, u is the flow speed, p the pressure, ρ and µ are the density and 

viscosity of water, g is the standard gravity, and f is the Boussinescq buoyancy term. 

Although the temperature increase is as high as 50K (17% increase of the bulk 

temperature). The applicability of the Boussinesq approximation is provided by the 

low Grashoff and Rayleigh numbers calculated for a 20 micrometers high channel. 
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Where β is the thermal expansion coefficient, Tm and T0 are the maximum and bulk 
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temperatures, D is the hydraulic diameter, ν is the kinematic viscosity, and α is the 

thermal diffusivity. Because the fluidic system is a microfluidic device, they are both 

found to be extremely low (Gr<10
-3

 and Ra~10
-3

), in which regime the approximation 

is justified [47]. 

 

From these simulations we extract the flow streamlines for several flow speeds. We 

find that eddies, with currents up to 100s of nanometers per second as seen in Fig. 

6.2a, can occur due to the temperature increase in the absence of flow, agreeing with 

recently published results [48]. The usual flow speeds used experimentally (on the 

order of 1 μm/s) are too high to allow for the apparition of eddies. Instead, the flow 

lines near the resonator seem to be pinched around it (see Fig 6.2b). This is the result 

of the superposition of eddies with the Poiseuille flow profile. Physically, the water at 

the warm spot is pushed upwards by the buoyancy forces because its density is lower 

at higher temperatures. The depletion in water leads to an effective “negative 

pressure” that attracts the incoming streamlines. In the absence of other effects, solutes 

should therefore be more likely to hover above the optical trap than without thermal 

effects. 
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FIGURE 6.2. Buoyancy forces on the microfluidic flow. (a) Numerical solution (2D) 

for a 80K temperature increase and 0.1 μm/s flow. (b) Numerical solution (3D) for a 

resonator in a microchannel geometry with a 57K temperature increase and 1 μm/s 

flow. The flow lines are pinched around the resonator. Arrow represents the flow 

direction. 

 

The solutes do not follow the flow lines but seem to avoid the resonator. The 

explanation lies in the thermal migration of the λ-DNA molecules. Solutes follow the 

pathlines dictated by thermophoresis. These were calculated from the numerical 

solution to the Navier-Stokes equation by computing the streamlines corrected for 

thermophoresis u + uT, as seen in FIG 3. 

The case of λ-DNA is of particular interest not only because of its possible 

applications experimentally, but also because the thermal migration of λ-DNA has 

been well characterized [49]. 
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FIGURE 6.3. Correction for thermophoresis. (a) Numerical solution (3D) for a 

resonator in a microchannel geometry with a 57K temperature increase and 1 μm/s 

flow, corrected for thermophoresis. The path lines are no longer pinched around the 

resonator but instead we observe thermophoretic trapping and a depleted region 

behind the resonator. (b) instant shot from attached video showing the trapping and the 

depleted region. Arrow represents the flow direction. 

 

6.6 Free energy expansion 

It is an ongoing debate in the thermophoresis field when and how much a local 

equilibrium picture describes the thermophoretic events. This work is not intended to 

resolve this discussion and the free energy is calculated as a mean to compare 

thermophoretic effects on other physical phenomena (the electromagnetic potential, 

drag forces, and entropic forces). This point of view is the only one allowing for a 

quantitative comparison although it is not universally valid. Additionally, time 
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dependant parameters are extracted from this steady state picture thanks to the use of 

Kramers’ relation. To the best of our knowledge, this has not been done previously. 

Duhr et. al derive the condition  
1

TT a S


    to mark the domain of validity of the 

local equilibrium approximation [50].  It is therefore clear that depending on the 

optical system, on the amount of heat produced, and on the molecules/species 

involved, the approximation can hold or not. In our experiment, for 48 kbp λ-DNA the 

approximation only holds for molecules 4 micrometers away from the resonator. The 

calculation of the free energy is therefore less accurate in the near vicinity of the 

resonator. 

For the sake of consistency the numerical results in Fig. 4 were performed for the 

same system as in the experiment presented albeit not in local equilibrium everywhere. 

The conclusions from these calculations are easily applied to slight variations of the 

system: An optical trap with a power input of 1 mW should be able to trap the λ-DNA 

molecules while being in local equilibrium everywhere. 

 

6.7 Concentration measurement 

In single or few molecules experiments, measuring concentrations is challenging 

because there aren’t enough molecules for the usual continuous assumptions to hold. It 

is to say that it is not possible to measure that there are twice as many molecules in 

one spot as compared to another because there might only be one molecule in the field 

of view. It is possible however to keep track of the few molecules in the field of view 

and count where they spend the most of their time. We therefore get a map of how 

much time each molecule spent at each spot. We can directly count the amount of time 
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spent by molecules at each spot with fluorescent microscopy. Under an ergodic 

assumption, averaging the amount of time spent by molecules at each spot will be 

proportional to the concentration. 

In a fluorescence experiment, we record the fluorescent signal from molecules in the 

field of view over time. In post processing, we can integrate the intensity of the light 

hitting each pixel over the duration of the video. At any time, the intensity of each 

pixel is proportional to the number of fluorophores at that position. The result of the 

integration provides us with a quantity proportional to the integral of the concentration 

over time.  

More precisely after averaging, we expect to obtain at each pixel an estimation of the 

quantity: 

0

1
( )

T

pixelC c t dt
T

               (6.6) 

In one dimension we can input the usual time dependence of the concentration and see 

that this expression converges to the steady state concentration as T increases: 
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            (6.7) 

To refine this calculation, one needs to take into account the background illumination 

and the saturation. The background illumination can be taken care of by subtracting 

the background image (the image when no molecule is present under the same 

visualization conditions). It is also necessary to set the contrast and acquisition times 

large enough to prevent saturation, or reduce the concentration of the fluorophores. 
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6.8 Measurement of temperature in a diffraction limited microscope 

In a microscope setup, the camera’s CCD is in the image plane of the microscope and 

coupled to the focus plane. Each pixel is coupled with a volume in the object plane 

that is related to the magnification of the microscope and to the depth of focus. This 

coupling affects signal to background ratio when measuring fine features as has been 

witnessed by single molecule experimentalists over the years.  The intensity recorded 

by a single pixel is the convolution of the signal with the conjugate volume 

characteristic function resulting in an averaging of the signal over the conjugate 

volume. Additionally, on should add that the image is also a convolution with the 

point spread function (usually an Airy disk) of the setup which we ignore here. 

1
( ) ( ) ( )

pixel

Vall space V

I
s r r dV s r dV

V V
         (6.8) 

In this equation V  is the conjugate volume to the pixel, s is the signal, and 
V

  denotes 

the characteristic function of the conjugate volume. 

 

 

 

 

 

 

 

FIGURE 6.4 Field of view-field of focus illustration 
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In our trapping setup, the effective size of the pixels is 8.47μm (H) x 6.6μm (V). The 

third dimension in the conjugate volume is the depth of field that is defined as the 

maximum axial separation of two points in focus at the same time. Several criteria 

have been adopted to determine this distance. The most commonly employed related 

the field of view dtot  of the objective to the numerical aperture NA, the immersion 

refractive index n, the magnification M, the wavelength λ, and the resolution e by the 

formula: 

2

totd e

n NA M NA


 


                (6.9) 

For our setup with the 40x objective (Olympus LUCPlanFLN), we can take the depth 

of field to be 1μm consistently with the literature[51]. 

This eventually leads to a conjugate volume of dimensions 212nm (H) x 165nm (V) x 

1.3μm (Z) in the object space for an effective pixel.  

As a result, in a temperature measurement, the computed temperature in each pixel is 

the average of the temperatures over the conjugate volume. This is true because the 

temperature measurement is a linear operator between the intensity space and the 

temperature range. 

 
1

( ) ( )pixel pixel pixel
V

T T E I E T I T r dV
V

                   (6.10) 

From the heat simulations we can predict the temperature increase and compare the 

average temperatures to the measured temperatures. 
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CHAPTER 7 

 

OPTO-MECHANICAL CHEMISTRY 

 

 

The behaviour of molecules in solution is governed by energy barriers, potential 

wells, and stochastic events
1
. In particular, chemical reactions are often described 

in terms of a reaction energy diagram along a reaction coordinate. 

Electromagnetic potentials can add to these energy landscapes through their 

energy density without affecting other local potentials. Evanescent field can add 

energy barriers and potential wells that span only tens of nanometers
2
 and have 

been used for the purpose of trapping molecules
3
. Doing so along a reaction 

coordinate would therefore modify the chemical reaction profoundly by favoring 

one reaction coordinate over another, and raising or lowering activation energies. 

Here we show that the adsorption reaction of proteins onto carbon nanotubes can 

be controlled with opto-mechanical forces. In the case of the adsorption reaction, 

the reaction coordinate is the distance from the molecule to the substrate, and the 

reaction energy diagram is modeled through the Derjaguin Landau Verwey 

Overbeek theory
4
 and is then extended to account for the mechanical effects of 

the electromagnetic field. Experimentally, 1550nm laser light is delivered 

through silicon waveguides to multi-walled carbon nanotubes where the local 

electric field intensity is amplified because of their metallic structure. The 

adsorption of immunoglobulin proteins onto the nanotubes is shown to occur 
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only when the optical power is above a certain threshold, implying that the 

chemical reaction is opto-mechanically controlled. Our technique offers a new 

way to control molecules in chemical reactions that fundamentally differs from 

the current paradigms and is part of the emerging techniques allowing novel 

forms of interactions with molecules
5,6

. 

In energetic terms, reactions are described by energy diagrams that reflect the change 

in free energy along an abstractly defined reaction coordinate. Catalytic processes are 

aimed at changing this diagram by introducing a catalyst as a reaction intermediate 

that changes the reaction pathway
7
. Providing bulk energy to the reactants and 

deforming molecules through mechanical processes can also have a catalytic action 

while requiring specific molecular groups usually on polymers
8,9

, mechanical 

processes have also been used to probe structures of molecules and bonds
10,11

. Light, 

and electro-magnetism in general, have also been used to provide energy to certain 

reactions
12

 or even to dope catalysts
13

 without requiring a physical presence in the 

solution. Very few methods can alter the energy reaction diagram without introducing 

a catalyst or providing energy as bulk kinetic energy, which either requires specific 

chemical groups
14

 or can cause undesired reactions to also be accelerated
15

 and 

eventually decrease the chemical efficiency.  

In this work, we demonstrate a novel approach that uses light-mediated mechanical 

forces to locally modify the energy reaction diagram along the reaction coordinate. 

The technique relies on optical gradient forces acting on biomolecules in solution and 

on the adsorption of these molecules to hydrophobic surfaces. The exploitation of light 

to affect the motion of micrometer to nanometer scale particles was first pioneered by 
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Ashkin when he invented optical tweezers in 1986
16

. Since then, the optical gradient 

force has found numerous applications in physics
17

 and biology
18

. Efforts to trap 

smaller molecules in solution have led to the recent development of molecular 

tweezers
19,20

 which allows proteins to be trapped by nano-optics and nano-photonics 

structures.  

 

FIGURE 7.1. Schematics of the experiment and setup. (a) Application of an 

electromagnetic potential onto a spherical molecule to overcome the energy barrier in 

the energy reaction diagram. Black curve: reaction energy diagram. Red curve: optical 

potential. The large sphere represents the target molecule, the filled spheres represent 

molecules already at the surface of the substrate. Ions, here positive, are present at the 

surface of the molecules. (b) Schematic representation of the setup. The chip is 

composed a silicon waveguide on a 3 μm SiO2, 500 μm Si wafer. A microfluidic 

channel is mounted on top with parafilm walls and a coverslip on top. The setup is 

mounted on an upright microscope stage equipped with a low light camera.  

 

The present demonstration of opto-mechanical chemistry modifies the adsorption of 

different forms of immunoglobulin proteins (Ig) to carbon nanotubes (CNTs). Multi-

wall CNTs offer proteins a surface onto which they can adsorb when in sufficient 

proximity, and also exhibit metallic properties which can expand and enhance 

electromagnetic fields
21

. The reaction coordinate for the adsorption reaction is the 

distance between the two molecules, the same axis along which the optical gradient 
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force acts. The mechanical action of light enables the surface immobilization by 

helping the molecules overcome the energy barriers along the reaction pathway. In the 

absence of the light, the adsorption of the protein is prevented by double layer 

repulsion and by the presence of surfactant and blocking molecules at the surface of 

the CNTs. To our knowledge, this is the first demonstration of a bias of the reaction 

pathway along a controled reaction coordinate, it is achieved by providing energy to 

the reaction in the form of potential energy in contrast with other methods that provide 

kinetic energy to molecules
8
. 

The reaction diagram was analytically modeled with an extended Derjaguin-Landau-

Verwey-Overbeek (DLVO) theory for simplicity, despite some of its known 

shortcomings
22

. The model equation (1) with its extension to include hydrophobic 

interactions between two hydrophobic molecules (a sphere and a cylinder) reads
23,24

: 

                          
  

 
 

   
   

  
    

 
 

                                (1)                                        

In this equation R is the gas constant, kB is the Boltzmann constant, T is the 

temperature, c0 is the bulk ionic concentration, λD is the Debye length calculated as 

    
   

    
 where ε is the buffer permittivity and F is the Faraday constant, z is the 

distance between the molecules, A is the Hamaker constant, Rp is the radius of the 

protein, Ch and D0 are parameters in the hydrophobic extension of the theory, and γ0,p 

and γ0,CNT are the surface charge densities of protein and CNTs respectively. A further 

assumption was used in this equation using the constant surface potential condition
25

.  

The DLVO theory was further extended in equation (2) to include the effects of the 

file:///C:/Users/Xavier2/Documents/New-2013/OptoMechacnicalChemistry130724_xs.docx%23_ENREF_8
file:///C:/Users/Xavier2/Documents/New-2013/OptoMechacnicalChemistry130724_xs.docx%23_ENREF_22
file:///C:/Users/Xavier2/Documents/New-2013/OptoMechacnicalChemistry130724_xs.docx%23_ENREF_23
file:///C:/Users/Xavier2/Documents/New-2013/OptoMechacnicalChemistry130724_xs.docx%23_ENREF_24
file:///C:/Users/Xavier2/Documents/New-2013/OptoMechacnicalChemistry130724_xs.docx%23_ENREF_25


 

92 

surfactant molecule and the mechanical action of light. Along the reaction coordinate, 

the energy diagram now reads: 

        
 

   
    

  
 

 

                                                    (2) 

where α is the polarizability of the protein, Lev is the evanescent field length, E0 is the 

electromagnetic field strength, ST is the Soret coefficient of the protein, N is the 

number of surfactant molecules that the protein needs to remove in order to dock on 

the nanotube, EA is the activation energy required to remove the surfactant molecule, χ 

is a Heaviside step function supported where the surfactant molecule resides.  The 

second term of the equation is the electromagnetic potential well arising from the 

gradient force, and the third term corresponds to the thermophoretic effect
26

. The last 

term is introduced here and intended to model the presence of surfactant and blocking 

buffer molecules at the nanotube surface which are used in both dispersing the 

nanotubes in solution and  preventing non-specific adsorption.  

Experimentally, a silicon waveguide is used to transport the 1550 nm laser light to the 

nanotube. The light from the waveguide evanescently couples to the carbon nanotubes 

where it is amplified. Similar schemes taking advantage of locally amplified light 

geometries have been used to trap nanoparticles and molecules
19,20

. In the present 

work, the resulting electromagnetic potential well along the reaction coordinate 

superimposes to the energy diagram and profoundly changes the chemical reaction as 

shown in Fig. 1a. A schematic view of the experimental setup is presented in Fig. 1b. 

The threshold power at which the adsorption starts is measured experimentally by 

observing the adsorption of the fluorescently tagged molecules and is taken to 

represent the height of the energy barrier in the DLVO theory. The opto-mechanical 
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adsorption of fluorescently tagged IgM proteins onto CNTs is presented in Fig. 2. 

Prior to each experiment, carbon nanotubes were first immobilized on the silicon 

waveguides and exposed to blocking buffer (StartingBlock TBS or SEA Block, Sigma 

Aldrich) for two hours. A dilution of 0.5 µg/ml of Alexa 488 conjugated IgM proteins 

in Phosphate Buffered Saline (0.1x PBS, 0.5% Tween 20) was prepared prior to each 

experiment.   Time-lapse fluorescent images of the nanotubes in the IgM solution were 

captured in one minute intervals to slow bleaching. At the beginning of the 

experiment, no background fluorescence is visible indicating that few to no IgM 

molecule is adsorbed on the nanotube’s surface as visible in Fig. 2a. The input laser 

power is increased by approximately 10 minutes steps and no adsorption is observed 

until it reaches the threshold power, as shown in Fig. 2a-d. The readout power of the 

1550 nm light out of the chip is recorded at the output of the chip and the fluorescent 

intensity is recorded with a low light camera. The traces of the readout power and of 

the fluorescent signal are plotted in Fig. 2e as a function of time for two experiments 

in PBS 1X (brown and red) and two in PBS 0.1X (blue and navy). The colored dots 

represent the measured fluorescent intensity and the dashed lines are the power trace 

throughout the experiments. The steady state intensity, measured at the end of each 

power step, is also plotted in Fig. 2f as a function of the input power demonstrating 

that the adsorption only begins after the power reached a certain power threshold. The 

measured rate obtained from the steady states is also plotted in inset of Fig. 2f.  
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FIGURE 7.2. Aggregation of Alexa Fluor 488-conjugated immunoglobulins M on a 

nanotube observed under fluorescence microscopy. (a-d) Fluorescent images before 

(a) and after (b-d) reaching the power threshold for adorption. The bright spot is the 

aggregate. Each image is taken reaching steady state at the input power. (e) Plot of the 

measured fluorescent intensity for two data sets in PBS 0.1X (blue and navy dots) and 

two data sets in PBS 1X (red and brown dots). Dotted lines at the bottom correspond 

represent the normalized power output. (f) Plot of the steady state intensity as a 

function of coupled power for the same data sets as in (e). Inset: Rate of adsorption at 

each power step. 

 

The measured threshold power depends on the coupling from the fiber to the 

waveguide and from the waveguide to the CNT which can vary from experiment to 

experiment. The measured powers are normalized by the power necessary to bring the 

temperature up from bulk temperature to boiling temperature because boiling always 

occurs at a given power density coupled in the carbon nanotube. Linearity of the heat 

and electromagnetic equations allow for such normalization. It therefore allows for 

direct comparison of experiments regardless of the coupling conditions.  
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FIGURE 7.3. (a) Measured power threshold for accumulation as a function of the 

Debye length of the buffer (colored dots) and estimate of the energy barrier height 

from the DLVO model (dashed line). Qualitative agreement is observed for Debye 

lengths above 0.7 nm corresponding to PBS 1X and dilutions. Error bars account 

deviations in measurements and uncertainty related to the experimental method.  (b) 

Measured power threshold for accumulation as a function of the molecular weight of 

the immunoglobulin species used (colored dots). The solid line presents the expected 

power threshold in the case where the potential barrier is the same across species. 

Error bars account for the dispersion of the measurements to which an additional 5% 

was added to account for the accuracy of the measurement method. 

 

The effect of the Debye length in the buffer on the activation energy of the adsorption 

reaction was measured. The Debye length was manipulated through dilutions of the 

PBS buffer.  The power threshold at which the adsorption begins was recorded and is 

plotted in Fig. 3a as a function of the Debye length of the buffer for experiments with 

two polarizations (green and red) along with the fitted activation energy as calculated 

from DLVO theory for different ionic strengths in solid curve. According to Equation 

(1), towards higher ionic strengths, or lower Debye lengths, the activation energy of 

the adsorption reaction should decrease due to dispersion forces. The necessary 

applied electromagnetic potential to overcome the activation energy and drive the 

reaction in Equation (2) should therefore decrease as well. Ignoring the effects of 
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thermophoresis, the input optical power threshold is expected to map the activation 

energy from Equation (1). The activation energy is in qualitative agreement with the 

DLVO model used here at low Debye lengths. Differences between the measured 

barrier height and the DLVO fit, particularly at higher Debye lengths, are attributed to 

the failure of the constant surface potential assumption and to changes in surface 

potential resulting from changes in pH
27

. The energy barrier was also measured for 

different immunoglobulin proteins as presented in Fig 3b. Equation (2) indicates that 

the potential well depth is proportional to the polarizability, α, of the molecule which 

in turn scales with the mass assuming a similar chemical composition. It is to be 

expected that more optical power is necessary to overcome the same potential barrier 

for proteins with lower molecular weights. Figure 3b presents the measured power 

threshold in PBS 10x for IgG, secretory IgA, and IgM with molecular weights 160 

kDa, 385 kDa, and 970 kDa respectively. As expected, the necessary input power 

increases as the mass of the molecule decreases. The dashed curve presents the 

expected power threshold in the case where the potential barrier is the same across 

species. 

file:///C:/Users/Xavier2/Documents/New-2013/OptoMechacnicalChemistry130724_xs.docx%23_ENREF_27
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FIGURE 7.4. (a) The setup can also be used to drive reactions. Black circle: useful 

collisions in solutions are rare because of the low number of collisions and the relative 

speeds of the molecules. Green circle: in the potential well created by a metallic 

particle, trapped molecules are confined to a smaller region making rare processes 

more common and more observable. (c). Trace of the intensity of the acceptor (red 

triangles), donor (green circles), and FRET (red squares) fluorescent channels. The 

acceptor is seen to bleach while the donor and FRET remain unchanged until 

accumulation starts at which point the signals start. (c-h) ) Pseudo-color contrast 

adjusted fluorescent images before (left column) and after (right column) 

accumulation started. (c,d) Acceptor channel, TRITC filter (e,f) Donor channel, FITC 

filter set (g,h) FRET channel, FRET filter set.  

  

 

The electromagnetic potential was also used to drive a reaction between two mis-

matched immunoglobulin proteins.    By forcing the proximity between molecules, a 

Förster Resonance Energy Transfer (FRET) signal was obtained between a donor 

(Alexa Fluor 488, Life Technologies) and an acceptor (Tetramethylrhodamine 

isothiocyanate TRITC, Millipore) conjugated to a Goat Anti-Mouse IgM (Life 

Technologies) and a normal goat IgG (Millipore) respectively indicating that the 
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molecules were in a close proximity that cannot be achieved otherwise. By creating a 

high local concentration of molecules in close proximity, the corresponding increase 

in collisions can force reactions or other exchanges between molecules which are 

otherwise unlikely to occur
28

 as illustrated in Fig. 4a. The acceptor molecule was first 

immobilized on the CNT as visible in Fig 4c and a blocking buffer (StartingBlock 

TBS, Sigma Aldrich) was used overnight. Little to no background is found for the 

donor and FRET filters as seen in Fig 4e,g (some background is due to the presence of 

the blocking buffer and Tween 20). When the optical trap is activated and the donor-

conjugated IgM starts aggregating (as seen on Figure 4f), a FRET signal arises from 

the forced proximity between the donor fluorophores and the acceptor as visible in Fig 

4h. The close proximity provided by this configuration augments the chances of 

energy transfer leading to FRET.  

We demonstrated experimentally that optical gradient forces can alter chemical 

reactions by lowering selected energy barriers and affecting their energy pathways. 

They can also affect reactions by forcing proximity between molecules, as suggested 

by the FRET experiment, and could be made selective to molecular size or chirality. 

With other emerging methods, this work is part of the changing paradigm challenging 

established means of interaction with molecules
5,6

. This work opens a new venue 

towards catalysis and directed nano-assembly. It provides a way to interact with 

molecules that is entirely different to the methods currently used. It also offers a new 

approach to study molecular mechanics, to develop methods is surface sciences, to 

study reaction engineering in relation with molecular mechanics, and may provide 

file:///C:/Users/Xavier2/Documents/New-2013/OptoMechacnicalChemistry130724_xs.docx%23_ENREF_28
file:///C:/Users/Xavier2/Documents/New-2013/OptoMechacnicalChemistry130724_xs.docx%23_ENREF_5
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opportunities in studying structure-function relationship in large proteins or molecular 

clusters.  

 

7.3 Methods 

The silicon photonic waveguides were fabricated using standard Electron Beam 

lithography techniques at the Cornell Nanoscale Facility. A microfluidic channel 

consisting of a coverslip top, parafilm walls, and PDMS inlet/outlet was mounted on 

the chips prior to each experiment. Chips were cleaned overnight in Nanostrip 

(Cyantek) between experiments. The 1550 nm light from a tunable laser (ANDO 

AQ4321) was amplified (Amonics), delivered to the chip by a lensed fiber (OZ 

Optics), and brought to physical contact with the chip through end-fire coupling. The 

chip was mounted on a microscope stage equipped for bright field and epifluorescence 

(camera: Hamamatsu C4742-80-12AG). The CNT solutions were prepared by adding 

5 mg of MWCNT (Sigma-Aldrich) and 0.5% Tween 20 (Sigma-Aldrich) to 10 mL 

heavy water and sonicating before each experiment for 20 minutes. Fresh dilutions of 

PBS (Sigma-Aldrich) were also sonicated with 0.5% Tween 20 for 10 minutes prior to 

each experiment, the pH was kept between 6.8 and 7.3 to optimize IgM integrity. 

Alexa Fluor 488-conjugated IgM (Life Technologies), TRITC-conjugated IgG 

(Millipore), and FITC-conjugated sIgA (Sigma-Aldrich), were diluted to 1 μg/ml in 

PBS before each experiment. After each experiment, the boiling power was measured 

in dark field microscopy and used to normalize each power curve. 
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CHAPTER 8 

CONCLUSIONS  

 

8.1 Summary 

In this thesis, I demonstrated a novel form of control of molecules in solution. The 

methods rely on nanophotonics and nano-optics. Using light fields tailored at the 

nanoscale, I developed a tool allowing for the manipulation of nanoscale objects and 

biomolecules.  

Numerically, I found that photonic crystals could achieve record high trapping 

stiffness’s in Chapter 2. Inserting a central hole allowed to increase the trapping 

stiffness for small molecules as they are now able to interact with the full field 

intensity. Photonic crystals were also used to exert an optical torque on nanorods in 

Chapter 3. In this case, the combination of the trapping force and the torque allowed 

for a control over five out of six degrees of freedom on the nano-object which 

illustrate the tremendous level of control that photonics can exert on nano-objects. 

Realizing that water absorption in the near Infra Red would lead to significant heat, I 

characterized the heat produced by a photonic crystal resonator and studied its effect 

on molecular transport in chapter 4. I found that the heat generated could be very 

significant and could have major impacts on the operation of nanophotonic traps and 

bio-sensors. It could denature molecules that are sensitive to temperature. It could also 

affect the transport of the molecules from the bulk solution to the region of interest. 
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In chapter 6, I proposed and demonstrated a new application to the manipulation of 

molecules with nanophotonic tweezers: the manipulation of chemical reactions 

through electromagnetic potentials. I demonstrated that optical trapping forces could 

help immunoglobulin proteins to overcome activation energies in their path to 

adsorbing onto carbon nanotubes.  

 

8.2 Engineering Better Traps 

It is possible to engineer electromagnetic fields with extremely high k vector 

components along one direction. In real space, this means that it is possible to 

manufacture electromagnetic fields decaying over extremely short distances, and 

therefore engineer extremely high forces on molecules. Given that the optical trapping 

force is proportional to the gradient of the optical field, this would lead to extremely 

high trapping forces. For this reason, I am convinced that it is possible to trap 

molecules of sizes down to a few thousands of Daltons (at which point the contrast 

between the polarization of the molecule and that of the surrounding medium would 

lead to unexplored physics).  

Not only would these traps allow manipulating smaller molecules, or larger molecules 

with smaller power consumption, but extremely localized fields could act only parts of 

a molecule.  

As demonstrated in chapter 4, the other consideration in engineering better optical 

traps is the minimization of heat production, and the optimization of molecular 

transport. In the context of plasmonics, it has been shown that including a heat sink 

that lowers the temperature increase by 100-fold[18]. Realizing that relying on 
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convection rather than diffusion for the delivery of the solutes, researchers have 

proposed a solution to the delivery problem by forcing the fluid flow towards the 

optical element[51]. 

An important challenge remains untouched: the parallelization of optical trapping to 

large number of molecules. The power requirements for manipulating small molecules 

remain too high in the current methods for them to be scalable. Other engineering or 

physical solutions will need to be devised to address this challenge.  

 

8.3 The case for photonic-plasmonic hybrids 

The requirement for shorter field decay lengths is more structured materials. 

Structuring refractive indices without metals at the nanoscale is difficult because it 

usually relies on etching dielectrics which is extremely difficult when the desired 

precision is down to a few nanometers. An easier task is the deposition of materials, 

numerous methods have been developed to deposit metals with high degrees of 

accuracy and are already used to fabricate plasmonic devices[52]. Photonics, offer 

confined fields and evanescent excitations that are useful in plasmonics, are integrated 

in chips. Together, they allow for an enhancement of the light matter interaction. The 

field has recently attracted a large number of optics researchers. The work in opto-

mechanical chemistry uses such hybrids because the carbon nanotubes have a metallic 

structure. To the best of my knowledge this is the first use of such hybrids in trapping.  

I propose in APPENDIX B a possible design for improving our optical traps. It relies 

on deposited metals on a silicon nitride waveguide.  

This type of designs offers several important advantages: 
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1- They allow for the optical engineering of the hybrid optimized for obtaining 

high trapping forces. The highly successful bowtie antenna, for example, could 

be implemented on the waveguide. 

2- The metallic particles on the waveguides can be connected to metallic heat 

sinks that allow for the reduction of temperature by several orders of 

magnitude. 

3- They offer a more controllable environment than the use of the self assembled 

carbon nanotubes traps where the angle od docking of the CNT and their 

somewhat disparate properties are sources of noise in measurements. 

I propose in APPENDIX B a different possible design based on these considerations. 

 

8.4 Possible Future Direction  

When developing these methods, one of our main objectives has been to develop a 

toolset available to all engineers to approach molecules the same way one would 

approach macroscopic objects. This represents a shift from the traditional top-down, 

bottom-up paradigms in nanotechnology. In situ methods such as the ones developed 

here may help in nano-assembly. 

 

The mechanical manipulation of molecules is part of an emerging new paradigm 

allowing new approaches to chemistry. The manipulation of chemical reactions is one 

example of what is doable when in control of molecules. Other applications remain to 

be developed.  
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Among the most exciting possible applications of molecular tweezers in scientific 

studies, the following seem particularly interesting in my opinion: 

1- Observing dynamics of one, or two trapped molecules.  

2- Obtaining spectroscopic signatures from trapped single molecules, and 

eventually identifying single molecules in solution. 

3- Studying the effects of mechanical deformation on the activity of 

biomolecules. 

4- Altering reaction pathways and protein folding with optical forces. 

5- Mechanically immobilizing molecules to their lowest translational and 

rotational states. 
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APPENDIX A. FABRICATION SCHEMATICS FOR AN ON-CHIP SILICON 

PHOTONIC CRYSTAL RESONATOR FROM AN SOI WAFER 

 

FIGURE A.1 Fabrication schematics. The photonic crystal resonator was fabricated on 

a 250 nm silicon-on-insulator wafer with 3 microns of buried oxide. The waveguides 

and resonators were patterned with Electron Beam lithography using the JEOL 9300 

and an oxide resist (XR-1541), and the silicon was etched with a chlorine recipe in the 

Plasma Therm 770 (left chamber). Last, 2 to 3 microns of silicon oxide layer were 

sputtered (lift-off process) on the non-optofluidic components of the chip to protect 

the chip and reduce transmission losses. 
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APPENDIX B. PROPOSED IMPROVEMENT FOR TRAPPING SMALLER 

MOLECULES WITH LESS HEAT GENERATION. 

  

Plasmonic-photonic hybrids have proven very efficient in producing traps for 

molecules. The use of carbon nanotubes on waveguides permitted the trapping of 

proteins of sizes going down to 160 kDa but produced significant heat. To trap 160 

kDa molecules, the optical power used was also generating a 70K temperature 

increase incompatible with biology. Trapping smaller molecules should be possible 

with the same scheme but requires even more power, and therefore more heat. 

Depositing metals in place of metallic nanotubes would provide two major benefits. 

1) The size, shape, and coupling of the metallic structure can be controlled more 

accurately and more consistently which would diminish some of the noise in 

measurements observed in the chapter “Opto-Mechanical Chemistry”. 

2) The plasmonic particle can be connected to a heat sink dimishing the 

temperature rise by up to two orders of magnitude[18]. With a polarization 

scaling linearly with mass, this would allow for the trapping of down to 1.6 

kDa before reaching 70 K temperature increase making the technique 

compatible with most biomolecules. 
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FIGURE  B1. Possbile design for a plasmonic-photonic hybrid with a heat sink. The 

gray region represents the silicon dioxide substrate. The blue beam stripe is the silicon 

nitride resonator waveguide. The yellow region represents a metallic (Au, Ag) bowtie 

antenna deposited on top of the waveguide and the heat sink on the sides. 
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