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Complex networks have proven to be useful as a versatile framework for under-

standing different systems across many disciplines. This dissertation will use networks

in two different contexts for the purposes of answering a variety of questions.

The first chapter will focus on data-driven studies of scientific publishing practices.

The recent availability of large electronic publication data sets has made it possible to

perform large-scale empirical studies of science. The first section of this chapter will

discuss patterns of text re-use among articles in the arXiv, a large scientific corpus.

We show how habitual text re-use is restricted to a minority of authors, and that

articles containing large quantities of re-used text tend to be cited less frequently.

The second section of the first chapter will study the assembly of scientific co-

authorship networks. Previous studies of co-authorship networks have found topolog-

ical transitions in which co-authorship networks coalesce to form a densely connected

community. Such studies have relied on manual annotation of publishing data sets,

which has restricted their size and scope to covering only a handful of disciplines. We

overcome these limitations using techniques from natural language processing and

machine learning to generate a large population of co-authorship networks represent-

ing many different disciplines. Consistent with earlier findings, we observe a similar



global topological transition across many different scientific disciplines, suggesting

that this is a general property of the development of scientific communities.

The second chapter will use mathematical models to study the persistence of en-

demic disease in a heterogeneous population. Endemic disease occurs when infection

continues to affect a population over an extended period of time instead of dying

out following the initial outbreak. Infectious disease modeling can provide important

insights into understanding what factors contribute to the persistence of endemic dis-

ease. In particular, what role does population heterogeneity play in the persistence

of endemic disease? Since the propagation of infectious disease relies on transmis-

sion of a pathogen through direct or indirect contact, networks provide an intuitive

mathematical framework for modeling the connections between different hosts in a

population.

Here, we use the stochastic SIRS model to explore the properties of the endemic

disease state, and to understand how a population’s underlying contact network af-

fects the persistence of endemic disease. Using a combination of computer simulations

and analytical techniques, we find how different model parameters affect the proper-

ties of the endemic state. We also uncover a simple phenomenological relationship

between the statistical properties of the endemic state and the persistence lifetime

that appears to remain robust for a wide range of model parameters and contact

networks.
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CHAPTER 1

INTRODUCTION

A network is any system that may be expressed mathematically as a graph con-

sisting of nodes (vertices) and links (edges). This definition is vague, but its lack

of specificity leaves the study of networks open for applications in a wide variety of

areas. Traditionally, networks have been the focus of graph theory. The study of

“complex networks” is a more recent development, brought about by new prospects

of conducting data-driven studies of large and complicated systems. In this context,

the word “complex” is used to describe networks that lie outside the usual purview

of traditional graph theory. The networks that appear in nature are often are neither

regular nor symmetric. They are usually sparsely connected, meaning that there is a

very low density of edges connecting the different nodes. They may incorporate lots

of different modes of heterogeneity - heterogeneity by node degree, heterogeneity of

path lengths between nodes, heterogeneity in the types of edges connecting the nodes.

Complex networks may also include modular components, or communities of nodes

that connect more strongly to one another than to nodes outside. Additionally, many

naturally-occurring networks display structure across multiple scales [13, 44, 85].

Complex networks have proven to be extremely versatile as a framework for under-

standing many different systems across a wide variety of disciplines. After all, many

different academic fields, from physics to biology to sociology, involve the study of

large systems of components that interact together to produce some emergent be-

havior. Complex networks provide a generalizable, global approach to analyzing and

understanding such systems.

The use of complex networks as an analytical framework can be categorized into

two main (but not necessarily non-overlapping) categories. In the first category, the
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structure of the network is itself the object of study. To give one example, char-

acterizing how different members of a community communicate with one another

[24, 68, 103] requires knowing who it is that interacts with whom in a social network.

Using this insight, one can investigate how the structure of those interactions enable

or hinder the sharing of information within the community. To give another example,

societies depend on power grids and other infrastructure networks to operate consis-

tently. Understanding the structural properties of infrastructure networks, therefore,

is crucial for designing them to be robust so that they continue to function in the

event of component failure [29, 30, 42]. In both of these examples, understanding the

structure of the network allows one to understand how all of the different connections

between different components together enable the network’s functionality.

In the second category, the network provides a substrate for a dynamical process

[13]. Usually in this instance the network is considered as a static parameter that

defines the interactions between the different system components, while the behavior

of the dynamical process is the object of study. In this case, the question is whether

the network’s connectivity contributes in some non-trivial way to the outcome of the

dynamical process. For example, models for consensus formation, such as the voter

model, have been explored on networks for the purposes of investigating how network

structure influences a community’s ability to reach an agreement [95].

This dissertation focuses on the use of complex networks as frameworks for under-

standing two very different problems: analyzing collaborative communities of scien-

tific researchers, and incorporating interaction heterogeneity into models of infectious

disease dynamics. The first chapter will focus on data-driven studies of scientific pub-

lishing practices. The first section will explore patterns of text re-use among authors

who submit articles to the arXiv. The second section will characterize the network
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structure of communities of scientific collaborators, showing how co-authorship net-

works assemble and evolve over time. In both cases, network analysis will provide

insight into the global patterns of how authors and articles connect to one another.

The second chapter will discuss the persistence of endemic disease in heterogeneous

communities. Infectious disease modeling represents the transfer of infection between

hosts in a population using dynamical models. In this chapter, networks will be

used to mathematically represent the heterogeneous connections between the different

hosts. This makes it possible to explore the question of how a contact network’s

structure affects the persistence of endemic disease.
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CHAPTER 2

DATA-DRIVEN STUDIES OF SCIENTIFIC PUBLISHING

2.1 Introduction

The sociological study of science explores questions of how individual researchers

interact with, compete with, and collaborate with one another in order to make

scientific advances [40]. Scientific progress relies on the dissemination of knowledge

of discoveries, methods, and theories through the research community. One example

of this is the adoption of the use of Feynman diagrams as a method for calculation by

the particle physics community. Without the strong social ties between colleagues,

mentors, and students, it would have been very difficult for such a tool to come into

general use [61]. The importance of such social ties, and how they support the spread

of ideas and information, suggests that networks may be useful for understanding

how the scientific community operates.

Indeed, networks have become an important framework for studying science. One

of the earliest examples of using networks to understand the practice of science was

undertaken by de Solla Price in 1965, who drew from a painstakingly indexed data

set of more than a million citations between articles in the field of genetics [47]. de

Solla Price explicitly outlined a network representation for how new articles cite older

articles from related fields. He used the citation network to document an exponentially

decreasing distribution in the number of citations an article receives, as well as the

apparent exponential decrease in the number of times older articles are cited compared

to newer articles. Given the relative importance of recently published articles, de Solla

price came to the conclusion that an “alerting service” that would disseminate news

of important articles would be of assistance to mid-century scientists [39].
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The introduction of electronic publishing and online repositories of scientific ar-

ticles has enabled large-scale studies of scientific research practices. Not only do the

venues for electronic publishing act as an important resource for scientific researchers,

but also they themselves act as data sets for studies of science [23, 25, 49, 99]. With-

out these data sets, such studies would require painstaking and time-consuming work

by researchers to sort through and categorize millions of existing scientific articles and

their relationships to one another. Such demanding labor requirements would make it

impractical to pursue an empirical understanding of the practices and research output

of the scientific community.

Electronic publishing has greatly expanded the possibilities for empirical studies

of the sociological aspects of science. It is now possible to trace many different

sorts of connections and relationships that exist between different scientific articles,

researchers, and academic institutions. For example, a co-authorship network may

be used to describe the relationships between authors who have collaborated together

on one or more articles. Generally, co-authorship networks use nodes to represent

authors and links to represent collaborations between pairs of authors, but one may

also use a bipartite author-article network in which author nodes link to articles

they have written and article nodes link to their authors. Co-authorship networks

reflect social reality, as the creation of a link only appears of two authors have worked

together and produced at least one scientific article [83, 84].

The static properties of co-authorship networks have been described in great de-

tail. Measurements of the degree distributions of numbers of authors per paper,

number of papers per author, or total number of collaborators per author in these

networks reflect the typical sizes of scientific collaborations. The size of the largest

connected component represents the extent to which a community is connected to
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itself [81, 83, 84]. Exploring the paths connecting pairs of nodes allows one to charac-

terize how “distant” authors are from one another, quantifying how closely different

members of a research community work with one another[82]. Examining these paths

further, one may also identify particular authors as being particularly important in

that they serve as bridges between otherwise disconnected clusters [31, 82, 85]. Com-

munity detection algorithms [46] may also be used to detect groups of authors who

publish together frequently than with others, revealing structural divides that may

reflect geographical, institutional, or disciplinary separation between groups of collab-

orators [51]. Citations data has also been combined with co-authorship network data

in order to evaluate how an author’s placement in the co-authorship network affects

which articles he or she chooses to cite, including the probability of self-citations or

citations of close collaborators as opposed to citations of more distant authors [70].

Together, all of these different analyses provide important quantitative insight into

the activities of the scientific community.

One may also use networks to study more complicated questions, such as the

importance of teamwork in scientific research. Scientific research collaborations have

been increasing in size over time [70] and it has become increasingly common to cross

institutional and disciplinary boundaries [24, 104]. One of the apparent reasons why

research collaborations grow in size is that these larger groups can combine multiple

types of expertise, making them more effective at addressing complicated research

problems, and making it possible to have greater impact [24, 104]. Network models

are particularly important for understanding how these new collaborations form [55],

and so provide an understanding the incentives and organizing mechanisms that lead

to successful research strategies.
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2.1.1 Chapter Summary

This chapter will discuss two data-driven studies of the practice of science, and demon-

strate how networks can be useful tools for understanding complicated data sets. The

first section (Section 2.2 ) will focus on the problem of authors who produce scientific

articles that contain large amounts of text re-used from previously published arti-

cles. The study uses a new technique for comparing the textual content of a large

number of scientific articles from the arXiv. All pairs of articles are compared this

way, making it possible to explore questions about the prevalence, frequency, and dis-

tribution of text copying behavior among authors who submit articles to the arXiv.

This section reports basic statistics of patterns of text re-use, as well as measures the

correlation between how many citations an article receives and how much re-used text

is present in that article. This project was originally completed under the direction

of Paul Ginsparg, and is excerpted from a previously published article “Patterns of

text reuse in a scientific corpus” [33].

The second section will discuss the formation and assembly of scientific collabo-

ration networks. Many previous studies have used publication data sets of scientific

articles to explore the formation and evolution of networks of co-authors. These

studies often focus on a small number of scientific fields, analyzing each field individ-

ually and characterizing the development of the research community by measuring

the properties of its corresponding collaboration or citation network. Section 2.3 will

go further, using a large publication data set from the arXiv in conjunction with tools

from machine learning and natural language processing to algorithmically identify a

large population of scientific fields. Each field is represented by a group of articles

with similar content. Such a large set of fields makes it possible to perform a large-

scale comparison across many different fields of varying size and specificity, making
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it possible to test whether there are general rules to the development of scientific

co-authorship networks. This work was completed in collaboration with Samuel F.

Way, and is excerpted from an article “Network assembly of scientific communities of

varying size and specificity” ([34], in review).

2.1.2 About the ArXiv

The arXiv serves as the data set for both of the sections presented in this chapter.

The arXiv is an open-access repository of scientific preprints accessible online at

www.arxiv.org. The site was founded in 1991 and, as of the end of 2016, hosts over

1.1 million articles, primarily in the areas of Physics, Mathematics, and Computer

Science [2]. By December of 2016, the arXiv was growing at a rate of around 9450

new articles submitted per month [2].

The arXiv has proved an invaluable resource for researchers to share their research

output with one another[50], and also contains in aggregate a large amount of data

that makes it possible to study patterns in research practices on a global scale. The

arXiv data set includes articles’ full texts as well as relevant metadata (article titles,

author names, date of submission, etc.). Additionally, arXiv has been well studied

from a scientometric perspective (e.g. [49, 66]), and so is known to be useful for

understanding the scientific research community.
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2.2 Text Overlaps in a Scholarly Corpus

2.2.1 Introduction

This first project serves as an example of how one can use a complicated data set

to understand patterns of behavior that occur in the scientific research community.

In this particular case, the patterns that occur - the frequent re-use and subsequent

presentation of text already used in a previously published article - serve as evidence of

a pattern of unhealthy publishing behavior in certain sectors of the scientific research

community.

As discussed in a previous paper [96], the “text winnowing” methodology of [93]

was adapted to evaluate the amount of text shared in common between two articles.

This adapted methodology is extended to systematically compare the textual content

in all pairs of articles contained in the data set. This makes it possible to look for

global patterns in text re-use across all of the arXiv. “Text re-use” here refers to the

practice of submitting an article for publication that copies verbatim text that has

been published elsewhere. The data set used for the current analysis consisted of over

760,000 articles submitted to arXiv between mid-1991 to mid-2012, towards the end

of which time it was receiving roughly 80,000 new submissions per year[1].

Before implementing the systematic comparisons between articles, the adminis-

trators of arXiv had no method for detecting text re-use. The only evidence for the

existence of this publishing practice came from individually reported cases of plagia-

rism. To give a few anecdotal examples, the authors of [75] pointed out unattributed

use of their text in a series of four arXiv articles in 1999. Second, a news article from

2003 [48] described the case of an otherwise unknown person who tried to establish
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research credentials for career advancement by submitting texts largely copied from

other sources. Third, a news article in 2007 [45] noted that at that time known cases

of text re-use spanned a wide range, from 27 pages of lecture notes by another au-

thor used verbatim in a thesis, to re-use of common introductory material, to text

overlaps of benign common phrases. Lastly, as reported in another news article [28],

a large number of articles from a group of coauthors was withdrawn from arXiv due

to re-use of text copied from a variety of sources. Collecting many such cases, the

administrators were motivated by these anecdotal reports to systematically study the

prevalence of text re-use on the arXiv.

Knowing the prevalence of text re-use was also important for improving adminis-

tration of the arXiv, since authors who habitually re-use text present an inconvenience

to readers [19]. Problematic authors include those who (intentionally or otherwise)

artificially inflate their publication count by reusing large blocks of text in each sub-

mission. We make no attempt to interpret the motivations of authors who engage

in this practice. There are many possible reasons why someone might re-use text,

not all of which are necessarily pernicious. Previously, screening for these had been

haphazard, and moreover there was no systematic baseline to identify outliers or to

provide a principled response to the claim that conspicuous re-use of text was com-

mon practice and therefore accepted by the community. The current work provides

a more systematic assessment of the statistics of text re-use in the full arXiv dataset

and enables arXiv administrators to identify extreme cases of text re-use. Indeed,

it is now possible to immediately detect articles containing excessive amounts of re-

used text, and as of May 2012 arXiv administrators now publicly flag these articles

accordingly.
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Publishing Norms and Text Re-use

While there is no universal standard regarding the reuse of text in scientific publica-

tions, many universities and publishers have established explicit guidelines regarding

publishing articles that contain text reused from a previous source. Universities,

including Cornell [4], typically point to materials at the Federal Office of Research

Integrity [5], stating that “Substantial unattributed textual copying of another’s work

means the unattributed verbatim or nearly verbatim copying of sentences and para-

graphs which materially mislead the ordinary reader regarding the contributions of

the author.” Policies in other countries, where available, are similar. The US Federal

materials clarify that use of common phrases within a community is not considered

misleading, and a finding of misconduct generally requires a “significant departure

from accepted practices of the relevant research community.” Similarly, the Ameri-

can Physical Society’s guidelines regarding the content submitted to its journals are

unequivocal regarding text reuse: “Authors may not . . . incorporate without attribu-

tion text from another work (by themselves or others), even when summarizing past

results or background material. If a direct quotation is appropriate, the quotation

should be clearly indicated as such and the original source should be properly cited”

[6]. These guidelines do permit “material previously published in an abbreviated

form” to provide the basis for a more detailed article, as long as reproduction of

previously used material is minimized and properly referenced.

To be clear, this analysis is restricted to detecting text overlaps and does not

attempt to detect plagiarism in its most general form, which includes unattributed

use of ideas. That is to say, not all cases of plagiarism are detected with our methods,

as it is possible to copy an idea without copying the original text. Furthermore, the

analysis is restricted to simple factual statements regarding the observed patterns of
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text overlap of materials included in our data set. No attempt is made to detect

text copied from sources outside of arXiv (e.g. Wikipedia or the rest of the WWW),

so attention is restricted to a simple factual statements regarding textual overlap of

materials only within arXiv.

2.2.2 Methodology

Pre-processing

Before performing our analysis of the arXiv, the collection of articles are first pre-

processed and sorted to avoid the inclusion of false positives. That is to say, there

are features specific to the arXiv dataset that cause our text reuse methods to over-

estimate the amount of text reused and the frequency of text re-use. Each text is

processed to remove the reference section, since text overlaps among the references

are not of interest. Author names from very large experimental collaborations (e.g.

ATLAS or CMS) are also excluded, since these can masquerade as authors reusing

their own text. Whenever possible, block quotes are also identified and ignored (al-

though these are found to be a very tiny fraction of the text re-use detected in the

corpus).

Winnowing

Text re-use is detected by using an index database to quickly compute the text overlap

between any pair of papers. This database is constructed using a representative

subset of the text to characterize each article. For fast comparison between articles,

this database should fit in RAM, so its size is reduced using the following winnowing

12



methodology. A text winnowing methodology (described in [96], as adapted from

[93]) is employed to quickly compare the text of all pairs of articles in the corpus.

Each article can be effectively “fingerprinted,” with its content represented by a

set of hashes stored in a database that resides in memory (RAM) for rapid lookups.

The hashes are determined by sequences of seven words in the article, called 7-grams,

eliminating sensitivity to commonly used shorter sequences (e.g., “this article is orga-

nized as follows”). The number of hashes retained for each document are “winnowed”

[93], which reduces their number by a factor of 3.6 (at a small loss of sensitivity to

word sequences of fewer than 12 words), and further reduced (by another 4%) by elim-

inating “common” 7-grams [96]. The resulting hash database requires about 12 Gb

of RAM and permits many hundreds of lookups per second on inexpensive hardware.

(A more detailed explanation of this methodology may be found in the supplemental

material for [33].)

Detecting text reuse

Having constructed the index database of papers and hashes representing uncommon

7-grams, the textual content of each pair of articles in the data set is compared. If

two articles have at least one hash in common then there is overlap between the two

papers, indicating that the later paper has re-used text from the earlier paper. For

typical amounts of text overlap, the number of overlapping words is roughly six or

seven times the number of such overlapping 7-grams. Thus, two articles with 100

overlapping 7-grams can be thought of as having roughly 35 sentences in common.
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Figure 2.1: Cumulative Distribution of Text Overlaps: Cumulative distribution of
the number of overlapping 7-grams across all article pairs with Common Author in blue,
Cited in green, and Uncited in red. The vertical axis is the number of article pairs with
at least the number of overlapping 7-grams given on the horizontal axis (starting with a
minimum of at least 10). Both horizontal and vertical axes are logarithmic.

2.2.3 Global Prevalence of Text Reuse

In the following analyses, we distinguish between three distinct modes of text re-

use, in increasing order of severity: “Common Author” (AU) designates a pair of

overlapping articles with at least one author in common; “Cited” (CI) designates a

pair with no common authors but at least one article cites the other; and “Uncited”

(UN) designate a pair of articles with neither common authors nor citation of the

earlier article.
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Fig. 2.1 shows the frequency with which incidents of text overlap between papers

are detected in the dataset. Each curve represents the cumulative number of article

pairs with at least the number of coincident 7-grams specified on the horizontal axis.

The three curves represent the three different modes of text reuse, with Common

Author, Cited, and Uncited colored in blue, green, and red, respectively. For example,

the Common Author curve in blue, there were roughly 100,000 cases with at least 100

7-grams in common, 3000 with at least 1000 in common, and only about 10 such pairs

with as many as 10,000 in common. The logarithmic scale on the y-axis shows that

Common Author text reuse is approximately an order of magnitude more frequent

than Cited text re-use and approximately two orders of magnitude more frequent

than Uncited text re-use.

At first glance, the data represented in Fig. 2.1 suggests cause for concern: is the

literature really so replete with text re-use? Are there truly so many authors who

repurpose their own text and that of other authors, with or without attribution? Be-

fore jumping to conclusions, there are perhaps other various mitigating circumstances

related to the re-use of textual content in the context of arXiv. In the case of authors

reusing their own past material, it may be that such recycling is sometimes acceptable

practice. For example, doctoral theses in physics once consisted largely of original ma-

terials, but graduate students are now expected to publish multiple articles, and it is

a common practice for the thesis to incorporate some of these articles in their entirety,

without changes. Similarly, in most disciplines it is also considered acceptable to have

separate short and in-depth versions of the same work, with the former incorporated

into the latter. There is also the case of review articles, in which the acceptability

of reusing text is somewhat more contentious. Some authors take it for granted that

review articles should be original syntheses of past work, whereas others feel free to

use large blocks of material from earlier articles. Attitudes towards reusing text in

15



conference proceedings vary widely, differing between authors and across fields. In

Physics publication, for example, conferences are a secondary publication venue, and

it is accepted that authors will re-use earlier material. In Computer Science, on the

other hand, conference publication is a primary venue, and significant self-copying by

authors is not the norm. Lastly, lecture notes, book contributions, and other pop-

ularizations constitute another form of publication in which liberal re-use of earlier

material could be considered acceptable.
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Figure 2.2: Text Overlap Distributions s in Review and Non-Review Articles:
the vertical axis gives the fraction of articles with at least the indicated fraction of reused
7-grams on the horizontal, where green (upper) signifies Review articles, red (lower) signifies
non-Review articles, and blue (middle) combines both. The vertical is plotted on a log scale
to permit seeing the full range; the dropoff in fraction of articles with given amount of reuse
would be much steeper on a linear scale.

To assess the extent to which text reuse is concentrated among articles in the
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aforementioned classes (review articles, conference proceedings, dissertations, and

so forth), a subset of articles is denoted as “Review.” The results from Fig. 2.1 are

partitioned according to this new categorization. Articles are designated as belonging

to the Review category if the article metadata (abstract, keywords, etc) includes

keywords such as “review,” “proceedings,” or “thesis” in order to detect articles that

were self-identified by submitters as review-type. Fig. 2.2 shows how this partition

changes the results from before. The horizontal axis shows the fractional text reuse

within the article (given by the fraction of 7-grams in an article that appear in some

other article) and the vertical axis indicates the fraction of articles in the database

with that percentage of reuse. The middle solid line (blue) shows the fraction of all

articles (Review and non-Review) with at least the indicated fractional reuse. For

example, articles in which 50% of 7-grams appear elsewhere comprise roughly 2% of

our dataset. The upper solid line (green) isolates from that set the fraction of articles

self-identified in the Review category, and shows the fraction of those articles with the

indicated fractional reuse. Roughly 7% of those articles contain at least 50% reuse,

whereas less than .6% of the non-Review articles (solid red line) have as much text

reuse. Thus, Fig.2.2 shows that the vast majority of the common author text reuse

seen in Fig.2.1 occurs in contexts generally regarded as acceptable by the community.

What remains problematic and will be discussed further is the group of occurrences,

represented by the red line, with a non-negligible percentage of text reuse that does

not occur in those contexts.

2.2.4 Text Reuse by Individual Authors

Given the prevalence of text reuse, it is natural to wonder how these texts are dis-

tributed between the authors. That is to say, is text reuse concentrated among a few
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serial offenders, or whether most authors reuse text some of the time? The follow-

ing analysis shows the distribution of cases of text re-use across all authors in the

dataset. This will establish the extent to which text re-use is “normal” behavior by

quantitatively identifying behaviors that stand out as abnormal.

Text Overlap Networks

To illustrate the distribution of text re-use by authors, we construct and examine

text overlap networks. In a text overlap network, each node represents an article and

each edge represents a pairwise textual overlap between two articles. Because articles

published later in time copy from earlier ones (and not vice versa), all edges in the

network are directed forward in time to represent the transfer of text. Each edge is

weighted according to the number of 7-grams that the two connected articles have

in common. Again, the different modes of text overlap are distinguished and colored

differently (AU in Blue, CI in Green, UN in Red).

Given all articles written by a particular author, the author’s text overlap net-

work illustrates whether or not the author habitually re-uses text. The density of

connections for a specific author’s network is proportional to the amount of text

reused by that author, so the text overlap network provides a useful framework for

visualizing the extent of text reuse within a set of articles and for examining how

articles by a particular author or group of authors overlap with one another. Fig.

2.3 shows the text overlap networks of two authors with vastly different patterns of

text reuse. Articles by Author A have few overlaps: of 217 co-authored articles, only

6 contain previously published text; whereas Author B’s text overlap network is far

more densely connected. The blue edges reveal clusters of articles by Author B with

material copied from one another. Furthermore, in contrast to Author A, Author B
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Figure 2.3: Example Text Overlap Networks: Visualizations of the text overlap net-
works of two authors, A and B. The blue, green, and red edges represent Common Au-
thor, Cited, and Uncited text overlaps, respectively. The edge thickness increases with the
amount of overlap between the two articles. Articles are arranged in the diagram by time
of submission, with the earliest articles grouped near the bottom and more recent articles
at the top. Uncolored nodes indicate texts coauthored by the author of interest, and gray
nodes represent texts by other authors, included where the author of interest has reused
text therefrom.

has also reused text from articles written by other authors (represented by green- and

red- colored edges.)

While the example of Author B demonstrates that it is possible to produce large

numbers of articles more quickly by copying from prior content, the example of Au-

thor A demosntrates that it is not necessary to copy or self-copy to generate a large

number of publications. Author A submitted 177 articles and Author B submitted

174 articles between January 2000 and June 2012, each averaging about 1.2 arti-

cles submitted per month in that period. While both authors are prolific, only the

latter habitually copied previous text. Prolific authors should not automatically be

suspected of habitual text re-use (nor are text re-users necessarily as prolific as au-

thor B). While many or most authors have little desire to retread the same material

more than once, there are also authors whose publications tend to consist largely of
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previously published material, with minimal new content.

Detecting serial copiers

These qualitative observations suggest a quantitative measure of an author’s tendency

to reuse text: namely, the fraction of an author’s articles that include significant

amounts of copied material. In general, small overlaps are not of interest. To focus

on the more significant occurrences, we consider only cases of at least 100 7-grams

in the case of Common Author overlaps and at least 20 shared 7-grams in the case

of Cited or Uncited overlaps. Recalling the winnowing procedure, these thresholds

correspond approximately to 50 and 10 sentences of copied text, respectively. For

the Cited and Uncited overlaps, we choose a lower threshold because these modes of

copying are more problematic than the case of self-copying. (Fortuitously, Cited and

Uncited overlaps are far rarer than the case of Common Author copying, so our lower

threshold does not yield a surfeit of detected cases.) The results are insensitive to the

choice of thresholds, as slightly changing the thresholds does not change the group of

authors whose copying behavior is considered outside the norm. The thresholds filter

out insignificant instances of text reuse. Additionally, implementing thresholds aids

in reducing the number of false positives stemming from pdf to text conversion errors,

author or citation lists, restatement of theorems, or an occasional block quotation of

text. To restrict attention to habitual and frequent reuse of text, we include only

authors who have submitted at least 4 articles.

Fig. 2.4 shows the cumulative histogram of the number of authors whose articles

contain a given fraction of significant AU, CI, and UN text overlaps. Most impor-

tantly, the number of authors with articles flagged for each of the three types of

overlaps drops significantly as the fraction of problematic articles increases from 0%.
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Figure 2.4: Cumulative Histogram of Authors vs. Fraction of Articles Containing
Significant Text Re-Use: Cumulative histogram of the number of authors (vertical axis)
having at least a given fraction of their articles with significant text overlaps (horizontal
axis). For example, roughly 1720 authors have significant AU text overlap in at least 50%
of their articles. Common Author (AU), Cited (CI), and Uncited (UN) overlaps are plotted
in blue, green, and red, respectively. Articles with “significant” text overlaps have at least
100 7-grams re-used(AU) or 20 7-grams re-used (CI or UN). Note that the vast majority of
authors rarely re-use a significant amount of text from other sources.

Of the total 392,850 authors in the dataset, only 49,830 have at least 1% of their

articles contain AU text overlaps; only 8990 contain CI text overlaps; and only 1630

contain UN text overlaps. The vast majority of authors, therefore, either never or

only rarely reuse significant amounts of text in new publications. In the problematic

region, there are only 10,550, 1130, and 130 authors with at least 25% of their articles

containing significant AU, CI, and UN overlaps, respectively. It is clear that the prac-

tice of reusing text is uncommon and is restricted to a minority of serial offenders,

responsible for the heavy tail in Fig. 2.1.
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Text Overlap and Citations

Knowing now that the excessive re-use of previously published material is restricted

to a small minority of authors, the next step is to investigate their standing in the

global scientific community. Are serial copiers influential or not, and do their articles

have an impact on the research community? To assess the impact that serial copiers

have, we use the number of citations that each article has received as a measure of its

influence, and investigate possible correlation with the amount of copied content in

the article. This stage of the analysis focuses on a subset of 116,490 articles for which

there exists relatively clean citation data, primarily in Astrophysics and High Energy

Physics (provided by Alberto Accomazzi from the Astrophysics Data System).

The fraction of copied content contained in an article is estimated by dividing the

number of 7-grams that have appeared previously by the total number of 7-grams

from the article, without removing the common 7-grams. All articles containing

95% or more copied content are excluded from this analysis, since these are typically

articles erroneously submitted more than once to arXiv after minor revisions and

do not represent the phenomenon of interest. All articles with less than 5% copied

content are also excluded, because often these articles contained errors in the pdf

to text conversion, for example due to font issues, making the estimate of fraction

of copied content unreliable. (Note that including common 7-grams means that all

properly converted texts will exhibit some reused content.)

Fig. 2.5 shows the number of citations plotted against the fraction of copied con-

tent contained in each article. The wedge of points at the left of the scatter plot shows

that there is a higher variance in the number of citations for papers containing low

amounts of copied content. Qualitatively speaking, it is more likely for papers with a

low fraction of copied content to receive very many citations, whereas it is relatively
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Figure 2.5: Number of Citations vs. Fraction of Copied Content in Each Article:
Scatter plot of the number of citations vs. fraction of copied content (blue). The median
number of citations vs. fraction of copied content is shown in red, indicating a negative
correlation between the number of citations and the amount of copied content. The y-axis is
logarithmic, and the plot also shows 1st and third quartiles for the citations. The Spearman
correlation coefficient for the median is r = −.739 (p = 6.76·10−9), meaning that text re-use
is negatively correlated with citations received.

rare for papers featuring a high fraction of copied content to receive the same number

of citations. To quantify this, the figure also shows the median number of citations

as a function of fraction of copied content in red, which has a Spearman correlation

coefficient of r = −.739 (p = 6.76 · 10−9). This illustrates a strong decreasing trend

of citations for articles with increasing copied content. The presence or absence of

reused text in an article thus serves as a quality flag, since articles with large amounts

of copied content tend to be cited less frequently by other research groups, and are

considered less important.
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2.2.5 Discussion

An efficient method for detecting text overlaps between pairs of articles has been

applied to a large corpus of scientific articles from the arXiv. Analyzing the patterns

in text re-use across all articles, one can establish a baseline standard for “common

practice.” It is clear that, although text re-use is common, instances of text re-use are

common only among a small minority of the authors on arXiv. This project serves as

one example of how the availability of large scientific publications data sets has made

it possible to analyze the practices of the scientific community on a global scale.

The text overlap networks that appear in the above analysis are a useful frame-

work for illustrating how different articles borrow text from one another. In a way,

these networks represent the transfer of information between different members of the

scientific community, although the mode of information transfer does not appear to

lead to healthy or impactful research practices. The following section uses network

analysis to explore another type of network from scientific publishing - co-authorship

networks. These networks represent the different collaborations that occur between

different researchers. These collaborations involve the sharing of knowledge and skills,

and so, in contrast to the text overlap networks, do appear as a the result of practices

that benefit the scientific community.
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2.3 Assembly of Co-Authorship Networks

2.3.1 Introduction

A scientific field of study is defined not only in terms of its research questions, but

also in terms of the institutions, conferences, journals, and other formal and informal

professional networks through which researchers communicate with one another [40].

Such communities allow for the transfer of knowledge, skills, and other resources

required for researching complex problems [24, 40, 55, 61]. A co-authorship network

is a conservative representation of a research community, that outlines one mode of

professional collaboration between scientific researchers. Co-authorship networks are

important objects of study, as they are an empirically measurable representation of

the communities that assemble in order to work in an area of research.

Previous Work

Two recent studies have investigated the development of 9-12 research fields by mea-

suring the assembly of each field’s co-authorship network using a large electronic

collection of articles [17, 18]. They search for patterns in the growth and develop-

ment of co-authorship networks across different scientific fields. These studies argue

that while each field differs in size and publishing practices (differing in rate of publi-

cation, size of collaborations, etc.), nevertheless there appear to be common patterns

in how each field’s co-authorship network develops. Specifically, each co-authorship

network undergoes a topological transition in which a densely connected giant com-

ponent of researchers forms over time. This dramatic structural change is similar to

a percolation transition [85], and serves as an empirical indication that the research
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community undergoes large-scale social reorganization as more researchers join and

collaborate with others [17, 18, 55].

Another study [67] takes three example fields (complex networks research;

AdS/CFT; Randall-Sundrum model) and describes three stages of development char-

acteristic to co-authorship network assembly in science. The co-authorship network

begins as a set of disconnected groups, which then join together to form a large tree-

like component. As the research community grows and mixes further, the largest

component becomes densely connected to itself through the formation of long-range

ties. This general pattern is consistent with what was reported in [17, 18], which also

emphasized how the long-range ties between authors created a densely connected

community with very short distances between different authors.

Together, these previous studies suggest the existence of common patterns in how

scientific communities assemble over time. However, they rely on manual annotation

of their data, which requires a great deal of labor in order to assemble a co-authorship

network. This in turn limits the number of examples studied and reported on, making

it difficult to justify the claim that the patterns observed for a few examples are

universal across all scientific fields.

Machine Learning for a Larger-Scale Survey of Communities

The present study proposes a framework for analyzing a large population of examples

in order to verify that the development of co-authorship networks, as characterized by

earlier studies, is robust across many scientific fields. Specifically, we use techniques

from natural language processing and machine learning to generate a larger set of

example co-authorship networks from the arXiv, a large scientific corpus. Topic

modeling is employed to cluster articles together based on their semantic content,
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and we interpret the clusters of related articles as representing different fields of

science.

Measurements of the algorithmically-generated co-authorship networks can show

whether they develop in a manner similar to the manually-annotated co-authorship

networks studied previously. With this methodology, we aim to facilitate a larger

survey of co-authorship networks across scientific fields first by testing the efficacy

of topic modeling as a way to rapidly detect a large number of fields, and then

by comparing the assembly behavior of each field’s co-authorship network for the

purposes of testing whether their growth patterns remain consistent for a large set of

fields of varying size and specificity.

2.3.2 Data Set

The data set used for the present analysis includes 189,000 articles categorized as

Condensed Matter Physics (“cond-mat” on the arXiv) by the submitting author (or

by the arXiv’s administrators) during the period starting in April of 1992 and ending

in June 2015. The following data from each article are used: a list of author names;

the date the article was added to arXiv; the title; and the abstract.

In addition, a subset of condensed matter articles from the Web of Science (WoS)

is also employed for the purposes of validating the results obtained using the arXiv

data set. WoS is a database of scientific articles maintained by Clarivate Analytics.

To complement the arXiv data set, we also use the 660,000 articles classified as

Condensed Matter Physics published between April 1992 and June 2015. Each of

these articles has a title, abstract, and list of author names available in the Web

of Science database [3]. The set of articles from Web of Science partially overlaps
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with the arXiv data set and represents a complementary data set with non-uniform

coverage of the subfields contained on arXiv [66]. The set of arXiv articles is only

a sample of all published works, and, due to differences in the site’s adoption across

communities, arXiv’s coverage varies from one subfield to the next. Using a second

data set makes it possible to verify that any results obtained using the articles from

the arXiv reflect a truly representative sample, and are not caused by the arXiv’s

incomplete coverage of certain scientific subfields.

To track the contributions of individual authors, we adopt the convention of label-

ing each author with “[First initial] [surname]” (e.g. “Lindsay M. Barnes” becomes

“L Barnes”) in order to address variation in author naming conventions (e.g. Jim vs.

James; or inconsistent inclusion of middle names and initials). This convention errs

on the side of fewer rather than more individual authors, and it does create the pos-

sibility of two different authors’ names overlapping. For the present study, however,

the possibility of names overlapping is mitigated by restricting analyses to the set

of authors publishing within a particular subfield of physics. Larger-scale analyses

involving a broader reach of disciplines will require additional steps to disambiguate

author identities. After preprocessing author names in this way, the arXiv data set

includes 96,000 unique authors.

For the purposes of text mining and topic modeling, scientific content of an article

is represented by its title and abstract under the assumption that authors write titles

and abstracts with the intention of concisely summarizing an article’s contents. Past

studies have argued that focusing analyses on article abstracts has the additional

benefit of minimizing the amount of “structural” text processed by the topic model,

allowing the inferred topic structures to focus on field-specific content, rather than

commonalities in presentation of the English language [49, 60].
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2.3.3 Methods

Topic Modeling

Past studies exploring the formation of co-authorship networks have relied on manual

annotation to determine which authors contribute to and are therefore considered

part of a scientific field [17, 18, 67]. This approach, however, requires a great deal

of human effort and, consequently, has been applied to only a few disciplines and

with somewhat arbitrary definitions of which publications and authors belong to the

community in question. It remains unclear how robust past results are to varying the

criteria for selecting communities, and for varying levels of specificity governing the

breadth and size of such communities.

To address these limitations, we introduce an approach that uses topic modeling

to automate the process of identifying groups of semantically-related documents and

partitioning their authors into fields corresponding to their areas of expertise [26].

As a consequence of the number of documents belonging to a given subfield and

the commonality of its language, the topics and therefore the fields extracted by

this technique will vary in terms of size and specificity, yielding a population of

corresponding co-authorship networks. That is, it becomes possible to test whether

the reported structural patterns are robust to varying definitions of sub-community.

At the same time, we explore the usefulness of topic modeling as an automated,

scalable means for partitioning the global network of all researchers into co-authorship

networks organized around specific fields.

Topic modeling is an unsupervised machine learning technique that character-

izes the underlying thematic content of a given corpus by identifying groups of

semantically-related, co-occurring words—the “topics”—while simultaneously iden-
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tifying the proportion of each topic present in each document in the corpus. Here, we

use latent Dirichlet allocation (LDA) [22, 54], a popular topic model that produces

static definitions for topics, formalized as probability distributions over all words in a

given vocabulary. Accordingly, for each document the model infers a distribution over

these topics. In summary, the LDA algorithm takes as input a set of documents, each

of which contains a group of words, and yields two main outputs: a probability distri-

bution of each word’s occurring in a particular topic, and a probability distribution

of each topic representing a particular document.

Prior to applying topic modeling, several common natural language processing

techniques are used to preprocess the corpus text. For each article, the text from the

title and abstract is combined into a single document, all non-alphabetic characters

are removed, and all letters are converted to lowercase. Common English stop words

(“the,” “and,” “of,” etc.) are also removed, as well as certain words that appear

very commonly in the arXiv data set but that contain no scientific content (numbers,

names of publishers, “thank you,” etc.). The document text is also lemmatized in

order to increase increase the likelihood of discovering overlaps in the word usage

within and between documents. For example, this process converts “wolves” and

“Wolf” to “wolf,” combining the counts of each of a word’s possible forms into a

single count captured by its lemma.

After preprocessing all articles, MALLET [72], an open-source implementation of

LDA, is used to train a series of topic models, varying the number of topics between

k= 25 and k= 100. As expected, for small k, LDA produces broadly-defined topics,

and for large k, more narrowly-defined topics. For purposes of the present study,

k = 50 provides sufficient resolution for the model to recover topics that resemble

established subfields within condensed matter physics. We emphasize that we do
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not intend for this topic model to represent the optimal or definitive partition of

arXiv according to subject matter. Rather, the model provides a large set of readily-

interpretable topics, varying in both size and specificity, making it possible to test

the robustness of past claims against a heterogeneous population of fields and their

corresponding authors. We present our analysis of the k=50 topic model below. Note

that the results presented here are robust to small changes in k, meaning that the

results reported below do not change significantly if the analyses are repeated using

a model with k=45 or k=55 topics.

After training our topic model, we manually inspect each topic in order to de-

termine whether its keywords and associated articles appear to correspond to a co-

herent theme. We consider the highest probability words representing each topic

and judge whether those words uniquely describe an established field of condensed

matter physics. As an example, the most probable words associated with Topic 28

include keywords such as “dynamic,” “glass,” “liquid,” “temperature,” and “relax-

ation.” The set of articles with high probability (P (Topic = 5) > 0.6) of belonging to

Topic 28 includes “Evidence of growing spatial correlations during the aging of glassy

glycerol” (1209.3401) and “New conserved structural fields for supercooled liquids”

(1312.3503). This suggests that articles strongly associated with Topic 28 are related

to the physics of glassy systems.

To give a second example, the most probable words associated with Topic 5 in-

clude keywords such as “quantum,” “state,” “qubit,” “entanglement,” and “decoher-

ence.” The set of articles to which the topic model assigns a high probability includes

articles such as “Demonstration of Two-Qubit Algorithms with a Superconducting

Quantum Processor” (0903.2030) and “Controllable coupling between flux qubits”

(cond-mat/0507496). Together, these observations suggest that articles strongly as-
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sociated with Topic 5 are related to quantum computing and quantum information.

For this latter example, we further check the validity of the trained model by

verifying that the articles identified by the topic model do not merely reflect clusters

of articles specific to arXiv by inferring topics on the articles belonging to the Web

of Science (WoS) data set. The topic model infers that the Web of Science articles

“Flexible two-qubit controlled phase gate in a hybrid solid-state system” and “Two-

electron coherence and its measurement in electron quantum optics” both belong to

Topic 5 with high probability. This confirms that articles associated with Topic 5

appear to be related to quantum computing on both data sets.

In addition to quantum computing and glassy physics, LDA identifies topics resem-

bling other established subfields of condensed matter physics, including spin glasses

(Topic 1); Bose-Einstein condensates (Topic 3); magnetic materials (Topic 19); topo-

logical phases (Topic 30); and cuprate superconductors (Topic 43). (Refer to Ap-

pendix A to see each topic’s interpretation.)

The topic model also appears to identify review articles as a group distinguished

not by scientific content but by stylistic content. Topic 8 captures standard research

terminology and includes words such as “review,” “comment,” “important,” “dis-

cuss,” and “phenomenon.” For this reason, Topic 8 becomes an important point of

comparison to contrast the topics that do identify clusters of articles with common

scientific themes.

Co-Authorship Network Generation

The topic model is now used to construct a set of co-authorship networks, where each

network represents the set of authors that produced the articles strongly associated
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Figure 2.6: Visualizations of Network Assembly: Each row shows a co-authorship
network’s development over time, with network snapshots labeled by the year observed.
The three uppermost rows correspond to three different scientific fields, and illustrate the
three stages of assembly from a disjointed group of cliques, to a tree-like connected cluster of
cliques, to a densely connected giant component that dominates the network. The bottom
row corresponds to the review articles, which do not form a giant component.

with one of the topics discovered by the topic model. Note that the topic model-

ing algorithm is only given information related to the textual content of the articles

and receives no information about authorship, authors’ collaborative relationships,
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or publication dates. While there are topic modeling algorithms that do take into

account other links between documents (such as [56, 92]), by using an ordinary topic

modeling algorithm it becomes possible to determine whether textual content is suf-

ficient to reproduce patterns in how groups of researchers in the same related form a

collaborative community.

The articles that are primarily associated with each topic t are selected by finding

the subset of articles assigned a probability weight P (t) > 0.6. We chose 0.6 as the

threshold in order to select articles that are strongly associated with one particular

topic, without making the cutoff so strict that it excludes too many articles. With the

cutoff set as P (t) > 0.6, each topic contains has between 100 and 3000 arXiv articles.

(For the sake of being thorough, we also use an alternative thresholding criterion to

check whether the choice of thresholding biases our results, and repeat all subsequent

analyses. In this second scheme, each article is assigned to the smallest set of topics

that account for 50% of its probability weights across all topics. For example, an

article with 40% in Topic 1, 20% in Topic 2, and 10% in Topic 3 would be assigned to

Topics 1 and 2. All reported results are robust to varying the thresholding scheme.)

For each topic, the co-authorship network is constructed by identifying the list

of authors who contributed to each of the articles associated with the topic. Within

the co-authorship network, each node represents an author that has contributed to at

least one relevant article. Each edge represents a collaboration between two authors,

meaning that they have written at least one article together [81, 83, 84]. Hence,

a group of authors who collaborated on an article together appears in the network

as a fully connected clique, and two articles with multiple authors in common will

appear in the network as overlapping cliques that share nodes. For this reason, the

co-authorship networks discussed here have very high clustering coefficients, much
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higher than for random networks with the same size and degree distributions.

The assembly and growth of each co-authorship network is reconstructed over

time using each month of arXiv’s operation from April 1992 through June 2015 as

a discrete time step. At each time step the network includes all author nodes that

have written articles at or prior to the current time step. Each pair of author nodes

is connected by a single edge if that pair has collaborated on one or more articles at

or prior to the current time step.

2.3.4 Results

Co-Authorship Network Measurements

Figure 2.6 shows three stages of network growth for four different example topics:

quantum computing (Topic 5), magnetic material properties (Topic 19), electronic

spectra (Topic 39), and review articles (Topic 8). The three first three topics (top

three rows) have co-authorship networks that appear to transition from a set of dis-

jointed cliques to a giant connected component. For the review articles (Topic 8,

lowest row) very few of the cliques overlap or join together and no giant component

forms. This is consistent with the interpretation that the group of “review articles”

represents a set of authors writing the same type of article, not a group of authors

with similar research interests. As such, the authors associated with Topic 8 do not

have enough in common with one another to invite collaborations.

For the first three topics in Figure 2.6, there appear to be three separate stages

through which the giant component develops. Each network begins as a disjointed

set of cliques, as the authors who share a field publish in separate groups. Next, a few
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Figure 2.7: Quantitative measurements of co-authorship networks: The top row
shows the fraction of nodes belonging to the largest component as a measure of network
size, plotted vs. the total number of nodes in the network. The bottom row shows the mean
geodesic path length of the largest component (diameter) vs. the total number of nodes in
the network. The three leftmost columns correspond to three example topics (5, 18, 39)
visualized in Figure 2.6. In each of these cases, the relative size of the largest component
grows steadily and encompasses a large majority of the nodes. At the same time, the network
diameter behaves non-monotonically, first increasing and then decreasing, suggesting that
long-range ties are being added to the network. For comparison, the column on the right
shows these same measurements for the review articles (Topic 8), which do not form a giant
component. The gray region represents the average behavior of a null model for generating
co-authorship networks. The null model selects articles at random, rather than selecting
them using the topic model’s results.

of the cliques join together, forming a loosely connected, almost tree-like backbone

of connected cliques as authors begin to collaborate across cliques. In the final stage,

enough cliques overlap with one another such that the largest connected component

becomes densely connected. This characteristic three-stage pattern is consistent with

what has been reported previously [67].

This interpretation of the network visualizations is quantitatively confirmed by

measuring various properties of each topic’s co-authorship network. The fraction of
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nodes belonging to the largest connected component (“giant component size”) quan-

tifies the relative size of the largest component. The giant component’s mean geodesic

path (network “diameter”), the mean path length between all pairs of nodes belong-

ing to the largest component, quantifies the separation distances between different

authors. The diameter ranges between a minimum for fully connected networks and

a maximum for treelike networks, and so serves as a measure of how closely connected

the individuals belonging to the giant component are to one another [18, 101].

Figure 2.7 shows two measurements of the giant component for each of the co-

authorship networks shown previously in Figure 2.6. For Topics 5, 19, and 39 (three

leftmost columns), the largest component’s size increases steadily as more and more

nodes are added to the network. Thus, for each of these topics, the largest component

grows to dominate the rest of the network. At the same time, the diameter first

increases as the giant component grows initially and then peaks and decreases. The

diameter’s non-monotonic behavior suggests two stages in the development of the

giant component: initial growth as cliques first start to connect to one another, and

densification when enough “long-range” edges form to reduce the average distance

between authors [67, 85, 101]

These two growth stages are consistent with the growth of a treelike cluster of

cliques that becomes a densely connected cluster as more long-range edges form be-

tween distant parts of the network. The long-range ties that appear are clearly an

important aspect of co-authorship network development. One possible interpretation

is that these long-range ties are created as a result of postdoctoral researchers who

transfer between different research groups [18, 61]. The network growth behaviors of

Topics 5, 9, and 39 in Figure 2.7 differ from the co-authorship network of the review

articles (Topic 8, rightmost column), as no large component forms to connect the
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mostly unrelated review articles to one another.

This characteristic development of co-authorship networks is not merely the result

of sampling a large number of articles that join together by chance. We consider a

null model in which articles are grouped together at random, rather than grouped to-

gether according to topic modeling, to test whether the topic modeling is responsible

for identifying a cluster of authors. For each instance of the null model, thousands of

articles are selected from the arXiv cond-mat data set at random. The co-authorship

network of this randomly-selected group of articles is then constructed, and the prop-

erties of the largest connected component are measured. An ensemble of 100 instances

of the null model is generated in order to find its characteristic mean behavior ± one

standard deviation across all instances.

The results of this null model are plotted in the gray regions in Figure 2.7, where

the vertical height of the region represents the mean ± one standard deviation across

100 instances of the null model. The average behavior of each of these regions con-

trasts dramatically with the measurements of the scientific co-authorship networks

identified using the topic model. Note also that the review articles’ co-authorship

network behavior is far closer to that of the randomly selected articles. These results

strongly suggest that the aggregation of authors to form a giant, densely connected

component is not merely the result of sampling an arbitrary subset of arXiv. Rather,

it appears that the topic model, which was given no information about authorship or

other such links between documents, was able to identify clusters of researchers based

on their textual content alone. The nonrandom grouping of authors further validates

the topic model’s meaningful clustering of articles: the articles represent the output

of an association of researchers with similar interests.

The pattern in the development of the co-authorship networks illustrated in Fig-
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ure 2.6 and Figure 2.7 characterizes a large number of the co-authorship networks

identified by the topic model. Out of the 50 total topics, 24 topics have co-authorship

networks that undergo the transition from a scattered collection of cliques; to an ex-

tended, treelike connected group of cliques; to a densely connected giant component.

For the co-authorship networks that do undergo a transition to form a large connected

component, there is no way to predict exactly when-at what time, or at what size- the

large component appears. The transition may occur across a wide range of network

sizes, from 100 authors to over 1000 authors. Similarly, one cannot predict when

the diameter of the largest component stops growing and begins to shrink. These

results are qualitatively consistent with those obtained earlier for groups of articles

annotated by human experts [17, 18]. From the remaining topics, 13 appear to form

a large connected component but have not yet formed enough long-range ties that

the network diameter has stopped growing monotonically. The remaining 13 topics

show little or no sign that they form any giant connected component. This last group

includes the review articles (Topic 8). (Refer to Appendix B for a summary of all

co-authorship networks’ behavior.)

Finding that a topic’s corresponding co-authorship network does not form a

densely connected GCC does not necessarily suggest that the research field is not

well-established. There are several possible reasons why a densely connected giant

component does not form in all cases. The existence of a giant component only

indicates that there are a great many researchers that have collaborated with one

another. Inter-group collaborations may be more frequent or larger in some fields

than in others, and a giant component is only likely to form when there are a large

number of collaborations between research groups. Additionally, the arXiv does not

represent a comprehensive sampling of articles from all subfields of science, and its

coverage of some fields may be incomplete, such as microscopy (Topic 15) and surface
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chemistry (Topic 47).

Validation Across Corpora
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Figure 2.8: Comparison Between Co-authorship Networks From arXiv and Web
of Science: Each column corresponds to a different topic. The top row shows the fraction
of nodes belonging to the largest component as a measure of network size vs. the total
number of nodes in the network. The bottom row shows the mean geodesic path length of
the largest component, “diameter,” vs. the total number of nodes in the network. Each
plot shows the measurements made of the co-authorship network from the Web of Science
(in red), from arXiv (in blue), as well as co-authorship networks generated from randomly
chosen articles from Web of Science (null model, in gray). For 24 topics, the Web of Science
co-authorship networks develop similarly as compared to arXiv (e.g. Topic 11 and Topic 18,
first and second columns). In 11 cases, the Web of Science co-authorship networks undergo
a topological transition even if the arXiv networks do not (e.g. Topic 41, third column). In
8 cases, the Web of Science co-authorship networks fail to develop in the same way as on
arXiv (e.g. Topic 3).

The characteristic growth patterns seen for the co-authorship networks of authors

from arXiv can be shown to be consistent across corpora. The topic model trained

on the arXiv data set is employed to infer topics for the condensed matter physics

articles from the Web of Science. The same procedures for generating and measuring

the co-authorship networks for the Web of Science articles reveals that the topic model
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trained on the arXiv is still able to identify large connected clusters of articles in the

Web of Science. Figure 2.8 compares the behavior of the co-authorship networks that

occur within both arXiv and Web of Science.

In the majority of cases, the co-authorship networks identified from the Web of

Science articles behave similarly to the ones identified on arXiv. For example, the

co-authorship networks for research on quantum dots and spin chains (Topic 11 and

Topic 18, first and second columns of Figure 2.8) form a dense giant component for

both arXiv and for Web of Science. In several other cases, there are co-authorship

networks that do not undergo a topological transition on arXiv but do for the Web

of Science articles. Mechanical properties of materials (Topic 41) is shown in Figure

2.8, but other topics include electronic transport measurements (Topic 12); nanoscale

devices (Topic 16) inelastic scattering experiments (Topic 33). That these topics have

an experimental focus, which is noteworthy as experimental research subjects are

known to have less coverage on arXiv, but are covered more comprehensively on the

Web of Science [66]. There are also a few topics whose corresponding co-authorship

networks do transition for arXiv but do not undergo a measurable transition for the

Web of Science. For example, the co-authorship network for ultracold atoms (Topic

3, rightmost column of Figure 2.8) contains so few authors that no network forms.

Overall, 34 out of 50 topics have co-authorship networks that behave similarly for

the Web of Science data and for the the arXiv data (Appendix B). Additionally, 9

experimentally-focused topics have co-authorship networks have more densely con-

nected giant components on account of having better coverage on the Web of Science

compared to arXiv. Another three topics (Topics 9, 10, and 42) have very low cover-

age on the arXiv (fewer than 100 associated articles) and do not form giant connected

components with either the arXiv or the WoS. Given that, across both corpora, none
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of these three topics has many strongly associated articles, it is likely that Topics

9, 10, and 42 are actually “junk topics,” meaning that they do not reflect coherent

scientific themes and so are not useful for the purposes of the present study. The

consistency of the behavior of these co-authorship networks measured across different

corpora suggests that the collaborative communities identified using the model are

reflected in multiple data sets.

Robustness to Edge Removal

Figure 2.9: Network Robustness to Edge Removal: Each plot shows how the network
assembly changes when edges only remain in the network for a limited amount of time. Each
plot shows the network’s giant component size over time for four different edge lifetimes.
For short edge lifetimes (2 years in blue; 5 years in green), the giant connected component
fails to develop or develops much more slowly compared to the permanent edge (“no limit,”
gray) case. For longer edge lifetimes (10 years, red), the giant component approaches the
no limit case.

Many of the co-authorship networks identified using the topic model form densely

connected giant components, but how robust are these results if edges are removed?

The co-authorship network development patterns seen in the data are constructed

under the assumption that the relationships that edges represent are maintained

indefinitely once they are established. Similarly, much of the previous work on co-

authorship networks assumes that collaborative ties, once established, are maintained
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forever [17, 18, 67]. In practice, when such a collaborative relationship requires real

effort to maintain, this assumption is not necessarily valid.

Each topic’s co-authorship network is re-assembled, this time allowing edges to

expire after a fixed number of months. That is to say, if two authors do not repeat a

collaboration after a certain amount of time, the edge representing their relationship

is removed from the network.

In Figure 2.9, the uppermost curve (gray; “no limit”) shows how the giant com-

ponent grows if edges survive indefinitely, while the lower curves show how those

measurements change if the edges are removed after 2 (blue), 5 (green), or 10 (red)

years. For short edge lifetimes, edges are removed relatively quickly after they are

added, meaning that the co-authorship network is more likely to fall apart. Each of

the three example topics in Figure 2.9 forms a densely connected giant component if

edges are never removed, but shortening the lifetime of edges to a few years causes

the giant component to fall apart or delays the amount of time before the component

forms. In some cases (such as for the field studying networks, Topic 5, middle column

of Figure 2.9), the network measurements for 5 and 10 years are very close to the

indefinite lifetime limit. This suggests that this co-authorship network is particularly

robust to edge removal, reflecting a very densely connected giant component where

edges are frequently renewed [67].

Currently, it is unknown what criteria for including and excluding nodes and edges

from co-authorship networks best reflect the reality of authors entering and exiting

different fields. What is clear, however, is that the assumption that the relationships

represented by edges between authors last forever is important for obtaining the

quantitative results that reflect a topological transition in the co-authorship network.

Shortening the lifetime of edges can dramatically change a co-authorship network’s
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evolution over time.

2.4 Discussion

This study expands upon previous research exploring the growth and development of

co-authorship networks using topic modeling to algorithmically identify and study a

large population of scientific fields, along with their associated articles and authors.

The results show that a majority of the algorithmically identified co-authorship net-

works undergo a topological transition to form a densely-connected giant component

characterized by three stages of development. These patterns corroborate findings

from earlier studies that focused on small numbers of (often manually assembled)

co-authorship networks. This suggests that the characteristic topological transition

is robust to variations in the definition of a scientific field, in terms of both size

and specificity. Additionally, this methodology employs algorithmic clustering and

requires little input from human experts, yet the results are largely consistent with

previous studies.

Additionally, the patterns in co-authorship network development are consistent

across corpora, which is demonstrated by repeating the analysis using data from both

arXiv and the Web of Science. One notable difference between the two corpora is

reflected in how arXiv’s selections of articles related to certain experimentally-focused

topics are under-populated: in these cases, the co-authorship networks drawn using

the arXiv data are not consistent with the larger Web of Science data set. For the

other topics, however, the arXiv contains co-authorship networks that do appear to

sufficiently sample and qualitatively represent the full collaborative communities.
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2.4.1 Contributions to scientometric studies

This method for algorithmically generating and analyzing a large number of fields can

also be used as a framework for further exploring the claims made in a wide variety

of bibliometric contexts. For example, one could also perform a comparison of the

micro-scale dynamics of individual authors many different fields. Recent studies have

used agent-based models of author behavior to explain the patterns in publishing

behavior that one sees in different fields of science (e.g. [26, 98]). Again, most of

these studies have relied on manually annotated data sets, and as such, they have

historically been limited to only a handful of fields. The approach that developed

in this study, however, enables future work, in conjunction with comprehensive data

sets like the arXiv or Web of Science, to further test the accuracy of these models of

author behavior across a large and diverse population of scientific fields.

2.4.2 Additional Work

Author Name Disambiguation

Stated earlier, the convention of tracking each author using “[First initial] [surname]”

was when assigning authors to articles and when constructing the co-authorship net-

works. It is not yet known whether the assumption that it would be rare for multiple

authors with the same first initial and surname often appear together within a single

topic. We intend to perform a more rigorous and quantitative check that this conven-

tion has not accidentally collapsed large numbers of authors into a single “[First initial]

[surname],” as well as to check whether this convention has significantly changed the

structure of the subsequent co-authorship networks.
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Modularity of Topics

We have argued that the LDA topic modeling has successfully partitioned articles ac-

cording to their scientific content, and that the corresponding co-authorship networks

appear to densely cluster together. It remains to be shown, however, the extent to

which each topic’s co-authorship network represents a “community” in the sense that

the authors contained in a topic are more connected to one another than to authors

working outside of that topic. In other words, does the topic modeling manage to

identify modular communities of authors embedded within the co-authorship network

that contains all authors in the data set? The extent to which this method for identi-

fying clusters of collaborators matches with the results of network-based community

detection remains to be seen.

First Pass in Topic Modeling

Topic modeling is a rich and actively growing area of research within the statistical

modeling and natural language processing communities. The present methodology

employs latent Dirichlet allocation, one of the most popular yet simplest forms of

topic modeling. This model assumes a static definition for topics and thus scientific

communities, which are known evolve with time. Additionally, the model does not

directly incorporate other, non-semantic relationships between documents (such as

co-authorship or citations), which may signal alternate forms of cohesion within a

scientific community. Future work in this area, however, should explore more so-

phisticated algorithms that consider topic dynamics (e.g. [21, 100]) and additional

measures of community cohesion in order to more thoroughly address the co-evolution

of scientific fields.
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Comparisons to Simple Network Models

Given the similarity with which the different co-authorship networks assemble, it is

natural to imagine that there is a simple model for network assembly that can explain

the behavior of all co-authorship networks. It is well understood, for example, how

networks constructed using the Erdős-Rényi model undergo a topological transition

and form a giant connected component as the density of edges increases. In a net-

work with N nodes, for mean degree 〈k〉 < 1, Erdős-Rényi networks are subcritical,

meaning that the size of the largest cluster (NG) is only NG ∼ lnN – the fractional

size of this cluster NG/N ∼ lnN/N , which vanishes as N becomes large. If the mean

degree 〈k〉 > 1, the networks are now supercritical, meaning that the largest cluster

is now a macroscopic fraction of the total network size such that its size scales with

the total number of nodes (NG ∼ N) [12, 85].
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Figure 2.10: Comparison to Erdős-Rényi Network: For each of the four example
networks shown previously in Fig. 2.7, we show the mean node degree (top row) and the
size of the giant component as measured in the co-authorship network data (“Data,” bottom
row, in red) and as predicted for an Erdős-Rényi network (“ER Network,” bottom row, in
blue). Giant component sizes are shown as fractions of the total number of nodes found in
the network.

We compare the giant components measured in the co-authorship networks with
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the behavior predicted for Erdős-Rényi networks with the same number of nodes

and mean degree. The top row of Fig. 2.10 plots the behavior of the mean degree

〈k〉 (mean number of collaborators per author) as the co-authorship network grows

over time. For all four example topics and at all times 〈k〉 >> 1, meaning that

the analogous Erdős-Rényi networks are always in the supercritical regime where

a giant connected is expected to form. The bottom row plots each co-authorship

network’s giant component size (“Data,” in red) alongside the expected size of the

largest connected component found in an Erdős-Rényi network with the same N and

〈k〉 as in the co-authorship networks (“ER Network,” in blue). The expected size

of the largest component was estimated by averaging over an ensemble of 10 Erdős-

Rényi networks. At all times in Fig. 2.10, 〈k〉 is so large that the Erdős-Rényi

model predicts that almost every node in the network should belong to the largest

connected component. This is true even for Topic 8 (Review Articles, rightmost

column), in which no giant component forms in the co-authorship network.

The fact that the co-authorship networks do not immediately combine into a

single giant component is not surprising given all of the constraints on how the co-

authorship networks are constructed. Co-authors are added to networks as members

of fully connected co-authorship cliques, meaning that the mean degree of each node

is high but that all edges belong to the clique. As a result, the only way for a giant

component to form is for multiple cliques to interact with one another so that they

overlap (for example, as shown in the right and middle columns in Fig. 2.6). In this

context, one might speculate that forming new collaborations that allow cliques to

overlap with one another is relatively uncommon, given the difficulty of coordinating

and combining researchers from different groups, departments, or institutions [24, 55].

This is very different from how edges are added in the Erdős-Rényi network model,

where any two nodes anywhere in the network may be connected by an edge with
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uniform probability.

What is most remarkable is that despite the constraints on how the co-authorship

networks are constructed and on how they develop over time, there is still enough mix-

ing between different groups of collaborators such that a giant connected component

forms in a manner similar to what is predicted in the fully-mixed Erdős-Rényi network

model. On the one hand, the Erdős-Rényi network model predicts the existence of a

densely connected giant component based on the network size and mean degree. On

the other hand, co-authorship networks are constructed in such a way that one might

also expect that there are not enough ties forming across different cliques of authors

to allow for the formation of a single giant component (as illustrated, for example, by

Topic 8, which never forms a giant component). The co-authorship networks mea-

sured here are found to be between those two cases: A giant connected component

can eventually form, but its formation is delayed, even when the Erdős-Rényi net-

work model predicts a fully connected network. This suggests that the formal and

informal mechanisms that enable researchers to collaborate with others in their field –

e.g. conferences or faculty hiring – creates an environment which allows for sufficient

mixing between different researchers such that the co-authorship network reflects a

densely connected community.

49



CHAPTER 3

PERSISTENCE AND STOCHASTIC EXTINCTION OF INFECTIOUS

DISEASES ON NETWORKS

3.1 Introduction

Infectious diseases are spread by the passing of a disease-causing pathogen between

individual hosts. This transmission may occur through direct contact (e.g. measles,

HIV, influenza) or indirectly as mediated through the environment or through a host

vector (e.g malaria, Lyme disease) [8, 63, 71]. The field of infectious disease modeling

strives to use mathematical models to understand how epidemics progress through

host populations.

Of course, in practice it is the biomedical expertise of doctors and other public

health workers who discover and implement vaccinations and other interventions that

reduce the rate of infection, morbidity, mortality from infectious disease. Where

modeling is useful is that it can perform population-level experiments in silico for

the purposes of forecasting the progression of an epidemic, or for evaluating the

expected efficacy of different strategies for combating an outbreak of disease [13,

36]. To give one example, Bozzette et al. use simulations to model an outbreak

of smallpox and to test the potential trade-offs between the benefits of vaccination

against the potential harm caused by smallpox vaccine side effects for different vaccine

deployment strategies [27]. Additionally, mathematical models of disease dynamics

can provide analytical insight into how certain parameters affect the outcome of an

epidemic [63].

One challenge facing disease modeling is to understand the phenomenon of en-
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demic disease. A disease is considered endemic if it persists in a population over a

long period of time rather than dying out following a single outbreak. To assist public

health workers in combating endemic diseases, there are many important questions

that can be answered using modeling tools. What factors lead some populations to

be able to sustain endemic disease for long periods of time? Can the endemic disease

be expected to go extinct spontaneously? If so, for how long will it persist before

extinction?

In the present study, we explore these questions related to the properties of en-

demic disease using the Susceptible-Infected-Recovered-Susceptible (SIRS) model.

Most previous studies of endemic disease focus on a simpler model, the SIS model,

which represents one limit of the full SIRS model [13]. In the other limiting case, the

well-studied SIR model, there is no persistence of infection, as all outbreaks are self-

extinguishing [63]. Between these two limits, endemic infection can occur, although it

becomes increasingly less likely as the SIR limit is approached. The statistical prop-

erties of the SIS model’s endemic disease state have been characterized extensively

[76], and the endemic state’s persistence times have been calculated explicitly [78].

The SIRS model, which adds the rate of waning immunity as an additional model

parameter, has similarly been studied [35, 79], although the SIRS persistence times

have not yet been calculated.

Furthermore, the aforementioned studies focus on the endemic disease state in

fully mixed, homogeneous populations. It remains an open question how population

heterogeneity influences the persistence of endemic disease. Contact network het-

erogeneity has already been shown to be important for some properties of disease

modeling, such as calculating the locations of endemic thresholds [13, 32]. Another

recent study has shown that network heterogeneity plays an important role in de-

51



termining how spontaneous extinctions occur [58]. In this context, network models

of contacts between individual hosts are particularly useful, as networks provide a

natural framework for modeling a community where some hosts have many contacts

while other hosts have very few. The main contributions of this chapter are to extend

the analysis performed in previous studies to include contact network heterogeneity

in the population, and to highlight the relationship between the statistical properties

of the endemic state and its mean time to extinction. Our analysis reveals how the

properties of the endemic state and its spontaneous decay to the infection-free ab-

sorbing state depend on the population’s underlying contact network as well as on

disease model parameters.

3.2 Infectious Disease Modeling

3.2.1 History of Mathematical Disease Modeling

Simple mathematical models of disease dynamics have proven to be versatile and

useful across many types of pathogens [8, 63, 71]. Such models have been used to

understand infectious disease dynamics for almost a century [65], and have proven use-

ful in understanding key aspects of what factors lead to different epidemic outcomes.

Additionally, these models may also be used to model other types of non-biological

contagions, such as the spread of computer viruses [64, 89, 90].
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3.2.2 Compartmental Models

Population-level modeling of infectious disease dynamics begins with the simplifying

assumption that individual hosts can be found in one of a possible set of disease states.

In the most basic formulation begins hosts begin susceptible to infection, as in no

pathogen is yet present. Hosts are considered infected once they have contracted the

disease and are capable of spreading it to others. Hosts are considered recovered

once the host is no longer infected - the disease has run its course and they are no

longer infectious, or their immune system has cleared them of infection, or they have

died - in this stage, hosts are no longer susceptible to the disease and are no longer

able to spread it to others. [63]. At the population model, individuals are grouped

together according to their disease state, such that the population is divided into

disease state “compartments.”

SIR-type compartmental models of disease dynamics have proven useful in that

they are highly versatile. One may adapt such a model by further subdividing the

population and adding additional compartments to more closely reflect the specific

population or type of infectious disease that one wants to study [63].

Another advantage of compartmental models is that they can provide analyti-

cal insight into the complicated, nonlinear problem of how infectious disease spreads

through a population. In this way they are more effective than agent-based models,

which track individual hosts as they move around their environment. Agent-based

models are able to incorporate a great deal more details about the behavior and

interactions of individual hosts, but they also may require an intractable number

of assumptions about parameters. In the end, a very detailed agent-based model

provides little analytical insight. Unlike in compartmental models, it can be diffi-

cult to determine how the outcome of the agent-based model depends on the input
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parameters without extensive simulations [13, 63].

The following section will review the essential properties of the most basic versions

of SIR-type compartmental models.

SIR model

The Susceptible-Infected-Recovered model is used to describe the spread of acute

infections, such as influenza and chicken pox, that leave the host immune to future

infection [63]. In their pioneering paper, Kermack and McKendrick used this model

to fit to data of an outbreak of plague in Bombay. They found that the dynamics of

the SIR model were useful for describing the increase and subsequent decrease in the

number of reported cases (number infected) that constituted the outbreak of disease

[65].

To describe this model mathematically, let N be the population size, and let

(X, Y, Z) be the number of susceptible, infected, and recovered individuals in the

population. Let (S, I, R) = (X/N, Y/N,Z/N), the respective fractions of susceptible,

infected, and recovered individuals. For constant population, S(t) + I(t) + R(t) = 1

for all t > 0. The SIR model may be expressed with a set of ordinary differential

equations describing the time evolution of (S, I, R):

dS

dt
= −βSI

dI

dt
= βSI − γI

dR

dt
= γI

(3.1)

The term βY/N = βI is the force of infection, or the per capita rate at which

susceptible individuals become infected through contact with their infected neighbors.
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Thus, the nonlinear term (βSI) reflects the transmission of infection to susceptible

individuals. Infected individuals are assumed to recover at a constant rate γ. [63, 13].

The initial conditions of Eq. 3.1 begin with zero recovered individuals, the majority

of the population susceptible, and a few infected individuals.

The deterministic SIR model cannot be solved analytically, but it is possible to

determine a condition in which a large outbreak can occur through some analysis.

Dividing the first equation in Eq. 3.1 by the third equation yields a new differential

equation for S parametrized by R:

dS

dR
= −β/γS (3.2)

Integrating with respect to R yields:

S(t) = S(0)e(−β/γR(t)) (3.3)

It is now possible to solve for the total number of individuals who are affected

by the epidemic and pass through the infected state into the recovered state. As

t → ∞, there are no more infected individuals left in the population, so 1 = S(t →

∞) +R(t→∞). Taking the t→∞ limit in Eq. 3.3 yields a transcendental equation

that relates R(t→∞) to the combination of parameters β/γ:

1−R(t→∞) = S(0)e(−R0R(t→∞)) (3.4)

Fig. 3.1 shows the numerical solutions to Eq. 3.4. R(t → ∞) = 0 when βγ < 1,

and R(t → ∞) > 0 when βγ > 1 [13, 57, 63, 85]. Here, we can define R0 ≡ β/γ,

which is also known as the “basic reproductive ratio.” In an epidemiological context,

R0 is the average number of secondary cases caused by the introduction of a single

infected individual over its infection period: γ−1 is the period of infection, while β is

the rate per contact at which neighbors become infected through contact.
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Figure 3.1: SIR Epidemic Transition: Numerical solutions to Eq. 3.4, showing the
fraction of individuals affected by an epidemic as a function of R0 ≡ β/γ. Below R0 = 1,
there is no outbreak, but above R0 = 1 the outbreak grows to affect a nonzero fraction of
the full population.

Numerical integration of Eq. 3.1 yields the solutions shown in Fig. 3.2. Note

that above the epidemic transition R0 > 1, the number of infected individuals grows

and then dies out, such that that a non-zero fraction of individuals pass through the

infected state into the recovered state.

SIS model

The Susceptible-Infected-Susceptible model describes the spread of infections that do

not impart lasting immunity, such as gonorrhoea [53, 63]. After being infected, indi-

viduals return to the susceptible state. Because the number of susceptible individuals

is constantly replenished, the deterministic SIS model can produce an endemic state

where the number of infected individuals remains finite and never dies out.

Using the same notation as for the SIR model, the SIS model may be expressed
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Figure 3.2: Deterministic SIR Dynamics: Left hand plot shows the solution to the
deterministic SIR equations (Eq. 3.1) above the epidemic threshold (R0 = β/γ = 4). Note
the peak in the number of infected individuals, representing the outbreak of disease. Almost,
but not all of the initially susceptible individuals are affected by the infection and end in
the recovered state. Right hand plot shows the solution to the deterministic SIR equations
below the epidemic threshold (R0 = β/γ < 1), where the number of infected individuals
quickly dies out before it can affect the majority of the population.

as follows:

dS

dt
= −βSI + γI

dI

dt
= βSI − γI

(3.5)

These two equations may be simplified into a single one-dimensional ODE:

dI

dt
= β(1− I)I − γI (3.6)

Setting the left hand side of Eq. Eq. 3.6 to zero yields the number infected in the

long-term steady-state [13, 63]:

I∗ = 1− γ/β = 1−R−10 , β > γ

I∗ = 0, β < γ

(3.7)

Again, the solutions depend on the constant R0 = β/γ. Linear stability analysis

[97] of the Eq. 3.7 shows that for R0 > 1 there is a finite number of infected individuals
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Figure 3.3: Deterministic SIS Dynamics: Left hand plot shows the solution to the
deterministic SIR equations (Eq. 3.5) above the endemic threshold (R0 = β/γ = 1.5). Note
how the number of infected individuals converges to a fixed value, and then remains at that
value. This behavior represents the endemic state, where a finite number of individuals
remain infected indefinitely. Right hand plot shows the solution to the deterministic SIS
equations below the endemic threshold R0 = β/γ < 1, where the number infected dies out
rather than reach an endemic state.

in the steady-state. This is interpreted as an endemic disease state, where the disease

is continually spreading to individuals after they recover from the infection such that

there remains a finite amount of infection. This contrasts to the behavior of the SIR

model, in which there is a single outbreak of infection that dies out. For R0 < 1, the

number of infected individuals drops to 0. Numerical solutions to Eq. 3.5 are shown

in Fig. 3.3.

SIRS model

The SIR model with waning immunity, or SIRS model, describes a disease in which

recovered individuals lose immunity over time, meaning that infected individuals

are temporarily recovered before becoming susceptible again. SIRS can be used to

describe epidemics in which immunity is lost over time [86], for example because
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Figure 3.4: Schematic of SIRS model: Individuals begin in the susceptible state.
Through contact with infected individuals, they become infected. Over time, they re-
cover and acquire immunity. Once that immunity is lost, they are returned back into the
susceptible state.

the disease-causing pathogen evolves quickly enough that hosts’ immune systems no

longer responds to it [7, 52].

The SIRS model combines elements from both the SIR model and SIS model [41].

Similar to the SIR model, when individuals recover they enter the recovered state and

can no longer be infected. Effectively, they are removed from the population during

this stage. Similar to the SIS model, however, individuals are eventually recycled

back into the susceptible state because the acquired immunity is not permanent.

The deterministic SIRS model (transition schematic shown in Fig. 3.4) can be

described with the following ODEs, where ρ is the rate of waning immunity.:

dS

dt
= −βSI + ρR

dI

dt
= βSI − γI

dR

dt
= γI − ρR

(3.8)

Note that in the limit that ρ = 0, Eq. 3.8 reduce down to Eq. 3.1 [41].

Assuming the population is constant over time (S+I+R = 1), the three equations

can be reduced down to two:

dS

dt
= −βSI + ρ (1− S − I)

dI

dt
= βSI − γI

(3.9)
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The steady-state behavior of Eq. 3.9 is found by setting the left hand side to zero.

Similar to the endemic state in the SIS model, the nontrivial solution, with nonzero

infected individuals, is stable above the endemic threshold R0 = β/γ > 1.

S∗ = γ/β = R−10

I∗ =
ρ

ρ+ γ

(
1−R−10

)
R∗ =

γ

ρ+ γ

(
1−R−10

) (3.10)

Below the endemic threshold, the solution (S, I) = (1, 0) is stable. The endemic

state solution (Eq. 3.10) is very similar to that of the SIS model (Eq. 3.7), except

that the endemic level is now modulated by an additional factor that depends on the

rate of waning immunity ρ. For ρ > γ, this factor is large and approaches 1 as ρ

increases, meaning that for a shorter time spent immune the population has a higher

number infected in the endemic state [35]. For ρ < γ, this factor becomes small and

suppresses the endemic level.

Further linear stability analysis also shows that unlike the 1-dimensional SIS

model, the 2-dimensional SIRS model can show damped oscillations as it converges

towards the endemic state [53, 63]. These occur above the endemic threshold (R0 > 1)

when 4(R0 − 1)(1 + ρ/γ)2 > ρ/γ(R0 + ρ/γ)2, or for high values of R0 and low values

of ρ/γ as in the upper right-hand corner of Fig 3.5 D.

Further analysis of the SIRS model’s endemic state will be the focus of the re-

mainder of this chapter.
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Figure 3.5: Deterministic SIRS Dynamics: A. The solution to the deterministic SIR
Sequations (Eq. 3.1) above the endemic threshold (β = .4, γ = .1, ρ = 1.). The model’s
behavior is very similar to that of the SIS model, where the trajectories converge to an
endemic state with the number of infected individuals remaining finite for all time. B. The
solution to the deterministic SIRS equations above the endemic threshold (β = 3., γ = 1.,
ρ = 0.05), this time with ρ chosen such that the damped oscillations appear. Again, after
the oscillations are damped away, the trajectories still converge to an endemic state. C. The
solution to the deterministic SIRS equations below the endemic threshold (R0 = β/γ < 1).
D. Heat map showing the endemic infection level (Eq. 3.10) for varying values of parameters
β/γ and ρ/γ. Note that for β/γ < 1 (below the white line) the number infected die out
and the endemic level is 0. Above the endemic threshold β/γ = 1 there is always a finite
amount of infection remaining in the population, although the endemic infection level is
much higher for ρ/γ > 1.
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3.3 Stochastic Models of Disease Dynamics

3.3.1 Recurrent Epidemics and Spontaneous Extinction

Although deterministic models capture many essential aspects of infectious disease

dynamics, they do fail to reflect other important empirically observed features. Mid-

century epidemiological studies of measles showed that outbreaks could occur repeat-

edly [15]. For each outbreak, the number of reported cases would increase and then

die off as in a single SIR outbreak. These outbreaks occurred and re-occurred re-

peatedly over time. From a modeling perspective, the deterministic models used for

measles could not account for the apparent extinction and recurrence of infection.

To solve this problem, Bartlett proposed that stochastic disease models could

be used to describe the problem of recurrent epidemics, as stochastic models do in-

clude a mechanism for the spontaneous extinction of an outbreak of disease [15]. In

particular, Bartlett observed, that outbreaks of measles were more likely to die out

spontaneously in small and isolated populations than in large populations [14, 15]. In

particular, there appeared to be a relationship between the size of a community and

the duration of the disease outbreak, leading to the notion of a critical community

size. Above the critical community size, infection was likely to remain endemic in

the population, while below the critical community size, infection was likely to die off

spontaneously within a few years. This critical community size could be measured

and verified for measles across many different communities [14, 16, 20]. Further-

more, stochastic versions of models of disease dynamics were able to reproduce the

spontaneous extinction and recurrence of disease outbreaks [14].

In this context, the properties of stochastic models provide a key insight into
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the spontaneous extinction of disease. Even if a deterministic model predicts that a

disease should remain endemic in a population forever, stochastic models predict that

spontaneous extinction is possible. A stochastic model cannot just be thought of as

a deterministic model with noise added. Rather, adding stochasticity to models of

infectious disease dynamics adds important features that deterministic models cannot

reproduce.

3.3.2 The SIRS Master Equation

Randomness is introduced into the SIRS model by treating it as a stochastic process

that describes the behavior of an ensemble of trajectories. Instead of expressing the

model as a system of deterministic ODEs, the stochastic SIRS model is defined as

a continuous time Markov chain with three types of transitions: infection, in which

an susceptible individual becomes infected; recovery, in which a recovered individual

becomes recovered; and loss of immunity, in which a recovered individual becomes

susceptible again. These transitions are expressed mathematically in Table 3.3.2, with

(m,n) as the number of susceptible and infected individuals respectively. Again, the

transitions depend on the parameters β, γ, and ρ.

Event Transition Rate

Infection (m,n) −→ (m− 1, n+ 1) βmn/N

Recovery (m,n) −→ (m,n− 1) γm

Loss of Immunity (m,n) −→ (m+ 1, n) ρ (N −m− n)

Table 3.1: Transitions in Stochastic SIRS Model: m is the number of susceptible
individuals, and n is the number of infected individuals.

This stochastic process can be simulated using Gillespie’s Direct algorithm [63, 43].
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Figure 3.6: Spontaneous Extinction: A comparison between the output of the determin-
istic and stochastic versions of the SIRS model. While the number of infected individuals
in the deterministic model converges to and remains at the endemic level, the number of
infected individuals in the stochastic model fluctuates about that endemic level. Eventually,
the fluctuations lead to a spontaneous extinction, which is not predicted by the deterministic
model.

Fig. 3.6 shows a comparison between the output of the deterministic SIRS model

(from numerically integrating Eq 3.9) and a stochastic simulation. While the number

of infected individuals in the deterministic model converges to and remains at the

endemic level, the number of infected individuals in the stochastic model fluctuates

about that endemic level. Eventually, the fluctuations lead to a spontaneous extinc-

tion, which is not predicted by the deterministic model. The spontaneous extinction

seen here is an example of the phenomenon that originally motivated Bartlett to use

stochastic models to explain recurrent epidemics [14, 15].

It is also possible to gain some intuition from Fig. 3.6 for how spontaneous

extinctions depend on the properties of the endemic state. The stochastic trajectory

fluctuates about a mean endemic level. The likelihood of a spontaneous extinction

occurring depends on the relative size of the fluctuations compared to the mean

endemic level: if the fluctuations are small compared to the mean, then spontaneous

extinctions are less likely to take place. The following analysis of the stochastic
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SIRS model will analyze the behavior both of the mean endemic level as well as the

characteristic fluctuation sizes in order to estimate the rate at which spontaneous

extinctions occur.

Using these transition rates, it becomes possible to derive a master equation (Kol-

mogorov forward equation) describing the behavior of the probability distribution of

trajectories p(t) = P (X(t) = m,Y (t) = n) [11, 35]:

∂

∂t
pm,n = β (m+ 1) (n− 1) /Npm+1,n−1 (t)

+ γ (n+ 1) pm,n+1 (t) + ρ (N − (m− 1)− n) pm−1,n (t)

− (βmn/N + γn+ ρ (N −m− n)) pm,n (t)

(3.11)

The initial conditions in Eq. 3.11 start with n0 infected and N − n0 susceptible,

so p(t = 0) = δm,N−n0δn,n0 .

Quasi-static Distribution

To understand the behavior of Eq. 3.11, it is convenient is to rewrite the probabil-

ity distribution in terms of its quasi-static distribution (QSD) [35, 77]. The SIRS

model includes an absorbing state at (m,n) = (N, 0). When the number of infected

individuals goes to zero (a spontaneous extinction), the trajectory can never leave

this point. Focusing analysis on the QSD is the same as focusing on the ensemble

of trajectories that are active and have not yet reached the absorbing state [38]. Let

the QSD for p(t) be q(t) = P (X(t) = m,Y (t) = n|Y (t) 6= 0), meaning that it is a

probability distribution that conditions on Y (t) > 0:

qm,n (t) =
pm,n (t)

1− p·,0 (t)
(3.12)

where the dot notation denotes the marginal probability of having zero Infected at

time t: p·,0 =
∑N

m=0 pm,0 (t).
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Setting n = 0 and summing equation 3.11 over all m yields an expression for the

rate at which active trajectories transition into the absorbing state [35, 80, 77]:

∂

∂t
p·,0 (t) = γp·,1 (t) (3.13)

Taking the time derivative of Eq. 3.12:

∂

∂t
qm,n =

1

1− p·,0 (t)

(
∂

∂t
pm,n (t) +

∂

∂t
p·,0 (t) qm,n (t)

)
(3.14)

Combining the time derivative of the QSD Eq. 3.14 with the master equation for

the probability distribution (Eq. 3.11) and Eq. 3.13 yields the master equation for the

QSD, conditioning on the trajectories remaining active and avoiding the absorbing

state:

∂

∂t
qm,n = β (m+ 1) (n− 1) /Nqm+1,n−1 (t)

+ γ (n+ 1) qm,n+1 (t) + ρ (N − (m− 1)− n) qm−1,n (t)

− (βmn/N + γn+ ρ (N −m− n)) qm,n (t)

+ γq·,1 (t) qm,n (t)

(3.15)

Note that this master equation is very similar to that of the probability distribu-

tion except for a single nonlinear term (γq·,1 (t) qm,n (t)). This nonlinear term repre-

sents the fact that some trajectories are leaving the QSD by entering the absorbing

state, and is smaller than all other terms that appear in Eq. 3.15. Assuming that

γq·,1 (t)� 1 is the same as assuming that the rate of spontaneous extinction is small,

and that the QSD remains stable over long periods of time [35].

66



3.3.3 Cumulant Equations

Eq. 3.15 is very complicated and it is very difficult to solve for q(t) exactly, but it is

possible to solve approximately for the cumulants of the QSD. This is accomplished

by using a change of variables to express the QSD in terms of its cumulants, and then

by truncating the expansion to obtain a set of coupled ODEs that may be solved and

analyzed using standard methods.

We define a probability generating function (PGF) for the QSD [11, 102]:

P (x, y, t) ≡
∞∑

m,n=0

qm,n (t)xmyn (3.16)

Multiplying both sides of equation 3.15 by xmyn and summing over all m,n yields the

following partial differential equation, with the initial condition given by P (x, y, 0) =

x(N−n0)yn0 :

∂P

∂t
= β

(
y2 − xy

) ∂2

∂x∂y
P (x, y, t)

+ γ (1− y)
∂

∂y
P (x, y, t)

+ ρ (x− 1)

(
N − x ∂

∂x
− y ∂

∂y

)
P (x, y, t)

(3.17)

Eq. 3.17 has no known solution (and in fact cannot be solved because of

incompletely-defined boundary conditions), but it can be simplified by performing

a change of variables and expressing the probability generating function in terms

of its cumulants. Letting x ≡ eθ and y ≡ eφ, the moment generating function

is M (θ, φ, t) = P (x, y, t), and the cumulant generating function is K (θ, φ, t) =

log (M (θ, φ, t)) [11, 102].

At this point, we use a simplifying assumption for the QSD with a bivariate

Gaussian distribution with means (µ(x), µ(y)) and variances (σ(xy), σ2(x), σ2(y)).
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All higher-order cumulants are assumed to be zero. (There are other sophisticated

assumptions that one may employ for simplifying the cumulant expansion, but in this

context assuming a Gaussian distribution gives sufficient understanding of the model

behavior.)

K (θ, φ, t) = µ(x)θ + µ(y)φ+ σ(xy)θφ+
1

2
σ2(x)θ2 +

1

2
σ2(y)φ2 (3.18)

Each of these cumulants of the probability distribution depends on time (e.g. µ(x) =

µx (t)), allowing the quasi-stationary distribution to change over time [35].

Applying these changes of variables to Eq. 3.17 and collecting terms in powers of

θ and φ yields a set of nonlinear ODE’s for each of the cumulants.

∂

∂t
µ(x) = ρ (N − µ(x)− µ(y))− β (σ(xy) + µ(x)µ(y)) /N

∂

∂t
µ(y) = −γµ(y) + β (σ(xy) + µ(x)µ(y)) /N

∂

∂t
σ(xy) = −β (µ(x)µ(y) + σ(xy)) /N − γσ(xy)− ρ

(
σ(xy) + σ2(y)

)
+ β

(
µ(y)σ2(x) + µ(x)σ(xy)− µ(x)σ2(y)− µ(y)σ(xy)

)
/N

∂

∂t
σ2(x) = β (µ(x)µ(y) + σ(xy)) /N + ρ (N − µ(x)− µ(y))

− 2β
(
µ(x)σ(xy) + µ(y)σ2(x)

)
/N − 2ρ

(
σ(xy) + σ2(x)

)
∂

∂t
σ2(y) = β (µ(x)µ(y) + σ(xy)) /N + γµ(y)

+ 2β
(
µ(y)σ(xy) + µ(x)σ2(y)

)
/N − 2ρσ2(y)

(3.19)

The full probability distribution for the ensemble of trajectories is assumed to begin

at a single point, with zero variance in the distribution.

(
µ(x), µ(y), σ(xy), σ2(x), σ2(y)

)
= (N − n′, n′, 0, 0, 0)

As time moves forward, the trajectories stochastically diverge from one another and

the probability distribution widens such that the variances become nonzero, as can

be seen in Fig. 3.7.
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Figure 3.7: Ensemble of Trajectories and Cumulant Equations: An ensemble of 20
trajectories are plotted in gray. The trajectories of µ(y) and σ(y) are found by numerically
integrating (Eq.3.19). To illustrate how the cumulant equations can capture the charac-
teristic behavior of the ensemble of trajectories, the mean µ(y) as well as µ(y) ± σ(y) are
plotted vs. time (red curves). These trajectories were generated using a simulation with
N = 500, β = 1.5, γ = 1.0, ρ = 10.

Simplifying the master equation by approximating the QSD with a Gaussian dis-

tribution has some benefits in this context. The approximation has dramatically

reduced the difficulty of the problem from a PDE with incompletely-defined bound-

ary conditions to a set of ODE’s with well-defined initial conditions. The trade-off is

relying on the assumptions that the rate at which trajectories leave the QSD and die

out is small, and that the QSD is approximately distributed according to a Gaussian

distribution. As shown below, these latter assumptions fail in some important cases,

such as when the QSD becomes close to zero and the decay rate is high.

There is alternative way to derive Eq. 3.19 using the diffusion approximation

[62, 63, 77]. A summary of this can be found in Appendix C.
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3.3.4 Endemic State Analysis

Similar to the solution to the SIRS endemic state for the the ODEs in the deter-

ministic model (Eq. 3.10), the long-term steady state behavior of Eq. 3.19 can be

approximately solved for by setting the left hand side to 0. Adopting the notation

R0 ≡ β/γ and let α ≡ ρ/γ, expanding the solution in powers N yields the following

expressions for the stochastic SIRS endemic state [35] :

µ(x)∗ = N
1

R0

+
1 + α

α

1

R0 − 1
+O

(
N−1

)
µ(y)∗ = N

α

1 + α

(
1− 1

R0

)
− 1

R0 − 1
+O

(
N−1

)
σ(xy)∗ = −N 1

R0

+O (1)

σ2(x)∗ = N
α (R0 − 1) + (1 + α)2

α (α +R0)R0

+O (1)

σ2(y)∗ = N
α (α +R0)

2 + (1 + α) (R0 − 1)

(1 + α)2 (α +R0)R0

+O (1)

(3.20)

There are some important similarities between the long-term endemic state de-

scribed by Eq. 3.10 and the endemic state described by Eq. 3.20. Dividing both

sides by N and taking the limit in which N → ∞, Eq. 3.20 reduces to the de-

terministic model’s solution, where the mean fractions of susceptible and infected

(µ(x)/N, µ(y)/N) become (S, I), and the variances about the mean go to zero. In

other words, the deterministic model is the same as the stochastic model in the infinite

population limit.

One of the additional advantages that analyzing the full stochastic model has over

analyzing the deterministic model is that it accounts for the finite size of the popu-

lation. For example, in the solution for µ(y) the term −1
R0−1 becomes large when R0

is very close to the endemic threshold R0 − 1 � 1. This additional term represses

the mean number infected infected in the endemic state, particularly for small popu-
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Figure 3.8: Accuracy of Cumulant Equations: Comparing the cumulant equations
with stochastic simulation results in a population with N = 500. The simulations were
measured over 104 trajectories. Each column represents a different value of ρ/γ, where for
ρ/γ < 1 the mean number infected is suppressed. The top row shows comparisons of the
mean number infected µ(y), plotted vs. increasing values of R0. The bottom row shows
comparisons of the standard deviation in the number infected σ(y).

lations, and cannot be accounted for in the deterministic (infinite population) limit.

Fig. 3.8 shows comparisons between the cumulant equations’ predictions and

the simulations for four different values of ρ and four different values of R0. The

population size is N = 500. The simulations were measured over 104 trajectories

and prepared such that the simulations began in the QSD (predicted by using the

cumulant equations). QSD measurements are made during its steady state, after

transients have ended but before the trajectories have died out. In the simulation,

the mean endemic level increases with R0, and also increases with ρ. Qualitatively,

the cumulant equations agree with how the mean endemic level (µ(y), top row) and

the QSD standard deviation (σ(y), bottom row). Quantitatively, however the moment

closure approximations are only accurate in regimes where the mean endemic level is

high, meaning R0 > 1 and ρ/γ > 1.
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Figure 3.9: Cumulant Equations’ Approximation to Quasi-static Distribution:
Comparisons between simulations of the stochastic SIRS model quasi-static distribution and
the cumulant equations (Eq. 3.20) A. QSD for an ensemble of 104 simulated trajectories
in a population of N = 500 with R0 = 1.2, γ = 1.0, ρ = 3.2. There is good quantitative
agreement between the cumulant equations’ approximation and the QSD measured using
the simulations, particularly near the peak of the distribution. B. QSD for an ensemble of
104 simulated trajectories in a population of N = 500 with R0 = 1.2, γ = 1.0, ρ = 0.01. In
this regime, where the mean of the QSD is much closer to the absorbing state such that the
QSD overlaps with 0, it is no longer accurate to approximate the QSD using a Gaussian
distribution.

For the left hand side of Fig. 3.9 (A.), there is good quantitative and qualitative

agreement between the simulation data and the cumulant equations’ endemic steady

state. The cumulant equations predicts (µ(x), µ(y)) = (424.9, 57.0), while the means

estimated from the simulation are (424.8± .3, 57.1± .3). The cumulant equations also

predicts the standard deviations (σ(x), σ(y)) = (24.8, 19.4), while in the simulation

they are (24.9± .3, 19.5± 2). For the right hand side of Fig. 3.9 (B.), the cumulant

equations predict (µ(x), µ(y)) = (417.2, 7.52), while the means estimated from the

simulation are (385.6±1.8, 9.7±1.3). In this regime, with µ(y) close to zero and σ(y)

large enough such that the distribution of trajectories overlaps with the absorbing

state, there is no longer any agreement between the simulations and the cumulant

equations.
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Fig. 3.9 gives a phenomenological understanding of why the Gaussian approxi-

mation fails when µ(y) close to zero. Referring back to Eq. 3.15, it was assumed

that the term γq·,1 � 1. Clearly, from Fig. 3.9 B. q·,1 is no longer small enough to

justify this assumption. γq·,1 is the rate at which trajectories leave the QSD and enter

the absorbing state. And so, when spontaneous extinctions occur at a high rate the

above analysis of the QSD’s master equation is no longer expected to be accurate.

Additionally, the simulation QSD is clearly non-symmetric and non-Gaussian, as the

distribution is cut off near Y = 1. It makes sense, then, that the assumption of

a Gaussian-distributed QSD fails to quantitatively account for the behavior in this

regime.

3.3.5 Mean Time to Extinction

To further explore the properties of the endemic disease state, we now turn to the

question of how long the endemic disease state is expected to persist. The sponta-

neous extinction event illustrated by Fig. 3.6 suggests that understanding the rate of

spontaneous extinctions requires knowing both the mean endemic level as well as the

distribution of fluctuation sizes. The cumulant equations provide estimates of both

of these quantities.

Combining Eq. 3.12 and Eq. 3.13 and assuming that the QSD is constant makes

it possible to integrate Eq. 3.13 with respect to time to obtain an expression showing

how in the number of trajectories in the QSD exponentially decays as trajectories

reach the absorbing state [9, 77, 80]:

p·,0 (t) ≈ 1− e−q·,1t (3.21)

γq·,1, the QSD evaluated at Y = 1, gives the exponential decay rate. The quantity
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q·,1 may be estimated using the cumulant equations’ predictions for the mean and

standard deviation of the QSD:

q·,1 ≈ e−(1−µ(y))
2/(2σ2(y))/

√
2πσ2(y)/A

where A =
N∑
i=1

e−(i−µ(y))
2/(2σ2(y))/

√
2πσ2(y)

(3.22)

This suggests that there is a phenomenological relationship between the properties of

the QSD (µ(y) and σ2(y)) and the exponential rate q·,1 at which trajectories in the

QSD go extinct.
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Figure 3.10: Decay Rate Measurement: Measuring the rate at which at which trajec-
tories go extinct. The plot shows the number of active trajectories plotted vs. time, for an
ensemble of 104 simulations of a population with N = 500 and model parameters β = 1.1,
ρ = 1.0, and γ = 1.0. The measured slope is q·,1 = −0.0239, with correlation coefficient
r = −.99993. In this case, the mean time to extinction τ = 41.8.

For quantitative comparison, the rate q·,1 can also be measured from simulations

by counting the rate at which trajectories go extinct. Figure 3.10 illustrates how

this is done, by fitting to the exponential decay rate. We also introduce the notation

τ ≡ 1/q·,1, the mean time to extinction, or characteristic lifetime of the endemic state.

Fig. 3.11 shows the relationship between the endemic state lifetimes and the

relative size of fluctuations σ(y)/µ(y) as measured in the simulations (blue circles,
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Figure 3.11: Endemic State Lifetimes: Comparison between the endemic state lifetimes
measured in the simulations and the endemic state lifetimes predicted using the value of
γq·,1 from the cumulant equations (Eq. 3.22). The x-axis shows σ(y)/µ(y), a measure of
how large the fluctuations are relative to the mean. The data points correspond to the
simulations plotted in Fig. 3.8, ignoring all points where the cumulant equations predicts
µ(y) = 0. The green curve labeled “SIS τ” represents the analytical relationship between τ
(Eq. 3.23 and σ(y)/µ(y)).

same as the data plotted in Fig. 3.8, with N = 500, R0 = [1.05, 1.1, 1.15, 1.2],

ρ/γ = [0.31, 1., 3.1, 10.]). Matching the intuition stated previously, small fluctuations

correlate with longer endemic states and large fluctuations correlate with shorter en-

demic states. Fig. 3.11 also shows estimates of the mean time to extinction calculated

using the cumulant equations together with Eq. 3.22. These estimates consistently

over-estimate the endemic state lifetimes measured in the simulations, and the cu-

mulant equations are less accurate for larger values of σ(y)/µ(y) (as seen also in Fig

3.9).

At this point, it is natural to ask whether there is a well-understood simple analyt-

ical expression that might be useful for understanding the data. While the relation-

ship between τ and (µ(y), σ(y)) has not yet been characterized for the SIRS model,
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τ has been calculated explicitly as a function of model parameters for the SIS model

[10, 78, 87]. Using the notation R0 ≡ β/γ and setting γ = 1, τ has been calculated

analytically for R0 > 1 and N � 1:

τ =
√

2π/N
R0

(R0 − 1)2
exp

[
N

(
log(R0) +

1

R0

− 1

)]
(3.23)

Taking the SIS limit (ρ→∞) in the steady state solutions to (µ(y), σ(y)) (Eq. 3.20),

σ(y)/µ(y) can also be found to depend on R0 and N . Taking N as a constant, we

plot τ vs. σ(y)/µ(y), parametrized by R0. This function is plotted in Fig. 3.11,

and appears to agree with the how τ diverges as σ(y)/µ(y) becomes small (as R0

increases). For additional comparisons between the data and predictions for τ using

simple analytical expressions, refer to Appendix D.

What is remarkable about Fig. 3.11 is how the data points from the SIRS model

appear to collapse onto a single curve. The SIS model, representing the ρ → ∞

limit of the SIRS model, has R0 as a free parameter. The SIRS model has ρ as an

additional free parameter, yet the relationship between τ and σ(y)/µ(y) does not

appear to change even as ρ changes. Instead, for both the simulation data and the

cumulant equations, the model behavior throughout all of parameter space appears to

be restricted onto a one-dimensional curve. We interpret this as a phenomenological

relationship between the relative size of fluctuations (σ(y)/µ(y)) and the mean time

to extinction τ .

3.4 Population Heterogeneity and Network Effects

The previous analysis of the SIRS model only considered the endemic state in a fully

mixed, homogeneous population in which all individuals and contacts are identical.

The simplifying assumption of a homogeneous population is mathematically conve-
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nient but not particularly realistic when it comes to representing how diseases affect

real-world populations. There are many different ways in which heterogeneity enters

into disease modeling. Populations may be subdivided into communities (metapopu-

lations), in which individuals interact frequently with their neighbors within the com-

munity but interact infrequently with individuals who belong to other communities.

For certain diseases transmission may depend strongly on the age of an individual,

such as if young children have not yet been vaccinated and so are more at risk of be-

coming infected [63]. Some diseases may have high variability in transmission across

different individuals, meaning that most people do not have a high transmission rate

but a small number of people have very high transmission rate [73]. Similarly, there

can be variability in the number of contacts that different individuals have, such that

some individuals have few opportunities to spread an infection to others while other

individuals have a very large number of such opportunities [73, 91]. Other diseases

feature the transfer of infection between different species, such that understanding

zoonotic spillover requires consideration of the different modes of how an infection

spreads between animals and humans [94].

Incorporating population heterogeneity into a model allows for a more detailed

description of how different individuals interact with one another [13, 88]. It is also im-

portant to understand how adding new features to disease models affect the outcome

of an outbreak of disease, and to know how heterogeneous populations are affected dif-

ferently from homogeneous populations [36, 37]. The purpose of the following sections

will be to extend the analysis of the stochastic SIRS model in homogeneous popula-

tions to include population heterogeneity, and then to explore how the heterogeneity

affects the properties of the SIRS endemic disease state.
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3.4.1 SIRS in Heterogeneous Populations

For a homogeneous population, with a single type of individual, the term describing

transmission through contact in Eq. 3.8 is βXY/N . A heterogeneous population

includes multiple classes of individuals, where members of each pair of classes may

interact differently. To account for this, the single interaction parameter β is now

replaced by a “who-is-infected-by-whom” matrix B [63]. If K is the number of

classes, then B a K × K matrix where Bi,jxiyj/N is the force of infection between

infected members of class j and susceptible members of class i.

To give an example of how to use a matrix B to describe population hetero-

geneity, one might imagine a population divided into three separate communities,

where members belonging to each community interact strongly with each other but

weakly with members of the other communities. To model such a population, the

who-is-infected-by-whom matrix becomes:

B =


β x x

x β x

x x β


where β > x in order to account for stronger force of infection within each community.

The analysis of the heterogeneous SIRS model proceeds in the same way as for

the homogeneous model, starting with the deterministic version of the model. If the

population is divided into K classes, each class makes up a number Ni of the total

population (where
∑K

i Ni = N) and contains different fractions of susceptible and
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infected individuals ((Si, Ii) = (Xi/Ni, Yi/Ni)):

dSi
dt

= −
K∑
j=1

Bi,jSiIj + ρ (1− Si − Ii)

dIi
dt

=
K∑
j=1

Bi,jSiIj − γIi

(3.24)

For K classes, the QSD is approximated to be a 2K-dimensional multivariate

Gaussian distribution, with 2K means (µ(xi), µ(yi)) and 2K variances (σ2(xi) and

σ2(yi)). Covariances (σ(xi, xj), σ(xi, yj), σ(yi, yj)) form a 2K × 2K matrix. Applying

the same analysis used to account for the stochastic effects, it is possible to derive a

new set of ODEs for the cumulants of the QSD for a heterogeneous population.
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∂

∂t
µ(xi) = ρ (Ni − µ(xi)− µ(yi))−

K∑
j=1

Bi,j [µ(xi)µ(yj) + σ(xi, yj)]

∂

∂t
µ(yi) =

K∑
j=1

Bi,j [µ(xi)µ(yj) + σ(xi, yj)]− γµ(yi)

∂

∂t
σ(xi, yj) = −ρσ2(yi)− (γ + ρ)σ(xy)

−
K∑
m=1

Bi,m [µ(xi)σ(yj, ym) + µ(ym)σ(xi, yj)]

+
K∑
m=1

Bj,m [µ(xj)σ(xi, ym) + µ(ym)σ(xi, yj)]

− δi,j
K∑
m=1

Bj,m [µ(xi)µ(ym) + σ(xi, ym)]

∂

∂t
σ(xi, xj) = −2ρ− ρσ(xj, yi)− ρσ(xi, yj)

−
K∑
m=1

Bi,m [µ(xi)σ(xjym) + µ(ym)σ(xi, xj)]

−
K∑
m=1

Bj,m [µ(xj)σ(xi, ym) + µ(ym)σ(xi, xj)]

+ δi,j

(
ρ (Ni − µ(xi)− µ(yi)) +

K∑
m=1

Bi,m [µ(xi)µ(ym) + σ(xi, ym)]

)
∂

∂t
σ(yi, yj) = −2γσ(yi, yj)

+
K∑
m=1

Bi,m [µ(xi)σ(yjym) + µ(yj)σ(xi, yj)]

+
K∑
m=1

Bj,m [µ(xj)σ(yi, ym) + µ(ym)σ(xj, yi)]

+ δi,j

(
γµ(yi) +

K∑
m=1

Bi,m [µ(xi)µ(ym) + σ(xi, ym)]

)

(3.25)

Eq. 3.25 appears complicated, but nevertheless can be integrated numerically.

Also, the steady-state behavior of Eq. 3.25 can be solved for directly by setting

the left hand sides to zero. In practice, both numerical integration of Eq. 3.25 as
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well as root-finding algorithms converge fastest for parts of parameter space where

the mean numbers infected (µ(yi)) are larger than 0, which occasionally leads to

numerical difficulties when close to the critical point. This is to be suspected, as

the assumption that the QSD is Gaussian-distributed is no longer valid close to the

endemic threshold.

3.4.2 Heterogeneous Mean Field for Annealed Networks

Networks are particularly useful for incorporating heterogeneity in contacts between

individuals [13]. Not every person interacts with the same number of other people. For

example, the sexual contacts traced in [91] reveal sparse networks with a great deal of

degree heterogeneity - most individuals have only a few sexual partners, while a small

number of individuals have very many sexual partners. These two types of individuals,

those with few and those with many contacts, have different amounts of risk when it

comes to contracting a sexually transmitted infection. For the purposes of creating

a more realistic model, It can be crucial to incorporate variation in the amount of

risk of exposure or transmission across different individuals. For a heterogeneously

connected population, the initial conditions for the start of an epidemic can strongly

depend on who is infected first, as person with more contacts is more likely to allow

the disease to spread to others than a person with fewer contacts [73].

One way to model a network’s heterogeneity is to use the uncorrelated annealed

network approximation [13]. This approximation assumes that a node’s degree is its

most important property, such that all nodes with the same degree are identical and

can be grouped together into degree classes. This is convenient for the purposes of

analysis, since it is no longer necessary to track the state of each node independently.

Instead, the nodes belonging to each degree class form a single compartment in the
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Figure 3.12: Heterogeneous Mean Field Schematic: Each node in the network has
a particular degree. Rather than treat each node separately, each node is categorized
according to its degree, such that each group of nodes constitutes a degree class. Each
degree class interacts differently with each of the other degree classes. In the context
of compartmental disease modeling the who-is-infected-by-whom matrix B defines how
strongly the different degree classes interact with one another.

model, and each degree class interacts differently with each other degree class. In the

context of compartmental disease modeling the who-is-infected-by-whom matrix B

defines how strongly the different degree classes interact with one another [63].

The who-is-infected-by-whom matrix for an uncorrelated annealed network is de-

rived by determining the force of infection for the nodes belonging to each degree

class. Suppose each of the nodes in degree class i have degree ki. Each of the ki

edges has a probability kjP(kj)/〈k〉 of connecting to another node with degree kj,

where the probability of connecting to a node with degree kj [85]. The probability of

connecting to a node with degree kj is proportional to kj and the normalizing factor

〈k〉 is the mean degree. Thus, the probability of connecting a node with degree ki to

an infected node with degree kj is:

kikjP(kj)

〈k〉
Yj
Nj

=
kikj
〈k〉

P(kj)Ij

The total probability of connecting to any infected node, therefore, requires a sum

over all degree classes, and the transmission term in Eq. 3.24 becomes

β
K∑
j=1

kikj
〈k〉

P(kj)SiIj
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meaning that the who-is-infected-by-whom matrix is

Bi,j = β
kikj
〈k〉

P(kj) (3.26)

Incorporating Eq. 3.26 into Eq. 3.24, the deterministic SIRS model for annealed

networks becomes

dSi
dt

= ρ (1− Si − Ii)− βkiSi
K∑
j

kj
〈k〉

P(kj)Ij

= ρ (1− Si − Ii)− βkiSiΘ

dIi
dt

= −γIi + βkiSi

K∑
j

kj
〈k〉

P(kj)Ij

= −γIi + βkiSiΘ

(3.27)

where Θ ≡
∑K

j
kj
〈k〉P(kj)Ij [13, 89, 88]. Θ is an effective mean field, calculated by

taking a weighted average over the fraction of infected nodes in each of the network’s

degree classes. The strength of each node’s (or rather, each degree class’s) interaction

with Θ depends on the degree (∼ kiΘ).

The next step is to solve for the steady-state behavior of Eq. 3.27. Setting the

left hand side of Eq. 3.27 to 0, the endemic level becomes

S∗i =
1

1 + kiβ/γ (1 + γ/ρ) Θ

I∗i =
kiβ/γΘ

1 + kiβ/γ (1 + γ/ρ) Θ

(3.28)

Plugging the expression for I∗i from Eq. 3.28 into the definition of Θ yields a self-

consistency equation for Θ:

Θ =
kj
〈k〉

P(kj)
kβ̃/γΘ

1 + kβ̃/γ (1 + γ/ρ) Θ
(3.29)

The trivial solution is Θ = 0, which corresponds to a disease-free state with I∗i = 0.

Dividing both sides of Eq. 3.29 yields condition on the parameters above which Θ > 0
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and I∗i > 0:

β

γ
≥ 〈k〉
〈k2〉

(3.30)

where 〈k2〉 ≡
∑K

j P(kj)k
2
j [13, 88, 89]. This, for the deterministic heterogeneous

SIRS model, is the endemic threshold above which there is a sustained endemic state.

In contrast to the condition derived for the homogeneous deterministic SIRS model

previously, Eq. 3.30 now depends explicitly on the contact heterogeneity of the pop-

ulation. The expression 〈k2〉 is a property of the degree distribution.

For more heterogeneous networks, with widely varying degree distributions, 〈k2〉

can become very large (or even diverge to infinity in the limit of infinitely large

networks with heavy-tailed degree distributions) [13, 85, 88, 89]. In this way, this

analysis of the deterministic model has shown how heterogeneity in the distribution

of contacts in a population can affect the outcome of an epidemic, where highly

heterogeneous populations may have vary low endemic thresholds compared to more

homogeneous populations.

3.5 Stochastic SIRS on Annealed Networks

The next step of this discussion will focus on analyzing the endemic state for the

stochastic version of the SIRS model in a heterogeneous population.The notion of

critical community size, introduced earlier, relates to the relationship between pop-

ulation size and the lifetime of the endemic disease state: in stochastic models of

endemic disease, the average lifetime of an endemic disease state is longer in larger

populations than in smaller populations.

Population size is only one parameter of models of endemic disease, and it remains

an open question how population heterogeneity contributes to the lifetime of the
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endemic disease state. To explore this question, we consider a set of four annealed

networks with varying levels of heterogeneity. Each network contains 500 nodes that

have been partitioned into two degree classes - this way, the model separately tracks

nodes with high degree and nodes with low degree. Each network has the same mean

degree 〈k〉 = 10, and the same low degree klow = 5. The degree of high degree nodes

khigh as well as the proportion of high degree nodes P(khigh) = 1− P(klow) is allowed

to vary such that the breadth of the degree distribution 〈k2〉 also varies between

networks. For each of the four networks, the ratio of the first two moments of the

degree distribution 〈k2〉/〈k〉 is different, and serves as a measure of each network’s

heterogeneity. (This quantity is also important from a modeling perspective, as it

defines the location of the endemic threshold for each network.)

Label klow P(klow) khigh P(khigh) 〈k〉 〈k2〉 σ2
k = 〈k2〉 − 〈k〉

A 5 0.50 15 0.50 10 125 25

B 5 0.80 30 0.20 10 200 100

C 5 0.941 90 0.059 10 500 200

D 5 0.985 330 0.015 10 1700 400

Table 3.2: Network Statistics: Basic properties of the four heterogeneous networks
analyzed. Each network contains N = 500 nodes. The mean degree is held constant
(〈k〉 = 10) across all four networks, but the second moment in the degree distribution
(〈k2〉), a measure of degree heterogeneity, increases from A to D. The fraction of low
degree nodes increases and the fraction of high degree nodes decreases from A to D.

In principle, it is possible to analyze networks with any degree distribution using

Eq. 3.25 or other tools that compartmentalize the network into degree classes. For

the purposes of the present study, however, it is far more straightforward to focus

on networks with binary degree distributions. These networks is more tractable to

analyze but still have controllable heterogeneity.
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3.5.1 Endemic State Phase Diagrams
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Figure 3.13: Mean Endemic Infection Level: The left hand column shows the results
of simulations of the SIRS model on four networks with differing heterogeneity, plotting
the total mean infection level µ(ytotal). The right hand column shows the same quantity
predicted by the cumulant equations (Eq. 3.25).
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Fig. 3.13 and Fig. 3.14 show quantitative comparisons between properties of the

QSD measured using stochastic simulations of the SIRS model and predicted using

the endemic steady-state behavior of the cumulant equations (Eq. 3.25 ). For each

network (A, B, C, D), 104 trajectories of the SIRS model were simulated in order

to measure the properties of the SIRS dynamics. For each network, the SIRS model

parameters ρ/γ, R0 = β/γ (with γ = 1.0) were varied in order to survey a range of

the model’s behavior.

Fig. 3.13 plots the total mean infection level µ(ytotal) = µ(ylow) + µ(yhigh) for net-

works A, B, C, and D. The left hand column shows the results of the simulations, and

the right hand column shows the numerical predictions of the cumulant equations.

For each network, the dependence of µ(ytotal) on parameters (R0, ρ/γ) is qualitatively

similar to that of the deterministic SIR model (Fig. 3.5 D.), with µ(ytotal) increas-

ing with R0 above the endemic threshold, as well as increasing with ρ/γ. One key

quantitative difference between the different networks, however, is how the endemic

threshold level changes depending on the heterogeneity of each network according to

Eq. 3.30. The quantitative agreement between the simulation results and the cumu-

lant equations varies across the different points in parameter space. Similar to the

pattern seen in Fig. 3.8, the cumulant equations are most accurate for parameter

values where the mean infection level is high.

Being able to predict the size of fluctuations in the model is an important feature

of the cumulant equations. Fig. 3.14 plots the standard deviation about the mean

infection level σ(ytotal), where σ2(ylow + yhigh) = σ2(ylow) + σ2(yhigh) + 2σ(ylow, yhigh).

This quantifies the characteristic fluctuations about the mean seen in stochastic sim-

ulations.

In contrast to the behavior of the mean endemic level’s dependence on model
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Figure 3.14: Fluctuation Size of Endemic Infection Level: The left hand column
shows the results of simulations of the SIRS model on four networks with differing hetero-
geneity, plotting the total mean infection level σ(ytotal). The right hand column shows the
same quantity predicted using the long-term behavior of the cumulant equations (Eq. 3.25).

parameters, the fluctuations remain mostly constant above the endemic threshold.

Comparing Fig 3.14 to Fig. 3.13, there is a noticeable lack of variation in the size

of the fluctuations across the upper region of parameter space. Only in the region

very close to the endemic threshold does there appear to be a rapid change in the

fluctuation size. For example, in the ρ/γ = 10. column of the plot showing the

mean endemic level in network B, the mean endemic level increases steadily from

µ(ytotal) = 26 at R0 = 0.6 to 105 at R0 = 1.0, almost a factor of 4. The fluctuation

sizes about the mean endemic level change by less than 2% across the same range of

parameters.

Fig. 3.15 shows the relative size of the fluctuations σ(ytot)/µ(ytot), plotted as a

function of the µ(ytot). The relative size of fluctuations σ(ytot)/µ(ytot) appears to

decrease with increasing mean level µ(ytot), because σ(ytot) remains mostly constant
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Figure 3.15: How Variance Depends on Graph Heterogeneity: Simulation re-
sults for networks with varying heterogeneity, plotting the relative size of the variance
σ(ytotal)/µ(ytotal) vs. µ(ytotal) for four different graphs. There appears to be a monotonic
relationship such that σ(ytotal)/µ(ytotal) decreases as µ(ytotal) increases. For fixed µ(ytotal),
the fluctuations tend to decrease gradually as the network heterogeneity increases.

even as µ(ytot) increases. Note also that, for fixed µ(ytot), σ(ytot)/µ(ytot) tends to

decrease as the heterogeneity increases.

3.5.2 Mean Times to Extinction

Figure 3.16 shows plots of the logarithm of the lifetime of the endemic state log τ

for both the simulations and the cumulant equations. Eq. 3.22, with µ(ytotal) and

σ2(ytotal) from Eq. 3.25, was used to estimate τ at each point in parameter space.

The cumulant equations consistently overestimate the endemic state lifetime in all

parts of parameter space.

Comparing Fig. 3.13 to Fig. 3.16, it appears that the mean lifetime is high in

the parts of parameter space where µ(ytotal) > 0. This is intuitive because when the

mean endemic level is high, it is less likely for a fluctuation to spontaneously cause
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Figure 3.16: Endemic State Lifetime: The left hand column shows the results of simula-
tions of the SIRS model on four networks with differing heterogeneity, plotting the endemic
state lifetime throughout parameter space. The right hand column shows the mean infection
level predicted using the long-term behavior of the cumulant equations (Eq. 3.22, using the
results from Eq. 3.25). Note the similarity in the active regions between these plots and
the plots of the mean endemic level - τ is high when endemic level is high. Note also the
nonlinear behavior of the lifetime, as it appears to diverge for large values of ρ/γ and R0.
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Figure 3.17: Heterogeneous Population Lifetimes vs. Relative Fluctuation Sizes:
The relationship between τ and σ(ytotal)/µ(ytotal) for Network C, a homogeneously con-
nected population. Similar to the results shown in Fig. 3.11, the data have been partitioned
according to the value of ρ to illustrate how data from different regions of parameter space
all collapse together onto the same curve.

the extinction of the endemic state. In contrast to the behavior of the mean endemic

level, however, the endemic state lifetime shown in Fig. 3.13 varies nonlinearly with

the model parameters, and appears to begin to diverge in the upper right hand corners

of the plots.

Recalling the relationship between the mean times to extinction and the relative

size of fluctuations in homogeneous populations illustrated in Fig. 3.11, Fig 3.17 plots

τ vs. σ(ytotal)/µ(ytotal) as measured in the simulations performed with Network C.

Recalling the result shone for homogeneous populations, the data collapse onto the

same low-dimensional curve, even when varying ρ. Thus, it appears that the same

holds true for heterogeneous populations.

The left side of Fig. 3.18 shows τ plotted vs. σ(ytotal)/µ(ytotal) as measured

in the simulations from the four different networks. Note that the data from each

of the networks appears to collapse onto its own low-dimensional curve, but that

each of those curves is different. As the heterogeneity increases, the relationship
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Figure 3.18: Varying Network Heterogeneity: The left side plot shows τ vs.
σ(ytotal)/µ(ytotal) measured from the simulation data for all four heterogeneous graphs.
The right side plot shows the same for the cumulant equations. As a point of comparison,
both plots also include τ vs. σ(ytotal)/µ(ytotal) calculated for the homogeneous SIS limit.

between τ and σ(ytotal)/µ(ytotal) shifts downward and to the left, such that for fixed

σ(ytotal)/µ(ytotal) the lifetime decreases as network heterogeneity increases.

The right side of Fig. 3.18 shows τ as a function of σ(ytotal)/µ(ytotal) predicted

using the cumulant equations. While there does appear to be some small variation

due to changing the network heterogeneity, with τ slightly decreasing as heterogeneity

increases, it does not predict the quantitative shift seen in the simulation data plotted

on the left side.

In both plots in Fig. 3.18, the relationship between τ and σ(ytotal)/µ(ytotal) as

predicted for a homogeneous SIS model is plotted in green (also seen in Fig. 3.11).

This curve serves as a baseline for comparison between the two plots, and makes

clear how the cumulant equations systematically overestimate the lifetimes measured

in the simulations. Note that, when comparing with the simulation data, the values

of τ predicted using the homogeneous SIS model are closest to the more homogeneous

networks - Networks A and B - and do not accurately reflect what is measured for the

more heterogeneous networks - Networks C and D. Population heterogeneity plays an
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important role in determining the time to extinction that is unaccounted for if one

assumes a homogeneous population. (Refer to Appendix D for additional comparisons

between simulation data and other analytical predictions for τ .)

3.5.3 Paths to Extinction

Comparing the simulation data in Fig. 3.18 against both the cumulant equations

results and τ calculated using the homogeneous SIS model, it is clear that a hetero-

geneously connected population - containing both high-degree and low-degree nodes

- has shorter extinction times than a homogeneous population does. It would seem

that the high-degree nodes and low-degree nodes might play different roles in het-

erogeneous networks. To investigate this, we plot the paths through configuration

space (ylow(t), yhigh(t)) that the ensemble of trajectories takes as it moves from the

region near the mean endemic level to the absorbing state. For each network, a set

of 104 trajectories simulated in order to carefully measure the path taken by each

trajectory before going extinct. The data presented in Fig. 3.19 were generated using

the following simulation parameters: For Network A, (ρ/γ = 1., β/γ = R0 = 0.9); for

Network B, (ρ/γ = 1., β/γ = R0 = 0.7); for Network C, (ρ/γ = 1., β/γ = R0 = 0.5);

for Network D, (ρ/γ = 1., β/γ = R0 = 0.5).

Figure 3.19 shows how the ensemble of trajectories proceeds from the mean en-

demic level down to the absorbing state. Each trajectory has a time when it goes

extinct text. The leftmost panel of each row of Fig. 3.19 shows the ensemble of tra-

jectories during at a fixed time prior to text for each trajectory. From left to right,

each panel shows the ensemble of trajectories at different times prior to text as they

proceed towards extinction. Each heat map represents a superposition of trajectories

that outlines the characteristic path to extinction. The bright cross-shaped regions
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Figure 3.19: Paths to Extinction for Networks with Varying Heterogeneity: Each
row corresponds to a different network. Within each row, each panel shows a heat map
representing the ensemble of trajectories for a particular time interval prior to extinction
(text), proceeding from early times towards the time of extinction from left to right. Each
heat map represents a superposition of trajectories that outlines the characteristic path to
extinction.

appearing in the leftmost panels of each row correspond to the mean endemic level,

the starting points for each of the plotted trajectories.
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Examining the characteristic paths to extinction for Networks C and D highlights

the important role that the high-degree nodes play in driving the extinction of the

endemic state. For more heterogeneous networks, it appears that the path to extinc-

tion approaches a two-step process. Each row of Fig. 3.19 corresponds to a different

network, and it is clear that the shape of the characteristic path to extinction depends

on the network heterogeneity. For Networks A and B, the paths to extinction appear

to be symmetric, with both high-degree and low-degree nodes going to zero at the

same rate. For the more heterogeneous Networks C and D, however, appear to take

an asymmetric extinction path. The paths to extinction in Networks C and D begin

with a rapid initial decrease in the number of infected high-degree nodes (yhigh, along

the y-axis). Only after yhigh reaches 0 does the infection also die out in the low-degree

nodes.

The effect that network heterogeneity has on the shape of the characteristic path

to extinction shown here is consistent with previously reported results for the SIS

model [58]. The SIS model represents one limit of the SIRS model, in which ρ→∞.

Choosing a finite value of ρ for the general SIRS model does not appear to affect the

characteristic path to extinction.

Fig. 3.20 plots τ against the ratio of moments of the high node degree distribution

σ(yhigh)/µ(yhigh). Compared to the scatter plot in Fig. 3.18, the data points measured

for all networks come much closer to collapsing onto a single curve. For the purposes

of predicting the endemic state lifetime, focusing only on the behavior of the high-

degree nodes gives a more accurate prediction for how the statistical properties of the

endemic state relate to the endemic state lifetime. (Not shown is τ plotted against

σ(ylow)/µ(ylow), which instead causes the different scatter plots to spread apart from

one another.) This suggests that the high degree nodes primarily drive the process
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Figure 3.20: Lifetimes vs. Relative Fluctuation Sizes: The relationship between τ
and the statistics for the high-degree nodes only σ(yhigh)/µ(yhigh), plotted for four different
networks. The data from each all four networks appear to collapse together, even more
closely than the curves shown in Fig. 3.18.

through which the endemic state goes extinct.

3.6 Discussion

In this study, we have sought to probe the dynamics of spontaneous extinction of

endemic infection, and in particular how spontaneous extinction depends on hetero-

geneities in host contact networks. To this end, we have explored and character-

ized the persistence behavior of the stochastic SIRS model on networks with varying

topology. The SIRS model interpolates between the more widely studied SIS and

SIR limits, and we have explored the dynamics of persistence both along this SIS-

SIR axis as well as for networks of varying contact heterogeneity. Analysis of the

cumulant equations of the SIRS master equation yields predictions for both the mean

endemic level and the characteristic size of fluctuations in the quasi-static endemic

state. These results were consistent with computer simulations of the same model
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for a set of annealed networks with varying amounts of heterogeneity, although the

cumulant equations were found to be most accurate for parameter regimes where R0

is far above the endemic threshold.

We have demonstrated that the mean time to extinction τ is largely governed by

the low-order statistical properties of the quasi-static distribution, the mean µ(y) and

standard deviation σ(y) in the number infected. For both numerical simulations of

the stochastic SIRS model as well as the estimates of τ based on outputs from the

cumulant equations, there appears to be a simple, low-dimensional mapping from the

properties of the QSD and the mean time to extinction τ . This phenomenological

relationship between the QSD and τ remains robust across wide variations in different

parameter inputs: to a large degree, variations in SIRS model parameters impact τ

only insofar as they modify the µ(y) and σ(y) in the QSD.

When introducing network heterogeneity, we find that each different network has

a quantitatively different low-dimensional relationship between τ and σ/µ, such that

for constant σ/µ more heterogeneous networks have shorter extinction times. We

suggest that the difference in τ that results from changing the network heterogeneity

relates to the different roles played by the high-degree and low-degree nodes, where

in more heterogeneous networks it is the high-degree nodes that appear to drive the

process of extinction.

This analysis has been conducted using annealed networks, which are mathemat-

ically convenient for analyzing using compartmental models. It remains to be seen

whether there is a similar straightforward relationship between τ and the properties

of the QSD for networks with quenched disorder, where the edges are frozen and each

node interacts only with its neighbors rather than interacting with a heterogeneous

mean field. It has been shown that in quenched networks high degree nodes drive the
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long-term dynamics and extinction properties of the endemic state [32, 74], but it is

not yet known whether there is a similar relationship between the endemic state and

the mean time to extinction as we have shown for annealed networks.

We have examined the persistence of infection in the context of the SIRS model,

where the gradual waning of immunity provides a mechanism for the replenishment

of susceptible hosts that enables sustained endemic outbreaks. But persistence has

also been widely studied in systems with demographic turnover, for example in cases

where births provide a continual source of new susceptible hosts [69]. In addition,

metapopulation structure has also been shown to play a role in persistence of in-

fection [59]. Given our interest in exploring how contact network structure effects

disease persistence and extinction, it is more straightforward to examine an infection

model such as SIRS on a static contact network, rather than introducing demographic

processes and deciding how to introduce new hosts into an existing contact network.

Ultimately, however, understanding how all these different factors – contact network

structure, metapopulation structure, demographics, as well as population size – con-

spire to affect persistence in real-world infections will be required to make quantitative

predictions in specific disease systems of interest.
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APPENDIX A

INTERPRETING TOPIC MODEL OUTPUT

This table lists the properties of each of the N = 50 topics identified using LDA

trained on the condensed matter physics (cond-mat) articles on arXiv. Keywords

represent a few of the words most strongly associated with a topic. The Sample Ar-

ticle is the reference number of an article with a high probability assigned to a topic.

We interpret each topic as representing a research field, and the Interpretation is

the name that we use to refer to that research field.
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APPENDIX B

NETWORK ASSEMBLY RESULTS FOR ALL TOPICS

This table summarizes the behavior of each topic’s corresponding co-authorship

network. For each topic (denoted by # and Interpretation), we show the number

of articles for both the arXiv and Web of Science data sets (# Articles arXiv and

# Articles WoS, respectively). Also shown is the assembly behavior of the co-

authorship network for each topic (GC Transition). Referring back to Figures 2.6

and 2.7, “No GC” refers to no giant component formation, where cliques of authors

remain disjointed. “Treelike GC” refers to cases where cliques of authors join together

to form an extended, treelike giant component that has a large diameter. “Dense

GC” refers to cases where cliques join together to form a densely connected giant

component with many overlapping cliques and a small diameter.
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APPENDIX C

SECOND DERIVATION OF CUMULANT EQUATIONS

An alternative way to derive the cumulant equations (Eq. 3.19) is to directly

calculate the time-dependent behavior of the moments of the QSD by averaging over

all possible changes to the moments as defined by the master equation. This is known

as the diffusion approximation [62, 63, 77] and is less mathematically detailed than

the use of generating functions but is algebraically simpler and yields the same results.

Let the notation 〈·〉 define the moment of (·) in the QSD. For example, 〈x〉 is the

first moment of S, or the mean number susceptible. 〈y〉 is the mean number infected.

For higher-order moments,

〈xy〉 = σ(xy) + 〈x〉〈y〉 = σ(xy) + µ(x)µ(y)

〈x2〉 = σ2(x) + 〈x〉2 = σ2(x) + µ(x)2

〈y2〉 = σ2(y) + 〈y〉2 = σ2(y) + µ(y)2

To find the time derivative of a quantity 〈·〉, one calculates the ensemble average over

all possible changes to the quantity (·):

d〈·〉
dt

= 〈
∑
events

(change to quantity (·))× (rate of change to quantity (·))〉

where the rates of change the ones defined for the SIRS model in Table 3.3.2.

To derive the time derivative of the mean number susceptible µ(x) = 〈x〉:
d〈x〉
dt

= (+1)ρ〈N − x− y〉+ (−1)β〈xy〉/N

dµ(x)

dt
= ρ (N − µ(x)− µ(y))− β (σ(xy) + µ(x)µ(y)) /N

(C.1)

To derive the time derivative of the mean number susceptible µ(y) = 〈y〉:
d〈y〉
dt

= (−1)γ〈y〉+ (+1)β〈xy〉/N

dµ(y)

dt
= −γµ(y) + β (σ(xy) + µ(x)µ(y)) /N

(C.2)
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The second-order moments are a little trickier: just as the equations for the first-

order moments depend on the equations for the second-order moments, the exact

second-order moment equations will depend on third-order moments. In order to

avoid generating an infinite number of interdependent moment equations, one can

apply a Gaussian moment closure approximation. A Gaussian distribution only has

nonzero first-order and second-order cumulants, with all higher-order cumulants equal

to zero. Assuming that the QSD of the endemic state is approximately Gaussian (as

in the left hand side of Fig. 3.9), it is possible to truncate the infinite sequence of

moment equations to only require the first- and second- order equations.

In practice, when deriving the second-order moment equations, a third-order mo-

ment with the form 〈abc〉 will appear. Gaussian moment closure makes it possible to

re-write this third-order term as an algebraic combination of lower-order moments by

assuming that the third-order cumulant C(abc) is zero and expanding it in terms of

its moments:

C(abc) = 〈abc〉 − 〈ab〉〈c〉 − 〈ac〉〈b〉 − 〈bc〉〈a〉+ 2〈a〉〈b〉〈c〉

C(abc) = 0

⇒ 〈abc〉 = 〈ab〉〈c〉+ 〈ac〉〈b〉+ 〈bc〉〈a〉 − 2〈a〉〈b〉〈c〉

To derive the time derivative of the covariance σ(xy) = 〈xy〉 − 〈x〉〈y〉 requires

calculation of the change to the quantity (xy) for each possible type of event. For an

infection event, the change to the quantity (xy) is ((x− 1)(y + 1))− xy = x− y − 1.

For a recovery event, the change to the quantity (xy) is (x(y − 1)− xy) = −x. For a
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loss of immunity event, the change to the quantity (xy) is (x+ 1)y − xy = y.

dσ(xy)

dt
=
d〈xy〉
dt
− 〈x〉d〈y〉

dt
− 〈y〉d〈x〉

dt
d〈xy〉
dt

= 〈(x− y − 1) βxy/N〉+ 〈(−x)γy〉+ 〈(+y) (N − x− y)〉

= −γ〈xy〉+ ρ
(
N〈y〉 − 〈xy〉 − 〈y2〉

)
− β〈xy〉/N

+ β
(
2〈xy〉〈x〉+ 〈x2〉〈y〉 − 2〈x〉2〈y〉

)
/N

− β
(
2〈xy〉〈y〉 − 〈x〉〈y2〉 − 2〈y〉2〈x〉

)
/N

〈x〉d〈y〉
dt

= −γ〈x〉〈y〉+ β〈x〉〈xy〉/N

〈y〉d〈x〉
dt

= ρ
(
N〈y〉 − 〈x〉〈y〉 − 〈y〉2

)
− β〈y〉〈xy〉/N

Simplifying,

dσ(xy)

dt
= −β (µ(x)µ(y) + σ(xy)) /N − γσ(xy)− ρ

(
σ(xy) + σ2(y)

)
+ β

(
µ(y)σ2(x) + µ(x)σ(xy)− µ(x)σ2(y)− µ(y)σ(xy)

)
/N

(C.3)

Similarly, one may derive the time derivatives for each of the variances σ2(x) and

σ2(y) using the same procedure, obtaining:

dσ2(x)

dt
= β (µ(x)µ(y) + σ(xy)) /N + ρ (N − µ(x)− µ(y))

− 2β
(
µ(x)σ(xy) + µ(y)σ2(x)

)
/N − 2ρ

(
σ(xy) + σ2(x)

) (C.4)

and

dσ2(y)

dt
= β (µ(x)µ(y) + σ(xy)) /N + γµ(y)

+ 2β
(
µ(y)σ(xy) + µ(x)σ2(y)

)
/N − 2ρσ2(y)

(C.5)

Note that each of the above equations (Eqs. C.1, C.2, C.3, C.4, C.5) is identical

to the analogous equation derived directly from the master equation shown above in

Eq. 3.19.
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This procedure may also be repeated for the heterogeneous SIRS model (Eq. 3.24),

where this time the interaction term depends on a sum over K different classes. The

result is the same as Eq. 3.25.
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APPENDIX D

ALTERNATIVE PROBABILITY DISTRIBUTIONS FOR THE QSD

From looking at the shape of the QSD in Fig. 3.9, one might also consider alternate

ways of estimating the time to extinction that are more straightforward than using

the cumulant equations in conjunction with Eq. 3.22. For example, assuming that

the mean µ(y) � 1 and that the normalizing prefactor A varies negligibly, then the

rate of endemic state extinction is approximately

q·,1 ≈ e−(µ(y)/σ(y))
2/2 (D.1)

Because τ ∼ (q·,1)
−1, using this simplified version of the Gaussian distribution yields

a power law relationship between log(τ) and σ(y)/µ(y):

log(τ) ≈ (σ(y)/µ(y))−2 /2 + c (D.2)

where c is an additive constant that comes from the normalizing prefactor A

Similarly, when σ(y)/µ(y) is large such that the QSD overlaps with 0 (as in the

right side of Fig. 3.9), one might try approximating the QSD with a skewed probabil-

ity distribution, such as the Poisson distribution. In general, the Poisson distribution

does not accurately reflect the QSD measured from the simulation. To illustrate this,

Fig. D.1 reproduces the QSD from the simulation data and cumulant equations from

the right side of Fig. 3.9. A Poisson distribution (with µ = 7.5, the same mean as

measured in the simulations), is shown for comparison in green. The Poisson dis-

tribution is too narrow, and so does not accurately reflect the characteristic size of

fluctuations in the simulation.

The Poisson distribution, as shown in Fig. D.1 also underestimates the value of

P (n = 1), which suggests that the predicted mean time to extinction will be too
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Figure D.1: Comparison between endemic state QSD and a Poisson distribution: The QSD
plotted on the right side of Fig. 3.9 is reproduced here, with the simulation data (in red)
and the cumulant equations results (in black). Additionally, a Poisson distribution with the
same mean as in the simulation data (µ = 7.5) is shown for comparison with the simulation
QSD. The Poisson distribution’s standard deviation (σ =

√
µ) is too small to match the

data.

high. For this case, we calculate log(τ) as a function of σ(y)/µ(y) as follows: For the

Poisson distribution,

σ2 = µ

σ/µ =
1
√
µ

(D.3)

and

P (n = 1) = µe−µ (D.4)

and so

τ = (σ/µ)2 e((σ/µ)
−2) (D.5)

Figure D.2 shows Eqs. D.2 and D.5 alongside the simulation data and the cumu-

lant equations results for Network C (as seen in Figs. 3.18 and 3.17), as well as τ

vs. σ(y)/µ(y) calculated for the homogeneous SIS model. It is clear that the Poisson

distribution (in orange), which has no adjustable parameters, does not accurately
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Figure D.2: Alternative methods for calculating τ from the QSD: The simulation
data and cumulant equations results for Network C are plotted alongside three analytical
predictions for τ vs. σ(y)/µ(y). The Poisson distribution (in orange) does not fit the data
for larger values of σ(y)/µ(y) as intended. The Gaussian distribution (in black) can be fit
to match the cumulant equations’ predictions for τ for small σ(y)/µ(y).

reflect the behavior of either the simulation data or the behavior of the cumulant

equations for larger values of σ(y)/µ(y). The Gaussian distribution (in black) has

one adjustable parameter c, which cannot be adjusted to accurately fit the simula-

tion data but can be fit to match the cumulant equations’ predictions for τ for small

σ(y)/µ(y) as shown in the figure. In this parameter regime, for σ(y)/µ(y) ∈ [.1, 1.0],

it also appears that both the SIS τ and the simple Gaussian distribution may be used

to approximate the way that the data appear to diverge for small σ(y)/µ(y).
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