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RNA is one of the most versatile and abundant biological molecules in nature. It

maintains roles in a vast array of functions critical to life that include, among others,

encoding protein synthesis, catalyzing chemical reactions, storing genetic information,

defending the cell, and regulating gene expression.

A critical property of RNA is its ability to fold into intricate three-dimensional

structures that determine its function. These three-dimensional structures are directly

derived from the sequence of the RNA and are generated by internal interactions be-

tween the nucleotides. Determining what these structures are and how they form is

key to understanding the many functions RNAs play in cellular life.

One technique used to analyze RNA structure is SHAPE-Seq, which couples local

nucleotide flexibility measurements with next-generation sequencing to obtain high-

resolution information about RNA structural elements. In this work, I greatly expand

the capabilities of the SHAPE-Seq technique both in vitro and inside living cells and

describe a novel technique for capturing RNA folding during the process of transcrip-

tion.

Using the capability to measure RNA structures inside living cells, I study the role

of RNA structure in regulating both transcription and translation. In studying transla-

tional regulation, I link changes in RNA structural state to a functional output. I also

discuss the utility of in-cell RNA structural data to guide the design of a transcriptional

derepressor using CRISPR interference.



I then study how the process of transcription affects RNA folding using a newly

developed cotranscriptional SHAPE-Seq technique. With it, I determine the folding

pathways of two regulatory RNAs in vitro, and gain new insights into how transcrip-

tional regulators make structural decisions in the timescale of transcription.

I close with investigations into the structural changes that occur during RNA-

protein binding in the contexts of two different RNase Ps and the cucumber mosaic

virus. In both, I observe protein binding at distinct structural motifs.

The improvements and extensions to SHAPE-Seq described herein represent new

frontiers in RNA structural biology and promise to change the way RNA biologists

and engineers study and design this fundamental molecule of life.
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CHAPTER 1

INTRODUCTION

1.1 The role of RNA structure in biology

RNA is one of the most versatile and abundant biological molecules in nature. The

role of RNA in biology includes a vast array of functions critical to life that include,

among others, encoding protein synthesis [1], catalyzing chemical reactions [2], storing

genetic information [3], defending the cell [4, 5], and regulating gene expression [6, 7].

The incredible diversity of RNA functions has led many biologists to believe in an

RNA World hypothesis that proposes that self-replicating RNAs were the precursors

to terrestrial life [8].

A critical property of RNA is its ability to fold into intricate three-dimensional

structures, despite being primarily composed of only four nucleotides: guanosine,

adenosine, cytidine, and uridine. These three-dimensional structures are directly de-

rived from the sequence of an RNA molecule and are generated by internal interac-

tions between nucleotides that can include Watson-Crick base pairing, Hoogsteen base

pairing, π-π stacking interactions, and other electrostatic interactions (Figure 1.1A) [9].

Together, these interactions confer upon each RNA sequence a folded structure, or en-

semble of folds, that determine(s) the function of that RNA (Figure 1.1B, C). Thus, there

is an intimate relationship between the sequence, structure, and function of an RNA.
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Figure 1.1: Organization of RNA structure. RNA structure is organized in three lev-
els: primary, secondary, and tertiary. (A) Primary RNA structure refers
to the nucleotide sequence of an RNA. Each nucleotide is composed of a
phosphate group, ribose sugar, and a nucleobase. (B) Nucleotides can form
both canonical Watson-Crick (W-C) and non-canonical base pairs, includ-
ing a fairly common G•U wobble pair. Secondary RNA structures include
local structures such as a basic helix (left, blue), stem-loop (middle, gray),
or pseudoknots (right, gray-orange). (C) At the tertiary level, interactions
between secondary structures generate the overall structure of the RNA.
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RNA structures are crucial to many of the most conserved elements of life. For

example, the core processes in protein translation are all RNA-based: messenger

RNA (mRNA) bears protein sequence information, transfer RNA (tRNA) decodes the

mRNA message, and ribosomes (as a multi-subunit RNA-protein complex) catalyze

the polymerization of the nascent polypeptide chain [10]. Further, a pre-processing

step of tRNA maturation involves an endoribonuclease, RNase P [11]. Even before

translation, RNAs also affect the process transcription. In prokaryotes, RNA hairpin

structures called intrinsic terminators signal end of transcription and cause RNA poly-

merase (RNAP) to dissociate from the template DNA [12]. In eukaryotes, RNA struc-

tures in the spliceosome direct alternative splicing of exons to generate new protein

coding sequences [13]. In both domains of life, RNA structures can also resist, or

promote, RNA degradation by cellular machinery [14–16]. RNA structures are also

involved in cellular defense. In many prokaryotes, recently discovered CRISPRs (clus-

tered regularly interspersed palindromic repeats) protect cells from invading plasmids

and phages using structured RNAs within protein-RNA complexes to target and cleave

the unwanted nucleic acids [4, 5]. Yet, one of the biggest roles of RNA structures in the

cell is to help maintain cellular homeostasis by regulating the processes of transcription

and translation.

1.2 RNA structures that regulate translation in prokaryotes

There are many different types of RNA structures that can regulate translation. In

prokaryotes (eukaryotic gene expression is not discussed in this thesis work), transla-

tion is first initiated by a ribosome binding to a sequence roughly 8-12 nts upstream of

a start codon with the consensus sequence ‘AGGAGG’ [17]. The basal level of transla-

tion from a particular ribosome binding site (RBS) is dictated by two factors: 1) trans
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interactions between the ribosome and the RBS and 2) the accessibility of the RBS in the

mRNA [18, 19]. The most common method of prokaryotes use to regulate translation is

to modulate RBS accessibility within mRNAs, although RNA stability and translation

fidelity methods are also employed [18, 19]. Typically, access to the RBS is controlled

by alternative RNA folding within the 5’ untranslated region (UTR) of an mRNA, such

that one structure exposes the RBS to the translation machinery while another occludes

the RBS, preventing ribosome binding [20].

One common method prokaryotes use to control RBS accessibility on a global level

is through networks of sense/antisense RNA-RNA interactions (Figure 1.2) [21, 22]. In

these networks, small RNAs (sRNA) bind to target mRNAs, mainly through Watson-

Crick base pairing, to block or reveal an RBS [21, 22]. sRNAs are also used to control

plasmid copy number, as observed in the ColE1 origin of replication and the hok/sok

system of the R1 plasmid [23]. These types of sRNA regulators have inspired many

RNA engineering efforts to devise synthetic versions of sRNA-mRNA pairs to con-

trol gene expression (Figure 1.2) [24]. The first such effort was published by Isaacs et

al. in which the hok/sok was modified to create the first riboregulators; RNA hairpin

structures in the 5’ UTR of mRNAs that would open to reveal an RBS after binding

a trans-acting sRNA [25]. Others followed suit, designing RNA regulators that used

RNA structural rearrangements triggered by an sRNA-mRNA interaction to reveal an

RBS [24, 26].
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Figure 1.2: Selection of the major transcriptional and translational regulation mecha-
nisms in prokaryotes. Mechanistic representation of prokaryotic regula-
tors of translation (left) and transcription (right). Adapted with permission
from Chappell et al. 2013 [24].
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A second method prokaryotes employ to regulate gene expression is a class of

structured RNAs called riboswitches (Figure 1.2) [27, 28]. Riboswitches are RNA struc-

tures that contain an aptamer, an RNA structure that can recognize and bind a small

molecule ligand, and an expression platform. Riboswitches typically reside in the 5’

UTR of an mRNA and fold into one of two structures depending on whether the ap-

tamer domain binds its ligand. One of its possible structures contains a stabilized,

ligand-bound aptamer, while the alternative contains a disrupted aptamer [27–32]. The

state of the aptamer affects the structure of the expression platform that controls the

translation of a downstream open reading frame (ORF) by either exposing an RBS or

occluding it [27, 28, 31–33].

Like the sRNA-mRNA type of regulation, synthetic biologists have undergone ef-

forts to design novel synthetic riboswitches (Figure 1.2) [34, 35]. A typical approach

involves taking a well-characterized aptamer domain from one riboswitch and fus-

ing it with a ribozyme (aptazyme) [36, 37] or an entirely synthetic sequence [38–40].

Both translational repressors and activators have been designed with these strategies

(Figure 1.2) [34–36, 41]. However, engineering synthetic riboswitches is more difficult

compared to simple synthetic riboregulators due to the challenge of understanding

how mutations in a riboswitch impact switching between its two structures, which

typically contain hard to predict noncanonical interactions.

1.3 RNA structures that regulate transcription in prokaryotes

Many of the regulatory mechanisms used by prokaryotes to control translation are

also used to control transcription (Figure 1.2) [6, 7]. However, instead of switching

between RBS accessible/inaccessible structures, transcriptional attenuators typically
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either form an intrinsic terminator or an antiterminator structure. An intrinsic termi-

nator is an RNA hairpin loop that is followed by a 6-8 U-rich tract that causes the

RNAP elongation complex to become unstable and dissociate from its template DNA

[12]. While the characteristic inverted repeat motif of an intrinsic terminator is eas-

ily identified, fewer examples of genes regulated via intrinsic termination are known

compared to those regulated by RBS accessibility [7].

Riboswitches can also control transcription [27, 42, 43]. Most of the riboswitch fam-

ilies that have been discovered so far contain variants that regulate either transcription

or translation, or both [44–50]. Like the translational variants, the aptamer domain ex-

ists in one of two states: stably bound to the ligand or at least partially destabilized in

favor of an alternative structure, one of which will allow an intrinsic terminator to fold

[27, 28, 43].

sRNA interactions can also dictate the formation of an intrinsic terminator

(Figure 1.2). While rarely in bacterial genomes, sRNA-mRNA sense/antisense in-

teractions have been discovered to play a role in a number of plasmid copy-control

mechanisms [51]. The first known example of an RNA-RNA interaction leading to

transcription termination event was discovered in the plasmid pT181 [52–54]. In the

pT181 replication system, an antisense RNA binds the 5’ UTR of an mRNA encoding

a replication protein to prevent the formation of an antiterminator structure, allowing

an intrinsic terminator to fold instead [53]. No known natural examples of transcrip-

tional anti-attenuators (activators) exist, but a recent study demonstrated that intrinsic

terminators could be converted into sRNA-responsive transcriptional activators [55].

Recently, the acquired immunity CRISPR system from S. pyogenes was adapted to

create a mechanism of transcriptional regulation called CRISPR interference (CRISPRi;

Figure 1.2) [56, 57]. In the wt CRISPR system, CRISPR associated (Cas) proteins, guided
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by a structured RNA or pair of structured RNAs, bind to a nucleic acid target and

cleave it [4, 5, 58, 59]. In CRISPRi, however, the endonucleolytic capabilities of the Cas

protein(s) are removed, creating an RNA-guided, nucleic acid binding RNA-protein

complex. The specific CRISPRi system derived from S. pyogenes includes a catalytically

dead Cas9 (dCas9) protein that can be targeted to promoters or ORFs to prevent RNAP

initiation or elongation, respectively [57]. The binding of dCas9 is very tight and slow

to dissociate [60], making CRISPRi a very strong mechanism of repression.

1.4 Cotranscriptional RNA folding and its role in structure forma-

tion

The timescale of RNA folding is faster than RNA transcription, leading to the forma-

tion of RNA structures during the process of RNA synthesis (Figure 1.3) [61, 62]. For

many regulatory RNA structures, the cotranscriptional nature of RNA folding is crit-

ical, especially for those structures that regulate transcription (discussed above), as

they must be able to arrive at different final folding states before RNAP transcribes

past them [63–65]. For some large and/or complex RNA structures, cotranscriptional

folding can also be an important factor to ensure that the correct final structures are

achieved by establishing kinetically trapped structures [66–70].
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Transcription Progress

Regulatory

Decision

Figure 1.3: RNA cotranscriptional folding. As RNAs are transcribed by RNA poly-
merase (gray), they immediately begin to fold into secondary and tertiary
structures. Some regulatory decisions change the cotranscriptional folding
pathway, resulting in a different final structure.

Current studies aimed at understanding the contribution of cotranscriptional fold-

ing to RNA structure are largely limited to circular permutation studies [71–73], com-

putational folding [74–77], endpoint structure probing assays [78], and single molecule

pulling experiments [79–81], all of which are low-throughput. A few of these pioneer-

ing studies are beginning to identify how RNAs fold cotranscriptionally, but with fairly

low resolution [79, 80, 82, 83]. Thus, there is a need for improved techniques that are

able to both capture cotranscriptional folding events with high resolution and be high-

throughput.

1.5 Understanding RNA function by measuring RNA structure

There are a number of experimental techniques available to measure RNA structure

including crystallography [84], nuclear magnetic resonance (NMR) [85], and chemi-

The text in this section is in press at Methods in Molecular Biology to be published in August, 2016.
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cal/enzymatic probing [86–88]. Of these, crystallographic methods and NMR produce

structures with the highest resolution, yielding very high quality three-dimensional

representations of RNA structure. However, obtaining good crystals for crystallo-

graphic methods can be challenging and/or time-consuming and does not work well

for RNAs that have many disordered regions [84]. NMR experiments, on the other

hand, are less technically challenging than crystallographic methods, but are difficult

to solve and typically limited to smaller RNAs [85].

Mapping RNA structure with chemical probing or nuclease cleavage has become a

powerful technique for uncovering RNA structure-function relationships in a broad ar-

ray of contexts [86]. Chemical probing experiments use reagents that covalently mod-

ify RNAs in a structure-dependent fashion, allowing the structure of an RNA under

study to be inferred once the locations of the modifications are determined. Similarly,

nuclease cleavage experiments use ssRNA and dsRNA endonucleases to selectively

cut at specific nucleotides depending on their structural context. Although chemi-

cal probing and nuclease cleavage structural information is lower resolution than that

produced by crystallography or NMR [86, 89], the experimental speed, flexibility, and

accessibility of RNA chemical probing and nuclease cleavage experiments have made

them amenable to many different RNA structural biology studies.

RNA chemical structure probing consists of several distinct steps: preparation and

folding of an RNA of interest, structure-dependent covalent modification of the RNA

at the nucleotide level, and determination of the modification locations (Figure 1.4)

[86]. The locations of the modifications can then be used to infer the underlying RNA

structure, since many chemical probes preferentially modify nucleotides that are un-

structured. Thus, a higher frequency of modification can be used to infer nucleotides

that are present in single stranded regions, loops, or bulges [90–92].
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Figure 1.4: Chemical structure probing experiment with next-generation sequencing.
A typical next-generation sequencing (NGS) chemical probing experiment
begins with a folded RNA of interest that is then subject to structure-
dependent covalent modification by a chemical reagent (light red). Mod-
ification positions are located by reverse transcription primer (blue) exten-
sion that stops one nucleotide before the modification position. The cDNA
product (dark red) is then prepared for NGS (see Figure 1.6 for details).
Last, the NGS sequencing reads are converted to a measure of reactivity
that represents the relative frequency of modification, or structural flexibil-
ity, of a particular nucleotide. The red modification position is indicated in
the hypothetical reactivity data.

While there are a wide variety of chemicals that can be used to probe RNA struc-

ture [86, 91, 93, 94], in this thesis work I will focus on the SHAPE class of chemical

probes [86, 95]. SHAPE (selective 2’-hydroxyl acylation analyzed by primer extension)

reagents react with the 2’-OH group of the ribose backbone to form covalent adducts

at nucleotides that are structurally flexible [90, 96]. The positions of these adducts are

then detected with reverse transcriptase (RT) primer extension, which stops one nu-

cleotide before the modification, to create a pool of cDNAs whose lengths reflect the

location of SHAPE modification (+ channel) [92]. A control RT primer extension on an

unmodified RNA (- channel) is also performed to identify locations where the RT has

a natural propensity to abort extension and ‘drop off’. The location and frequency of

modifications and the natural RT drop off sites from the (+) and (-) channel cDNAs, re-
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spectively, are used to estimate a ‘reactivity’ for each nucleotide in the RNA (Figure 1.5)

[97, 98]. High SHAPE reactivities correspond to nucleotides that are unstructured, and

are more likely to occur in single-stranded regions, loops, or bulges. Conversely, low

reactivities can correspond to constrained nucleotides located in a double-stranded

helix, bound to a protein or ligand, or involved in a non-canonical base pair [99]. In

addition to qualitative interpretation, SHAPE reactivity data can also be quantitatively

used to constrain secondary structure prediction algorithms to generate RNA structure

models that are more consistent with experimental measurements [100–102].
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Figure 1.5: SHAPE-Seq reactivities highlight nucleotides that are structurally flexible.
(A) Secondary structure model of E. coli tRNAphe (left) colored to show fea-
tures of the tertiary structure of tRNAphe (right; PDB: 3L0U) [103]. Note that
the secondary structure image does not capture the tertiary interaction be-
tween the hairpin 1 (orange) and hairpin 3 (magenta) loops. (B) Secondary
and tertiary structures of tRNAphe colored to show SHAPE-Seq reactivity
intensity (ρ) according to the bar chart in (C). The nucleotides involved
in the tertiary interaction between hairpins 1 and 3 have low reactivities.
(C) Bar chart showing a representative SHAPE-Seq reactivity spectrum for
tRNAphe, colored to reactivity intensity.
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To estimate SHAPE reactivities, the location and frequency of SHAPE modifica-

tions and natural RT drop off sites need to be determined. Originally, this was done us-

ing gel electrophoresis with radiolabeled primers [92]. A sequencing ladder provided

the location of the 3’ end of the cDNAs in each channel, revealing the modification

location, and a comparison of the band intensities with or without the chemical probe

provided the relative frequency of modification [99]. Fluorescently labeled primers

were introduced later as an alternate readout method, which improved throughput

with the use of capillary electrophoresis (CE) [104] and simplified data analysis with

the SHAPEFinder and QuSHAPE software packages [105, 106]. However, both meth-

ods are limited in that they cannot be multiplexed and suffer from the noise associated

with integrating analog signals to determine the abundance of each cDNA length. Ulti-

mately, these problems were solved by coupling the chemical modification step to next-

generation sequencing (NGS) to determine the modification and natural RT drop off

positions, creating the SHAPE-Seq method [107, 108]. Many other NGS-based chem-

ical probing techniques were soon developed that, together with a few NGS-based

enzymatic methods, focused on examining RNA structures transcriptome-wide, pro-

viding a wealth of new RNA structural information from multiple species (Figure 1.6)

[109–111].
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Figure 1.6: NGS-based RNA structure probing technologies. RNA structure probing
uses chemical probing to introduce covalent modifications or enzymatic
cleavage or directly cleave RNA in a structure-dependent fashion. Modifi-
cation or cleavage positions are detected through processing steps followed
by next-generation sequencing. Computational analysis of the resulting se-
quencing reads yields a measure of chemical modification ‘reactivity’ or en-
zymatic cleavage frequency at each nucleotide. High enzymatic cleavage or
chemical modification frequencies give information on structure depend-
ing on the characteristics of the nucleases or probes used. These values can
be used for several types of specific analyses, such as restrained RNA fold-
ing, meta-analysis of the entire transcriptome, and comparisons between in
vitro and in vivo probing data. An outline of the steps for SHAPE-MaP [112]
and in-cell SHAPE-Seq [113] (purple), CIRS-Seq [114] (maroon), icSHAPE
[115] (red), structure-seq [116] (orange), DMS-Seq [117] (yellow), Mod-Seq
[118] (light green), PARS [119] (green), FragSeq [120] (blue), and RPL [121]
(gray), is shown. Figure reproduced with permission from Strobel et al.
2016 [109].
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1.6 Developing new SHAPE-Seq technologies for new contexts

The main goal of this thesis work was to greatly expand the capabilities of the SHAPE-

Seq technique described above to be able to measure as many different types of RNA

structures in as many different contexts as possible. The following subsections below

first detail how the original in vitro SHAPE-Seq protocol was improved and extended

to relax the sequence requirements for RT priming (Chapters 2 and 4), probe RNAs

directly inside living cells (Chapter 3), and measure cotranscriptional folding path-

ways in vitro (Chapter 5). Then the application of these new techniques to measure

RNA structures from all three domains of life is described in the remaining subsec-

tions, which analyze many of the types of RNA structures discussed above, includ-

ing translational regulators (Chapter 3), transcriptional regulators (Chapters 5 to 7),

RNA-protein complexes (Chapters 8 and 9), and ribozymes (Chapters 3 and 9). Each

subsection describes a technical challenge or new structural context that had yet to be

solved/explored during the time this thesis work was conducted, and a brief summary

of the results is presented.

1.6.1 Chapter 2: Developing SHAPE-Seq v2.0

In the original implementation of SHAPE-Seq [107, 108], RNA hairpins were included

in RNA of interest to facilitate RT. These extra hairpins added to the bulk of the RNA,

already subject to a ∼350 nt limit, and could potentially cause misfolding depending on

the RNA of interest. Simply removing the hairpins, however, would require directly

priming from the RNA, resulting in an information loss, as no structural data can be

obtained from the primer binding site for RT. Thus, the first goal of this thesis research

The work described in this chapter includes contributions from David Loughrey, Alexander H. Set-
tle, and Julius B. Lucks.
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was to develop a new ‘universal’ ligation strategy that would allow indirect RT prim-

ing from an additional ligated sequence. Described in Chapter 2, the new SHAPE-Seq

v2.0 method introduced a series of protocol optimizations as well as new ligation/RT

steps to facilitate RT from the 3’ end of any RNA, regardless of sequence [122]. After

technique development, we compared SHAPE-Seq reactivity profiles obtained from

the v2.0 with the original SHAPE-Seq technique on a panel of well-known RNAs to

benchmark the relaxed sequence requirement and found excellent agreement between

the two methods. We also refit the SHAPE restraint parameters m and b for RNAstruc-

ture [101, 102] for a newly established reactivity parameter ρ. The new SHAPE-Seq

v2.0 technique that resulted from the work in Chapter 2 also served as a starting point

for the development of SHAPE-Seq v2.1 [123], as discussed in Chapter 4.

1.6.2 Chapter 3: Characterizing Cellular RNA Structure and Function

with in-cell SHAPE-Seq

Early NGS chemical probing methods were only suited for measuring RNA structures

in vitro and could not capture effects of the cellular environment on RNA structure. In

fact, when the beginning of the research discussed in Chapter 3 began, dimethyl sul-

fate (DMS) was the only RNA chemical probe known to penetrate into living cells

[124, 125]. To be able to access RNA structural information inside cells using NGS,

we undertook the research conducted in Chapter 3 to develop the in-cell SHAPE-Seq

method [113] to examine RNA structures in living E. coli cells. we found, along with

Tyrrell et al. [126], that the fast-acting SHAPE reagent 1-methyl-7-nitroisatoic anhy-

dride (1M7) could modify RNAs in the cell. However, during the course of developing

The work described in this chapter includes contributions from Timothy R. Abbott and Julius B.
Lucks.
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in-cell SHAPE-Seq, we observed that reverse transcription from total RNA tended to

generate poor cDNA yield, leading downstream ligation issues. In SHAPE-Seq [107,

108], and most NGS based probing methods [109], a DNA-DNA ligation step is re-

quired to introduce sequences required for NGS, but can also generate unwanted side

products when unincorporated RT primer ligates to the DNA adapter. When RT yields

are low, the unwanted side product accumulates to high levels, resulting in poor qual-

ity cDNA libraries.

To reduce the levels of the unwanted ligation side product, we borrowed a tech-

nique from a single nucleotide polymorphism (SNP) discovery method (Figure 1.7).

To discover SNPs, two primers are annealed together across a base suspected to con-

tain a SNP, then the ligase chain reaction (LCR) is used [127], which only amplifies

perfect matches [128]. Inspired by the selective LCR method, we reconfigured the PCR

steps to avoid amplification of the unwanted side product (Figure 1.7) [113].
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mains that can be ligated to the DNA adapter (purple) to create an un-
wanted ligation side product. The introduction of a selective PCR step
prevents amplification of the unwanted side product by creating a 3’ mis-
match in the selection primer (black) if no cDNA was transcribed. If cDNA
sequence is present, the PCR exponentially amplifies the ligated products.
Adapted from Watters et al. [123].

22



Combining in-cell 1M7 modification with the new selective PCR steps allowed

us to obtain highly reproducible in-cell SHAPE-Seq data for the first time. We used

the new technique to examine two RNA-RNA interacting translational regulators and

noted that RNA loops involved in sRNA-mRNA binding tend to very highly reactive

when their binding partner is absent. we also observed some of the first evidence that

long dsRNAs are cut in the cell by an endogenous dsRNase and that synthetic RNA

structures look similar in vitro and in the cell [113].

The techniques developed in Chapter 3 will help shift the paradigm of RNA en-

gineering to use more in-cell structural data to help guide synthetic RNA regulator

design [26, 129]. Also, elements of the selective PCR method developed in Chapter 3

were used to improve in vitro SHAPE-Seq techniques, as discussed in Chapter 4.

1.6.3 Chapter 4: Further improvement of in vitro SHAPE-Seq

Despite the improvements made to in vitro SHAPE-Seq v2.0, the level of unwanted

ligation side product (discussed above) was still very high, resulting in many lost reads

during sequencing. In this portion of the thesis work, we add the selective PCR steps

developed for in-cell SHAPE-Seq (Chapter 3) [113] to the SHAPE-Seq v2.0 technique,

upgrading it to v2.1. With the additional selection steps, we observed a 10-40 fold

reduction in the amount of unwanted side product sequenced. we also compared v2.1

to v2.0 and confirmed that the additional changes do not affect the structural probing

results. Last, we discuss SHAPE-Seq techniques as a whole and a number of potential

limitations, improvements, considerations associated with the SHAPE-Seq [123].

Chapter 4 also contains step-by-step instructions for performing both in-cell

The work described in this chapter includes contributions from Angela M Yu, Eric J. Strobel, Alex
H. Settle, and Julius B. Lucks.
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SHAPE-Seq and SHAPE-Seq v2.1, including a brief tutorial on restrained computa-

tional RNA folding with SHAPE reactivities [123]. The protocol improvements com-

prising SHAPE-Seq v2.1 were key to developing the cotranscriptional SHAPE-Seq

technique described in Chapter 5.

1.6.4 Chapter 5: Cotranscriptional folding of a riboswitch at nu-

cleotide resolution

The effects of cotranscriptional folding on RNA structure (Figure 1.3) are relatively

unexplored because of the experimental difficulty of capturing structures of interme-

diate folding states [62]. Computational analysis has provided some insight [65, 74, 77],

but lacks strong support from experimental data. Currently, cotranscriptional folding

experiments are mainly limited to single molecule pulling experiments [79–81] and

simple nuclease probing experiments of individual paused complexes [78, 83, 130].

However, these methods are time consuming and exhibit poor resolution. Obtaining

structural information for intermediate structural states of transcribing RNAs is highly

relevant to RNA biology, and motivates Chapter 5 of this thesis work.

In Chapter 5, we discuss the development of cotranscriptional SHAPE-Seq, which

combines all of the technical advances of SHAPE-Seq v2.1 [123] with RNAP arrest to

chemically probe active RNAP elongation complexes that are roadblocked by a cat-

alytically dead EcoRI restriction enzyme [131]. By probing all of the structural inter-

mediates of an RNA at once, cotranscriptional SHAPE-Seq captures single nucleotide

resolution structural information for an entire RNA folding pathway.

The work described in this chapter includes contributions from Eric J. Strobel, Angela M Yu, and
Julius B. Lucks.
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We used the cotranscriptional SHAPE-Seq to examine the folding pathway of two

RNAs, the signal recognition particle (SRP) RNA from E. coli and the crcB fluoride

riboswitch from B. cereus. For both RNAs, we were able to observe the structural rear-

rangements that occur during transcription. As detailed in Chapter 5, we also deter-

mined the mechanism by which the fluoride riboswitch chooses between one of two

folding paths that depend on the local concentration of the fluoride ion. Cotranscrip-

tional SHAPE-Seq is an exciting new technique and promises to provide rapid insight

into the effects of cotranscriptional folding on RNA structure, especially for RNA reg-

ulators.

1.6.5 Chapter 6: Measuring the cotranscriptional folding pathway of

the pT181 transcriptional attenuator

With its basic function elucidated in 1985, the pT181 attenuator became the first known

example of an RNA-regulated RNA transcriptional regular [54]. A series of enzy-

matic cleavage and deletion/mutations analyses then followed to try to understand

the mechanism of attenuation in the RepC mRNA of pT181 [53, 132–134]. To date, it is

generally understood that the attenuator can fold into a terminator (containing an in-

trinsic terminator sequence) or antiterminator structure, what the two structures likely

look like, and where the antisense RNA binds (Figure 1.8) [53, 133]. However, the exact

mechanism that links antisense RNA binding to the formation of the terminator or the

antiterminated structure was never determined.

The work described in this chapter includes contributions from Katherine A. Berman, Alexandra M.
Westbrook, Jane. B. Liao, Ruize Zhuang, Alex H. Settle, and Julius B. Lucks.
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Figure 1.8: Attenuation mechanism from the pT181 plasmid. Transcription and trans-
lation of the pT181 replication protein (RepC) is controlled by an atten-
uator sequence in the 5’ UTR of its mRNA [54]. The attenuator folds
into one of two structures: an antiterminator structure that permits tran-
scription/translation of the RepC ORF or a terminator structure that pre-
vents transcription/translation of RepC. The terminator structure is fa-
vored when an antisense RNA complementary to the beginning of the 5’
UTR is present.

One reason the mechanism could never be fully established for pT181 antitermi-

nation is the fact that cotranscriptional folding was not taken into account in pre-

vious experiments [133]. As an RNA transcriptional regulator, the pT181 attenuator

must choose a structural form (terminator or antiterminator) before RNAP transcribes

through the intrinsic terminator sequence, meaning that cotranscriptional folding must

be important to the function of the attenuator. In fact, the study performed by Brantl

and Wagner [133] likely contains flaws due to use of equilibrium refolding during the

enzymatic cleavage assays, which would likely result in the terminated form based on

our observations of other equilibrium refolded RNAs (Chapter 5).

The goal of the work presented in Chapter 6 is to apply the recently developed

cotranscriptional SHAPE-Seq technique (Chapter 5) to determine the mechanism of
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antitermination in the pT181 attenuator, over 30 years after its discovery. We compare

cotranscriptional structural data of the attenuator with and without antisense and ob-

serve that few rearrangements are involved in antiterminator refolding. We also per-

form a series of mutations and deletions to support the conclusions drawn with co-

transcriptional SHAPE-Seq. The mutants and deletions were also used work toward

a minimized version of the attenuator for simplifying future engineering efforts with

the pT181 attenuator, which have already yielded many successful designs [55, 135–

137]. Ultimately, the work discussed in Chapter 6 resulted in a better mechanistic un-

derstanding of the pT181 attenuator and a smaller functioning version, both of which

we expect to improve future engineering efforts to create RNA-only networks [26, 55,

135–138].

1.6.6 Chapter 7: Design of a CRISPR sgRNA Derepressor Using In-

sight from SHAPE-Seq

In the CRISPRi regulation system, a small guide RNA (sgRNA) targets the dCas9

protein to a segment of dsDNA that it binds tightly to, preventing RNAP initiation or

elongation [56, 57]. The sgRNA:dCas9 RNA-protein complex is highly specific for its

target, determined by the 5’ sequence of the sgRNA, and binds very strongly with a

very slow dissociation constant [60]. Other than the requirement for an adjacent ‘NGG’

motif, target specificity is entirely determined by a 20 nt RNA sequence at the 5’ end

of the sgRNA [139]. Thus, switching the DNA target sequence is a facile process, only

requiring mutating the 5’ end of the sgRNA, which can be changed to any sequence.

The ease of switching targets, of which there are potentially many in a given DNA

The work described in this chapter includes contributions from Jane B. Liao, Timothy R. Abbott, and
Julius B. Lucks.
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sequence, and the high repression performance of CRISPRi has prompted its rapid

entry into the synthetic biology space [26, 56, 57, 140].

One drawback of CRISPRi regulation or synthetic biology applications, however, is

the slow dissociation rate [60]. Because targeting is entirely RNA dependent, it is theo-

retically possible to construct RNA-only circuitry (with a dCas9 cofactor) with CRISPRi

to take advantage of the fast degradation rate of RNA to yield biological circuits with

fast dynamics [138, 141, 142]. However, because the sgRNA:dCas9 complex is highly

stable in the cell and is slow to release its target [60], no dynamical advantage can be

gained with current CRISPRi methodology as computational cycles would be slow to

reset. Our goal in Chapter 6 is to change this paradigm by creating a sgRNA derepres-

sor to free the sgRNA:dCas9 complex from its DNA target and restore the fast dynam-

ics of an RNA-only circuit. Combined with the strong repression of CRISPRi, a sgRNA

derepressor could produce an organism-independent, binary regulatory mechanism

with very low background expression, a dream of the RNA synthetic biology commu-

nity that has still yet to materialize [26].

In brief, our design approach was to first study a canonical sgRNA and a series

of mutants with in-cell SHAPE-Seq [113, 123] to determine what structural elements

of the non-targeting structures of the sgRNA were important for proper dCas9 load-

ing and DNA targeting. Then, we added RNA regulatory structures to regions of

the sgRNA deemed unimportant for dCas9 binding. Ultimately, we arrived at a split

sgRNA design that exhibited levels of gene expression activation with very low back-

ground relative to other RNA regulatory mechanisms (Chapter 6).
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1.6.7 Chapter 8: Structural Analysis of Cucumber Mosaic Virus

RNA3

The cucumber mosaic virus (CMV) is a tripartite positive-sense RNA plant virus with

one of the widest host ranges known [143]. Within its genome, a number of RNA

structures critical for viral replication have been identified, including a highly con-

served tRNA-like structure at the 3’ end of each genome segment that serves as the

negative strand promoter region [144]. However, much of the CMV genome remains

unexplored structurally.

In Chapter 8, we use SHAPE-Seq v2.1 [123] to delve into the structural features of

RNA3, one of three genomic RNAs of CMV, both in vitro and in infected cell lysates.

RNA3 contains three UTRs: a short 5’ UTR containing conserved repeat sequences, a 3’

UTR containing the tRNA-like structure, and an intergenic region (IGR) that separates

the two ORFs of RNA3 [144]. We observe SHAPE reactivity data consistent with the

tRNA-like structure and differences between the in vitro and lysate experiments that

indicate binding of the viral replicase. We also examine the rest of the RNA3 sequence

and propose possible secondary structures based on restrained secondary structure

predictions with RNAstructure [101, 102]. we expect that our structural data will help

inform the further discovery of RNA structures in RNA3 important to the CMV repli-

cation cycle.

The work described in this chapter includes contributions from Jeremy R. Thompson, Keith L. Perry,
and Julius B. Lucks.
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1.6.8 Chapter 9: Structural Features of Protein Binding on RNase P

and its Substrates

In the last chapter of this thesis work, we use SHAPE-Seq v2.1 [123] to characterize two

fundamentally different versions of the RNase P endoribonuclease. RNase P cleaves

the 5’ leader sequence from precursor tRNAs (pre-tRNAs) as part of the tRNA mat-

uration process [145] and is critical to cell viability in almost every species [146–148].

One version we studied, a ribozyme, is highly conserved across all species, although

it takes on a few different forms [149]. The other version is a proteinaceous RNase

P (PRORP) found in eukaryotes [150, 151]. Both versions perform the same cellular

function.

In Chapter 9, we examine the reactivity map of two archaeal RNase P ribozymes

and identify binding sites for one of their protein cofactors, L7Ae [152, 153]. we also

examine the PRORP from the viewpoint of the tRNA to identify where PRORP binds

pre-tRNAs prior to cleavage. In both cases, we find that distinct RNA structural mo-

tifs are involved in protein recognition. Relative to classic biochemical approaches,

SHAPE-Seq was able to locate the protein binding sites quickly and easily, providing

biologists a new and easily approachable tool for dissecting RNA-protein interactions.

The work described in this chapter includes contributions from Venkat Gopalan,Tien-Hao Chen,
Lien Lai, Stella Lai, Ila Marathe, and Julius B. Lucks.
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CHAPTER 2

SHAPE-SEQ 2.0: SYSTEMATIC OPTIMIZATION AND EXTENSION OF

HIGH-THROUGHPUT CHEMICAL PROBING OF RNA SECONDARY

STRUCTURE WITH NEXT GENERATION SEQUENCING

2.1 Abstract

RNA structure is a primary determinant of its function, and methods that merge

chemical probing with next generation sequencing have created breakthroughs in the

throughput and scale of RNA structure characterization. However, little work has been

done to examine the effects of library preparation and sequencing on the measured

chemical probe reactivities that encode RNA structural information. Here, we present

the first analysis and optimization of these effects for selective 2’-hydroxyl acylation

analyzed by primer extension sequencing (SHAPE-Seq). We first optimize SHAPE-

Seq, and show that it provides highly reproducible reactivity data over a wide range

of RNA structural contexts with no apparent biases. As part of this optimization, we

present SHAPE-Seq v2.0, a ‘universal’ method that can obtain reactivity information

for every nucleotide of an RNA without having to use or introduce a specific reverse

transcriptase priming site within the RNA. We show that SHAPE-Seq v2.0 is highly

reproducible, with reactivity data that can be used as constraints in RNA folding algo-

rithms to predict structures on par with those generated using data from other SHAPE

methods. We anticipate SHAPE-Seq v2.0 to be broadly applicable to understanding the

RNA sequence-structure relationship at the heart of some of life’s most fundamental

The work described in this chapter includes contributions from David Loughrey, Alexander H. Set-
tle, and Julius B. Lucks. This work was originally published in Nucleic Acids Research and has been
reproduced here with permission from Oxford University Press. David Loughrey*, Kyle E. Watters*,
Alexander H. Settle and Julius B. Lucks, SHAPE-Seq 2.0: systematic optimization and extension of high-
throughput chemical probing of RNA secondary structure with next generation sequencing, Nucleic
Acids Res, 2014, 42, (21), e165.
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processes.

2.2 Introduction

RNAs play diverse functional roles in many natural cellular processes [154] and are

being increasingly engineered to control these processes in many synthetic biology and

biotechnology applications [24]. This diverse function of RNA is intimately connected

to its ability to fold into intricate structures. Recently, high-throughput techniques that

combine nuclease digestion [119, 120, 155] or chemical probing [107, 108, 116, 156] with

next-generation sequencing have started to shed new light on the sequence/structure

relationship of RNA. Because of the inherent multiplexing and enormous throughput

offered by sequencing-based approaches, these techniques are providing some of the

first ‘genome-wide’ snapshots of RNA structure [116, 117] - effectively bringing RNA

structural biology into the ‘omics’ era [157].

Of these techniques, those that favor chemical probing over nuclease digests show

the most promise because of the inherent versatility [86], higher resolution, and in vivo

accessibility [116–118, 126, 158] of many chemical probes. Several such techniques

have been developed (SHAPE-Seq [107, 108], DMS-Seq [86, 116, 117], MAP-Seq [156]

that each follow the same general protocol consisting of: i) structure-dependent mod-

ification of the RNA in vitro or in vivo; ii) reverse transcription (RT) of the modified

RNA into a cDNA pool whose length distribution reflects the location of modifica-

tions; iii) sequencing library construction, involving the addition of platform-specific

adapter sequences to the cDNA pool, optional amplification with PCR, and quality

control assessment steps; iv) sequencing of the library; and v) bioinformatic process-

ing of sequencing reads and calculation of reactivity spectra for each RNA (Figure 2.1).
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While proving to be powerful, these sequencing-based techniques are complex and

involve many more steps, including ligation and PCR, than approaches that use elec-

trophoretic analysis (Figure A.1) [105, 106, 159]. Very little work has been done to

evaluate the impact of these extra steps.
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Figure 2.1: In SHAPE-Seq [107, 108], RNAs are modified with chemical probes, such
as 1M7 [104], or any probe that covalently modifies the RNA in a structure-
dependent fashion [86]. RT of the RNAs creates a pool of cDNAs, whose
length distribution reflects the distribution of modification positions. Con-
trol reactions are performed to account for RT fall-off at unmodified po-
sitions. RT primer tails contain a portion of one of the required Illumina
sequencing adapters, while the other is added to the 3’ end of each cDNA
through a single-stranded DNA ligation. A limited number of PCR cy-
cles are used to both amplify the library and add the rest of the required
adapters prior to sequencing. A freely available bioinformatic pipeline
Spats [97, 98, 108] is then used to align sequencing reads, correct for bi-
ases due to RT-based signal decay [97, 98] and calculate reactivity spectra
for each RNA. See Figures A.2, A.3, A.4 for protocol details.
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In this work, we systematically analyze and optimize SHAPE-Seq, and present a

new version, SHAPE-Seq v2.0, that can obtain reactivity information for every nu-

cleotide of an RNA without requiring an internal RT priming site. We start by analyz-

ing SHAPE-Seq in the context of a panel of RNAs used in previous benchmarking of

chemical probing techniques [102, 160, 161]. Specifically, we systematically investigate

steps of the SHAPE-Seq protocol that differ from more traditional methods that could

affect measured reactivity data, including sequence context effects of adapter ligation,

adapter ligation conditions, RT primer modifications, and PCR. During this process,

we optimize several of these steps, and show that they do not appear to be a source of

differences between SHAPE-Seq and electrophoresis-based SHAPE analysis. We also

show that SHAPE-Seq is highly reproducible and report replicate reactivity spectra for

each RNA in the panel.

Finally, we present SHAPE-Seq v2.0 and show that it recapitulates SHAPE-Seq re-

activity spectra, but without requiring a specific RT priming site to be present on the

target RNAs. SHAPE-Seq v2.0 significantly expands the capability of SHAPE-Seq by

allowing it to be performed through a ‘kit’-like protocol independent of the RNAs stud-

ied. We also show that SHAPE-Seq v2.0 reactivity data can be readily incorporated into

RNA structure prediction algorithms to give experimentally-constrained predicted

folds that are highly accurate, and on par with traditional SHAPE constrained fold-

ing [102].
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2.3 Materials and Methods

2.3.1 RNA Preparation

For SHAPE-Seq v1.0, RNAs were generated through in vitro transcription reactions

with T7 RNA polymerase. DNA templates consisted of a preceding 17-nucleotide T7

promoter, an optional 14-nucleotide 5’ structure cassette sequence [92], the desired

RNA coding sequence, and an optional 43-nucleotide 3’ structure cassette sequence

[92, 108] (Table A.1). DNA templates were generated by PCR [1 mL; containing 20 mM

Tris (pH 8.4), 50 mM KCl, 2.5 mM MgCl2, 200 µM each dNTP, 500 nM each forward

and reverse primer, 5 pM template, and 0.025 U/µL Taq polymerase; denaturation at

94 ◦C, 45 s; annealing 55 ◦C, 30 s; and elongation 72 ◦C, 1 min; 34 cycles]. The PCR

product was recovered by ethanol precipitation and resuspended in 150 MgCl2L of TE

[10 mM Tris (pH 8.0), 1 mM EDTA]. Transcription reactions (1.0 mL, 37 ◦C, 1214 h)

contained 40 mM Tris (pH 8.0), 20 mM MgCl2, 10 mM DTT, 2 mM spermidine, 0.01%

(vol/vol) Triton X-100, 5 mM each NTP, 50 µL of PCR-generated template, 0.04 U/µL

SuperaseIN RNase Inhibitor (Ambion), and 0.1 mg/mL of T7 RNA polymerase. The

RNA products were purified by denaturing polyacrylamide gel electrophoresis (8%

polyacrylamide, 7 M urea, 35 W, 3 h), excised from the gel using an appropriately

placed sacrifice lane for UV shadowing, and recovered by passive elution and ethanol

precipitation. The purified RNA was resuspended in 50 µL TE, and concentrations

were measured with the Qubit fluorimeter. All of the RNAs with the flanking struc-

ture cassettes contained a unique four-nucleotide bar code to multiplex SHAPE-Seq

v1.0 experiments as described previously [108] (Table A.1). In general, QuSHAPE and

SHAPE-Seq v1.0 experiments were performed on RNAs containing the optional struc-

ture cassettes, while SHAPE-Seq v2.0 experiments were performed on RNAs without
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these cassettes (Table A.1).

For SHAPE-Seq v2.0 RNAs, each RNA sequence was altered to begin with GG,

and cloned between the T7 RNA promoter and Hepatitis δ (HepD) antigenomic ri-

bozyme and PCR amplified. The resulting templates were transcribed in vitro using

T7 RNA polymerase as above, and purified by standard gel excision methods [162].

For the HepC IRES and cyclic-di-GMP Riboswitch, standard run-off transcription was

performed without the ribozyme to obtain higher yields. A table of all RNA sequences

used in this study can be found in Table A.1.

2.3.2 RNA Modification

For the initial benchmarking and optimization studies, all RNAs were folded and mod-

ified individually with 1M7 (6.5 mM, final) in batches. The RNAs (50 pmol in 60 µL)

were denatured by heating at 95 ◦C for 2 min, and snap-cooled on ice for 60 s before the

addition of 30 µL of folding buffer. The sample was refolded in the 1X folding buffer

(10 mM MgCl2, 100 mM NaCl and 100 mM HEPES (pH 8.0)), in a total volume of 90 µL

for 20 min at 37 ◦C. These reaction volumes were split and added to 5 µL 1M7 (10X, 65

mM in dry DMSO) and 5 µL dry DMSO to form the (+) and (-) reactions, respectively.

Reactions were complete after 70 s at 37 ◦C. RNAs were recovered by the addition of

50 µL of water, 10 µL of 3 M NaOAc, 1 µL of 20 mg/mL glycogen and 300 µL of 100%

ethanol, followed by incubation at -80 ◦C for 30 min and centrifugation (15k rpm) at 4

◦C for 30 min. Multiple batches of the same RNAs were combined into an overall stock

of 700 pmol RNA (350 pmol unmodified (+), 350 pmol modified (-), each in 70 µL TE),

and stored at -20 ◦C until use (<3 weeks). For v1.0 replicate experiments, RNAs were

folded as described above. For v2.0, RNAs were folded in 20 pmol batches in 12 µL,
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with the addition of the folding buffer bringing the total volume to 18 µL. In addition,

only 1 µL 1M7 and 1 µL dry DMSO were used for the (+) and (-) reactions and recov-

ery required the addition of 90 µL H2O instead of 40 µL. Buffer conditions and ligand

concentrations for each RNA are listed in Table A.2.

2.3.3 QuSHAPE

For QuSHAPE experiments, 10 pmol from the modified (+) and unmodified (-) batches

of RNA were suspended in 10 µL of water. Two sequencing lanes were also established

with 10 pmol of purified RNA in 9 µL of water. RT reaction mixtures were prepared

with the addition of 3 µL of 0.3 µM Vic-labeled [(+) and one of the sequencing lanes,

usually ddT] or Ned-labeled [(-) and the other sequencing lane, usually ddA] reverse

transcription primer, with sequence GAACCGGACCGAAGCCCG. Primers were an-

nealed following denaturation at 95 ◦C for 2 min and 65 ◦C for 5 min and immediate

snap-cooling. Primer extension reactions were preformed by the addition of 1 µL of Su-

perscript III, 4 µL of 5X Superscript First Strand Buffer, 0.4 µL of dNTPs at 10 mM each

(dATP, dCTP, dTTP, dITP), 1 µL of 0.1 M DTT, and 0.6 µL of water. Following previ-

ous capillary electrophoresis methods, dITP was used instead of dGTP to reduce band

compression and increases resolution of primer extension products by capiliary elec-

trophoresis [104]. 1 µL of 10 mM pertinent di-deoxy stocks (usually ddATP or ddTTP)

was added to the appropriate sequencing lanes as well. The reaction mixtures (total

volume of 20 µL) were incubated at 45 ◦C for 1 min, 52 ◦C for 25 min, and 65 ◦C for 5

min. Then 4 µL of 50 mM EDTA (pH 8.0) was added to each sample, and oppositely

labeled primers (i.e modified and ddA; unmodified and ddT) combined, precipitated

with ethanol, resuspended in 10 µL of Hi-Di formamide and resolved on an Applied

Biosystems 3730xl capillary electrophoresis instrument. Raw capillary electrophore-
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sis traces were processed using QuSHAPE software as described in Karabiber et al.

[106]. QuSHAPE reactivities were then converted to QuSHAPE θ’s by dividing by a

normalization factor so that they summed to 1 over the range of nucleotides for which

reactivity data was obtained.

2.3.4 SHAPE-Seq Reverse Transcription

Reverse transcription (RT) conditions differed based on the particular library construc-

tion strategy. The details of reverse transcription primers and adapter configurations

for SHAPE-Seq library preparation strategies can be found in Figures A.2-A.4. For

SHAPE-Seq v1.0 (Figures A.2 and A.3), the general procedure for reverse transcription

was carried out following the primer extension protocol in Mortimer, et al. [108]. The

total amount of primer used in primer extension reactions was 9 pmol (3 µL of 3 µM

primer), with the RNA concentration being 50 pmol in 10 µL. Primers were annealed

by incubation at 95 ◦C for 2 min and at 65 ◦C for 5 min. Primer extension reactions

were performed by the addition of 200 U of Superscript III, 4 µL of 5X Superscript First

Strand Buffer, 0.4 µL of dNTPs at 10 mM each (dATP, dCTP, dTTP, dGTP), 1 µL of 100

mM DTT, and 0.6 µL of water. The reaction mixtures (total volume of 20 µL) were incu-

bated at 45 ◦C for 1 min, 52 ◦C for 25 min, and 65 ◦C for 5 min. After primer extension,

RNA was hydrolyzed by adding NaOH (1 µL, 4 M) and incubating for 5 min at 95 ◦C.

cDNAs were ethanol precipitated and resuspended in 71 µL of nuclease-free water.

For SHAPE-Seq v2.0 (Figure A.4), RNAs were not purified after the modification

step. Instead, a linker sequence was added to the 3’ end of the RNA template via 5’-

App ligation by adding 6.5 µL 50% PEG 8000, 2 µL 10X T4 RNA Ligase Buffer (NEB), 1

µM 5’ App IDT miRNA linker 2 (5’App-CACTCGGGCACCAAGGAC-3’ddC), and 0.5
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µL T4 RNA Ligase, truncated KQ (NEB) directly to the modified RNA. Samples were

incubated overnight at room temperature, recovered by ethanol precipitation, and re-

suspended in 10 µL of nuclease-free water. Reverse transcription was then carried

out as above using 1.5 pmol RT primer (3 µL at 0.5 µM) complementary to the linker

sequence, and containing flanking Illumina adapter sequence and custom internal bar-

codes to create unique 3’end alignments and increase randomness during Illumina

sequencing (Figure A.4 & Table A.3). Hydrolysis was performed the same way, but

partially quenched with 1.5 µL of 1 M HCl. After EtOH precipitation, the cDNAs were

dissolved in 22.5 µL nuclease-free water.

2.3.5 SHAPE-Seq Second Adapter Ligation

Adapter ligations differed based on the particular library construction strategy (Fig-

ures A.2-A.4). In all SHAPE-Seq v1.0 cases, adapter sequences were ligated to each

cDNA using a ssDNA ligase (CircLigase, Epicentre Biotechnologies) [100 µL; 50 mM

MOPS (pH 7.5), 10 mM KCl, 5 mM MgCl2, 1 mM DTT, 0.05 mM ATP, 2.5 mM MnCl2,

5 µM adapter, and 200 U ligase] and incubating for 6 h at 68 ◦C in a thermal cycler.

For SHAPE-Seq v2.0, the ligation was performed in 30 µL by mixing 50 mM MOPS

(pH 7.5), 10 mM KCl, 5 mM MgCl2, 1 mM DTT, 0.05 mM ATP, 2.5 mM MnCl2, 1.67 µM

adapter (Figure A.4), and 100 U ligase, incubated at 60 ◦C for 2 h. Separate ligation

reactions were carried out for the (+) and (-) cDNA library pools. The ligation reac-

tions were stopped by heating to 80 ◦C for 10 min, recovered by ethanol precipitation,

and resuspended in 20 µL of nuclease-free water. Excess adapter was removed using

Agencourt Ampure XP beads following the manufacturers protocol, eluting with 20 µL

TE.
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2.3.6 SHAPE-Seq PCR, Library QC, and Sequencing

Ligated libraries were then used as inputs into PCR reactions using 6, 9, 12 or 20 cy-

cles of PCR amplification as indicated in Results. PCR primers contained sequences

required for Illumina sequencing and index multiplexing as indicated in Figures A.2-

A.4. A 50 µL PCR reaction contained 2.5 µL of cDNA template, 1 µL of 100 µM forward

and reverse primers, 1 µL of 10 mM dNTPs, 10 µL 5X Phusion Buffer, 33.5 µL water, and

1 U Phusion DNA polymerase (NEB). Multiple reactions were made together and split

before the pertinent number of PCR amplification cycles. PCR reactions were cleaned

up with Agencourt Ampure XP beads following the manufacturers protocol, eluting

with 20 µL TE. No direct size selection was performed on the resulting adapter-ligated

library. Libraries were assayed for quality in one of two methods: i) using an Agilent

Bioanalyzer 2100 high-sensitivity DNA chip to compare 9- and 12-cycle amplification,

looking for characteristic peaks and peak enrichment as described in Mortimer et al.

[108], or ii) using fluorescently labeled PCR primers to generate fragments to be ana-

lyzed by capillary electrophoresis, looking for the same features.

The 9-cycle PCR amplification products (unless otherwise indicated in Results)

were then sequenced on an Illumina MiSeq or HiSeq platform following the manufac-

turers standard cluster generation and sequencing protocols. For runs that consisted of

multiple RNAs, (+) and (-) channels were balanced for molarity, and loaded to reach a

final concentration of at least 2 ng/µL. This was then diluted according to the standard

Illumina sequencing protocols.
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2.3.7 SHAPE-Seq Data Analysis

Fastq files generated from the Illumina sequencing process were analyzed using the

freely-available software package Spats (spats.sourceforge.net), as described in

[97, 98, 108]. Spats takes paired-end fastq files and performs bioinformatics read align-

ment and a maximum-likelihood-based signal decay correction [97, 98, 107, 108] to

calculate SHAPE-Seq θ values for each nucleotide of an RNA. In SHAPE-Seq experi-

ments, reactivity data are presented as Θ={θi; i = 1...L}, which is a probability distribu-

tion over the length of an RNA, L, representing the probability, θi, that each nucleotide,

i, is modified by the modification reagent [97, 98]. SHAPE-Seq θ’s are similar to more

traditional SHAPE reactivity data (typically referred to as a set of reactivity numbers

for each nucleotide, {ri}), except that θ’s are constrained to sum to 1 over the length of

the RNA since they represent a probability distribution, i.e.
∑∞

i=1 θi = 1. Thus θ’s are

independent of scale factors typically used to define SHAPE reactivities [101, 160, 161,

163], and can be rigorously calculated from the observed (+) and (-) fragment distribu-

tions in a SHAPE-Seq experiment [97, 98, 108].

For this work, we used Spats v0.8.0, which contains an updated adapter trimming

algorithm. Once installed, a typical spats command was executed by entering:

python adapter trimmer.py --A-b-sequence=<second adapter sequence> --A-t-seq

uence=<first adapter sequence> –read-len=35 R1.fastq R2.fastq RNA targets.fa

spats –num-mismatches 0 -o Output RNA targets.fa RRRY YYYR combined R1.fastq

combined R2.fastq

where <second adapter sequence> is the sequence of the second adapter, <first a
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dapter sequence> is the sequence of the first adapter, R1.fastq and R2.fastq are the

fastq sequencing files, and RNA targets.fa is the FASTA formatted file containing the

RNA sequences under study. Spats outputs text files containing (+) and (-) fragment

counts and θ’s, for each position in each RNA in the targets file. Fragment distributions

were calculated by dividing the fragment counts at each position by the total number

of fragments observed in the channel, so that the fragment distribution summed to 1

over the length of the RNA.

2.3.8 Computational Modeling

The Fold executable of the RNAstructure [164] software package (version 5.5) was

used to calculate SHAPE-Seq-constrained RNA secondary structures. For each RNA,

SHAPE-Seq v2.0 θ’s were first converted into ρ values by multiplying by the length of

the RNA, L (Equation (2.1)). Due to the inability to uniquely align reads containing

a single nucleotide, L was one nucleotide less than the full length of the RNA used

in experiments. The flags “-sh”, “-sm”, and “-si” were used to input the SHAPE-Seq

ρ data file, slope m, and intercept b, respectively. The parameters m and b were used

to define the pseudo free energy that was used in the minimum free energy structure

calculation [101, 160, 163, 164]. The sensitivity and positive predictive value (PPV) of

each predicted RNA structure was evaluated using the RNAstructure [164] Scorer exe-

cutable (version 5.5), using the established crystallographic secondary structure as the

accepted structure [102, 160, 161]. The entire RNA sequence was used in these calcu-

lations except for nucleotides at the very 5’ end of the RNAs that were included for

RNA synthesis using T7 polymerase. A table of RNA sequences used can be found in

Table A.1.
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2.4 Results

2.4.1 Investigation and Optimization of SHAPE-Seq Library Prepa-

ration

There are two distinct protocol steps associated with sequencing library preparation

that distinguish SHAPE-Seq from SHAPE analyzed by capillary electrophoresis (Fig-

ures 2.1 and A.1): adapter ligation and PCR. Here, we sought to investigate if these

steps impact the measured fragment distributions and reactivities for a set of RNAs

that have been used in other recent SHAPE benchmarking experiments [102, 107, 108,

160, 161]. The starting panel, chosen for the abundance of crystallographic and SHAPE

structural data available in the literature, consisted of the RNase P specificity domain

from B. subtilis, unmodified tRNAphe from E. coli, the P4-P6 domain of the Tetrahymena

group I intron ribozyme, the 5S rRNA from E. coli, and the aptamer domain from the

V. vulnificus adenine riboswitch (Table A.1).

2.4.2 Adapter Ligation

One of the most distinct differences between SHAPE-Seq and capillary electrophoresis

methods like QuSHAPE [106] is the ligation of a second adapter sequence required

for Illumina sequencing (Figures 2.1 and A.1). The previously published SHAPE-Seq

protocol (SHAPE-Seq v1.0) uses single-stranded DNA (ssDNA) ligation to add a 61

nt ssDNA oligonucleotide to the 3’ end of the cDNA required for sequencing. This

oligo consists of the Illumina RD2 and P7 sequences used for priming sequencing and

flow cell binding, respectively (Figure A.2) [108]. It was hypothesized that this ligation
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step could introduce bias in SHAPE-Seq measurements due to sequence or structure-

specific ligation efficiencies.

We began by comparing SHAPE-Seq v1.0 reactivity spectra to QuSHAPE reactivi-

ties for each panel RNA, using the same starting pools of modified (+) and unmodified

(-) RNAs. Overall there was a strong degree of correlation between the two methods

for each of the RNAs and we did not find any systematic differences in reactivity spec-

tra that would suggest ligation was causing biases (Figure A.5).

We therefore tested two other adapter variants: a truncated ‘Minimal’ adapter (25

nt) (Figure A.2b) and an ‘Inverted’ layout where the RT primer tail and the adapter se-

quences were switched (Figure A.2c). These libraries tested whether the adapter length

(Minimal), or sequence (Inverted) would contribute to potential ligation bias, while

staying within the sequence constraints of the Illumina platform. After constructing

and sequencing these libraries from the same modified and unmodified RNA pools, we

compared cDNA fragment length distributions, since changes in ligation conditions

only affect the sampling of the modified or unmodified RNA fragments (Figure 2.2).
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R values:

tRNA

adenine

riboswitch

5S

Tetrahymena

RNAse P

vs. Minimal

0.89 0.93 0.63 0.99

0.91 0.96 0.93 0.98

0.98 0.93 0.99 0.99

0.95 0.95 0.97 0.92

0.96 0.66 0.90 0.82

All RNAs 0.93 0.89 0.89 0.93

vs. Inverted

(+)     (-)(+)      (-)

ribozyme

Figure 2.2: A comparison of SHAPE-Seq v1.0 to adapter ligation variations. SHAPE-
Seq libraries on the same pools of modified and unmodified RNAs
were constructed and sequenced using the standard adapter configuration
(v1.0), a shortened second adapter (Minimal), or an adapter layout where
sequences were switched between RT primer tail and second ligation (In-
verted) (Figure A.2). For each RNA and each configuration, the (+) and
(-) fragment distributions (per nucleotide frequencies) are compared. Cir-
cles represent the v1.0 vs. Minimal comparison and triangles represent the
v1.0 vs. Inverted comparison. Filled/open symbols are for (+)/(-) fragment
distributions, respectively, and are color coded according to the RNA as in-
dicated in the table, which contains Pearson correlation (R) values for the
comparisons.
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The aggregate Pearson correlation coefficients (R) across all RNAs in the panel

show that these distributions are in good agreement, with R values ranging from

0.89-0.93. Comparisons between adapter variants for individual RNAs also showed

a strong correlation, with values ranging from 0.82-0.99, except for two specific cases:

RNase P v1.0 vs. Minimal (-) (R=0.66), and tRNA v1.0 vs. Inverted (+) (R=0.63)

(Figure 2.2). These discrepancies for the RNase P case mostly arose from differences

between the ends of the (-) distribution, though these differences do not cause major

discrepancies in the overall calculation (R=0.92) (Figure A.6a). Like RNase P, the tRNA

distributions only show major differences at the 5’ and 3’ ends, but these differences

do cause a discrepancy in the calculation (R=0.68) (Figure A.6b).

While constructing these libraries, we also investigated the ligation conditions in

general, including enzyme choice, ligation temperature, and specific blocking groups

used to prevent adapter concatenation during ligation. Previous work by Kwok et

al. demonstrated that there was much room for improvement in the ssDNA ligation

step, and devised an alternate T4 DNA ligase-based method [165]. However, our con-

cern that secondary structures could potentially cause uncharacterized ligation bias

at the low temperatures required for T4 DNA ligase [165] led us to instead improve

the CircLigase reaction originally used in SHAPE-Seq v1.0 [108]. We began by per-

forming a time course assay on the SHAPE-Seq v1.0 ligation reaction. We ligated the

61 nt SHAPE-Seq v1.0 Illumina adapter (Figure A.2) to a 126 nt cDNA for varying

amounts of time (Figure A.7) and found a saturation in ligated product after 1-2 hrs.

We next compared CircLigase II to CircLigase I for potential improved ligation effi-

ciency (Figure A.8). A two hour ligation of an RT primer to the Illumina 61 nt adapter

at 68 ◦C was compared to ligation at 60 ◦C for each ligase. Both ligases performed better

at 60 ◦C, with Circligase I at 60 ◦C being the optimal condition tested (Figure A.8).
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We also investigated blocking groups on the 5’ end of the RT primer, and 3’ end

of the Illumina adapter (Figure A.2) for their importance in preventing concatemer

formation during ligation (Figures A.9 and A.10). First, an unblocked or biotin-blocked

RT primer was ligated to the 25 nt Minimal Illumina adapter (Figure A.9). Though the

unblocked and blocked RT primers performed equivalently, we proceeded with the

biotin-blocked primer (Figure A.9). We next tested 3’ di-deoxy-cytosine, phosphate,

and 3-carbon spacer modifications to the Illumina second adapter designed to prevent

adapter concatemerization (Figure A.10). We ligated the blocked adapter to an RT

primer that was either 5’ blocked with biotin or unblocked, using CircLigase I. All

3’ modifications showed some degree of concatemer formation, with the phosphate

modification producing the most concatemer (Figure A.10). We recommend the 3-

carbon spacer modification, as it displayed lower amounts of concatemer formation

and is less expensive than di-deoxy-cytosine.

2.4.3 PCR Amplification

Another distinct difference between SHAPE-Seq and SHAPE analyzed by capillary

electrophoresis is the use of PCR to build and amplify SHAPE-Seq libraries before se-

quencing. PCR can be a powerful feature of SHAPE-Seq library construction, as it can

amplify low signals [166], add custom barcodes or library indexes, or complete adapter

sequences as in the Minimal library above (Figure A.2c). However, PCR could intro-

duce a systematic bias in the SHAPE-Seq measurement since certain fragments can be

preferentially amplified.

To test the effects of PCR on measured fragment distributions, we created SHAPE-

Seq v1.0 libraries for tRNA and 5S rRNA using either 6, 9, 12 or 20 cycles of PCR
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amplification before sequencing (Figure 2.3).

R values: vs. 9x

0.97 0.83 0.99 1.0

0.99 0.94 1.0 0.86

(+) Fragment Distribution

vs. 12x vs. 20x vs. 9x vs. 12x vs. 20x

0.98

0.83

0.98

1.0

R (6x vs.): 9x 12x 20x 9x 12x 20x

 Frequencies:

(+) Fragments

tRNA 5S

(–) Fragment Distribution

Thetas: tRNA 5S

9x

0.99 0.98 0.98 0.98

12x 20x 9x 12x 20x

0.971.0

R (6x vs.):

(–) Fragments

Figure 2.3: Characterization of varying numbers of PCR cycles in SHAPE-Seq library
construction. SHAPE-Seq v1.0 libraries were constructed for tRNA and 5S
rRNA using either 6x, 9x, 12x or 20x cycles of PCR before sequencing. (+)
and (-) fragment distributions for each RNA were compared between 6x cy-
cles and the other cycle numbers (top) as in Figure 2.2. Pearson correlation
values (R) for individual comparisons between fragment distributions, and
distributions, are shown on the bottom.
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A comparison between the 6x and 9x (+) and (-) distributions for each RNA showed

near perfect agreement, with R values ranging from 0.97-1.0 (Figure 2.3), indicating

that the PCR cycles used in SHAPE-Seq v1.0 (9x) are not biasing these distributions.

The comparison between 6x and 12x was similar, with the R values ranging from 0.86-

1.0. Even the comparison between 6x and 20x showed strong agreement, with R values

ranging from 0.83-0.98. For all of the worst comparisons, with R values of 0.83-0.86, the

discrepancy stemmed mostly from a few positions rather than a systematic length bias

across the lengths of the RNAs. Specifically, the shortest fragments for the 5S 12x (-)

and 20x (-) fragment distributions differed slightly (Figure A.11). For the tRNA (+)

distribution, there were six positions that showed a similar discrepancy (Figure A.11).

Regardless of these discrepancies in the (+) and (-) distributions, the comparisons be-

tween values between the different PCR cycle conditions yielded R values in the range

of 0.97-1.0 (Figure 2.3), indicating that up to 20 PCR cycles can be used without the

introduction of systematic bias in SHAPE-Seq reactivities.

2.4.4 Assessing the Reproducibility of SHAPE-Seq

Replicate indexed SHAPE-Seq experiments were performed using a similar configura-

tion as the minimal adapter library above, except that a 34 nt adapter sequence was

used instead to take advantage of Illumina TruSeq multiplexing (Figure A.3). Repli-

cates, measured from completely independent library preparations, were obtained for

the five panel RNAs discussed above, as well as four additional RNAs — the cyclic

di-GMP bacterial riboswitch from V. cholerae, the TPP riboswitch from E. coli, the SAM

I riboswitch from T. tencongensis and the Hepatitis C virus IRES domain - all of which

have been used in previous SHAPE benchmarking experiments [102, 160, 161]. As indi-

cated in Section 2.3, folding conditions included ligands where appropriate (Table A.2).
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The results showed that the SHAPE-Seq technique is highly reproducible for all nine

RNAs (Figures 2.5 and A.12).

2.4.5 SHAPE-Seq v2.0: Removing RNA Sequence Requirements

with Universal RT Priming

One major limitation to the SHAPE methods described above is the requirement of

priming the RT step either within the RNA sequence itself, or by including structure

cassette sequences that contain a 3’ RT primer binding site (Figure 2.4) [92].

v1.0 v2.0RT Priming Site

RNA

Internal RNA Index
Structure Cassettes

RT Primer

+

RNA

cDNA

RNA

cDNA

Figure 2.4: Schematic of traditional SHAPE/SHAPE-Seq v1.0 RT priming strategies
and the universal RT priming strategy of SHAPE-Seq v2.0. Traditional
strategies use sequences that are part of the RNA, or added structure cas-
sette flanking sequences to prime RT reactions. In SHAPE-Seq v2.0, a linker
sequence is added to the RNA post-modification, which serves as a priming
site for the RT reaction (see Figure A.4).
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In the case of priming within the RNA itself, custom primers must be used for

each RNA, and structural information is lost at the site of RT priming. In the structure

cassette case, flanking sequences must be added to the RNA itself, with the potential

to alter the folded structures of the RNAs. SHAPE-Seq v2.0 creates a ‘universal’ RT

primer binding site by ligating a linker sequence to the 3’ end of the RNA after modi-

fication (Figures 2.4 and A.4).

2.4.6 3’ Ligation Methods and Other Protocol Adjustments

We focused specifically on ligating pre-adenylated linkers using truncated T4 RNA

ligase 2 to prevent unwanted side reaction products. We tested ligation conditions

using three previously designed and tested miRNA cloning linkers [167, 168] available

from Integrated DNA Technologies. As shown in Figure A.13, each IDT linker was

effective at ligating to the tRNAphe sequence. We chose linker 2 for having the highest

melting temperature with respect to its complementary RT primer.

The addition of the 3’ ligation step required a number of protocol adjustments to

improve cDNA yield and reduce side products. A critical adjustment was reducing the

amount of RT primer used (see Section 2.3). This had the effect of reducing the amount

of unextended primer left over after RT, and thus reducing the amount of unwanted

side product, which increases the usable signal from the sequencing run. As described

above in Section 2.3, we also altered many other intermediate steps of SHAPE-Seq,

culminating in SHAPE-Seq v2.0 (Figure A.4).
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2.4.7 Comparison of SHAPE-Seq v2.0 and v1.0

Reactivity spectra generated with SHAPE-Seq v2.0 and v1.0 are compared in Figure 2.5.

Pearson correlation coefficients were between 0.80-0.95, supporting a strong correla-

tion between v1.0 and v2.0 results. Of the RNAs with weaker correlations (namely

cyclic-di-GMP Riboswitch (R=0.83), RNase P (R=0.80), and 5S rRNA (R=0.85)), the

main qualitative differences tend to be at the ends of the RNA molecule, with v2.0

tending toward higher θ values at the 5’ end, and v1.0 higher at the 3’ end (Figures 2.5

and A.12).
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R (v2.0 vs. v1.0)

tRNA adenine riboswitch

Tetrahymena ribozymeRNAse P

0.92 0.94 0.940.91 0.83

a

b

RNAs < 120 nt SAM riboswitchcyclic-di-GMP riboswitch

HepC IRES

TPP riboswitch

0.85 0.80 0.950.89

RNAs ≥ 120 nt 5S

R (v2.0 vs. v1.0)

5

Figure 2.5: SHAPE-Seq v2.0 vs. SHAPE-Seq v1.0. (a) Reactivity spectra θs are plotted
for each RNA, including error bars which are calculated as standard de-
viations of reactivities at each nucleotide from three independent replicate
experiments for SHAPE-Seq v2.0 (blue) and SHAPE-Seq v1.0 (red). Pearson
correlations from the comparisons of average reactivity spectra are shown
in each plot and listed in the table in (b). Figure A.12 shows detailed com-
parisons for each RNA in the panel.
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2.4.8 Using SHAPE-Seq Reactivities as Constraints in Thermody-

namic RNA Folding Algorithms

While our primary goal was to assess the ability of SHAPE-Seq to generate accurate

and reproducible reactivity data in a high-throughput manner, it is important to rec-

ognize downstream uses of this information. One common use is to constrain ther-

modynamic RNA folding algorithms [101, 102, 160, 161, 163, 169]. In this approach,

each SHAPE reactivity, {ri}, of an RNA is converted into a ∆GS HAPE,i = m ln(ri + 1) + b,

which are then used to predict RNA secondary structural properties such as the Min-

imum Free Energy (MFE) structure. The parameters m and b are fit to produce the

most accurate structural predictions over a benchmark set of RNAs for which reactiv-

ity information is available [163]. Secondary structure prediction accuracy is assessed

by comparing the predicted MFE structure to the crystal structure using two repre-

sentative statistical measures: sensitivity, or the fraction of base pairs in the accepted

(crystal) structure predicted correctly; and positive predictive value (PPV), which is the

fraction of predicted pairs that are correct [170]. Overall, the incorporation of SHAPE

reactivity data into thermodynamic structure prediction algorithms has been shown to

increase the accuracy of predictions [101, 102, 160, 161, 163].

To incorporate SHAPE-Seq reactivity data into folding algorithms, we converted

θ’s to a scale that is more similar to the reactivity scale typically used for SHAPE ex-

periments. In traditional SHAPE data scaling, ‘highly reactive’ positions are set to a

reactivity of ∼1 by scaling to a normalization factor that averages the reactivities of

these positions while excluding outliers [101]. In SHAPE-Seq, θ’s are guaranteed to be

<1 due to the constraint that they sum to 1 over the length of the RNA, thus SHAPE-

Seq θ’s are smaller than typical reactivities. However, θ’s can be easily converted to a
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similar scale by multiplying θ’s by the length of the RNA, L. Defining

ρi = Lθi (2.1)

ensures that the average ρi, ρ̄, is

ρ̄ =

∑L
i=1 ρi

L
= L

∑L
i=1 θi

L
= 1 (2.2)

making ρ’s on roughly the same scale as SHAPE r’s. Therefore, we used SHAPE-

Seq v2.0 ρ’s to evaluate sensitivity and PPV predictions for each RNA in the panel

(Table 2.1). As seen from Table 2.1, when we used the current recommended values of

m = 1.8 and b = −0.6, we observe an increase in the total sensitivity and PPV values

over unconstrained folds. These values are in fact comparable to results from recent

studies that used QuSHAPE reactivity with these parameters [102]. However, since ρ’s

are slightly different than SHAPE r’s, we anticipated that there could be room to ad-

just m and b values. We found that m = 1.1 and b = −0.3 gave total sensitivity and PPV

values over the panel to be 84% and 89%, respectively, with many RNAs in the panel

predicted to a very high sensitivity and PPV individually (Tables 2.1 and A.6). We

emphasize that m = 1.1 and b = −0.3 should serve as a guide for incorporating SHAPE-

Seq reactivity data into folding algorithms, though more work should be performed to

refine these values over a broader context of RNA structures.
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Table 2.1: RNA structure prediction accuracy using the RNAstructure [163] Fold al-
gorithm and the SHAPE-Seq v2.0 reactivity data (ρ’s) as constraints, with
different m and b parameters. Sensitivity and PPV values for each RNA are
in Tables A.4-A.6.

RNA Total Sensitivity Total PPV

No SHAPE data 228/360=63.3% 229/373=61.4%
SHAPE parameters
(m = 1.8 and b = −0.6)

292/360=81.1% 293/351=83.5%

SHAPE-Seq updated parameters
(m = 1.1 and b = −0.3)

303/360=84.2% 304/342=88.9%

2.5 Discussion

In this work, we present a systematic analysis and optimization of the SHAPE-Seq

technique to structurally characterize RNAs in a high-throughput, multiplexed fash-

ion. Overall, the above results demonstrate that our optimizations to the previ-

ously published SHAPE-Seq v1.0 technique [107, 108] provide highly reproducible

nucleotide-resolution chemical reactivity data over the wide array of structural con-

texts present in our panel of benchmark RNAs (Figure 2.5).

Initial comparisons between reactivities generated from before SHAPE-Seq v1.0

optimization and QuSHAPE showed there was a strong overall correlation between

the two methods, with specific differences highlighted by the inspection of individual

reactivity spectra. As shown in Figure A.5, for most of the RNAs, SHAPE-Seq v1.0 and

QuSHAPE capture the same clusters of reactive nucleotides, but differ in the specific

θ value assigned to these positions. There does, however, appear to be a difference

between the two techniques at low reactivity nucleotides. In particular, there are a

large number of nucleotide positions (216 out of a total of 586) where the SHAPE-Seq

θ is 0, while the QuSHAPE θ is a small, non-zero number. We hypothesize that the
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analog nature of the capillary electrophoresis read-out in QuSHAPE experiments, and

the Gaussian fitting algorithm used to quantify electopherogram peaks, can amplify

baseline noise and make zero reactivity peaks appear to have a small but non-zero

reactivity.

We systematically optimized each step of the SHAPE-Seq v1.0 protocol associ-

ated with library preparation and sequencing, which constitute the major differences

between SHAPE-Seq and SHAPE analyzed by capillary electrophoresis. As shown

above, steps such as adapter ligation (Figure 2.2) and PCR (Figure 2.3) do not appear

to introduce a systematic bias in SHAPE-Seq reactivity data.

We also sequenced three SHAPE-Seq v2.0 libraries on both the HiSeq and MiSeq

platforms. All three show a very strong correlation between the HiSeq and MiSeq for

the (+) and (-) read distributions, with R values for these comparisons all in excess of

0.99 (Figure A.14). This indicates that the choice of sequencing platform has no effect

on SHAPE-Seq data.

We then expanded the flexibility of the SHAPE-Seq technique by incorporating the

standard Illumina library indexing strategy to sequence multiple libraries in the same

lane (Figures A.3 and A.4). This can be used in a number of ways, for example, by

using indexes to perform replicate experiments on the same RNA, or to run different

groups of RNAs together as done in this work. In principle, this flexibility allows any

number of experimental variations to be performed.

We have also significantly extended SHAPE-Seq by creating a universal RT prim-

ing strategy that does not require RNA-specific primers to be designed and used, or

flanking sequence to be added to the RNA itself. This new technique, SHAPE-Seq

v2.0, works by ligating a linker sequence after modification, which can then serve as
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an RT priming site. With this innovation, SHAPE-Seq v2.0 can now be performed on

unknown RNAs, without the need to deal with the complexities and biases associated

with random RT primers [116, 117]. In addition, SHAPE-Seq v2.0 allows reactivity in-

formation to be characterized for almost the entire length of the RNA, without losing

structural information at RT priming sites within the RNA sequence. Finally, SHAPE-

Seq v2.0 should be equally applicable to naturally synthesized RNAs as it is to in vitro

transcribed RNAs, and thus should allow the standardization of chemical probing ex-

perimental protocols and data analysis.

The data presented in this work also represents a high-quality benchmark SHAPE-

Seq dataset for a panel of RNAs that are becoming the gold standard for technique

comparison in the field [102, 160, 161]. As described in Table A.7, all data is freely

available in the RNA Mapping Database [169]. This should serve as a useful resource

for further experimental technique development, as well as to researchers interested

in using SHAPE-Seq data to constrain computational RNA folding algorithms to give

more accurate RNA structural models. In fact, as we have shown above SHAPE-Seq

values can be used to make structural predictions that are as accurate as those from

more traditional SHAPE experiments (Table 2.1). It is our hope that this dataset serves

as a starting point for understanding how best to incorporate SHAPE-Seq data into

computational structure prediction.

Finally, we note that while this technique was originally named ‘SHAPE-Seq’ after

the SHAPE chemistry that was used in the first version of the technique, it is in fact

applicable to any RNA structure-dependent chemical probe. With our innovation of

the SHAPE-Seq v2.0 universal priming technique, and the already rigorous signal de-

cay correction and accurate reactivity calculation offered by the Spats pipeline [97, 98,

108], we anticipate SHAPE-Seq to be continued to be used in a wide array of power-
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ful techniques aimed at understanding the RNA sequence-structure relationship at the

heart of some of life’s most fundamental processes.
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CHAPTER 3

SIMULTANEOUS CHARACTERIZATION OF CELLULAR RNA STRUCTURE

AND FUNCTION WITH IN-CELL SHAPE-SEQ

3.1 Abstract

Many non-coding RNAs form structures that interact with cellular machinery to con-

trol gene expression. A central goal of molecular and synthetic biology is to uncover

design principles linking RNA structure to function to understand and engineer this

relationship. Here we report a simple, high-throughput method called in-cell SHAPE-

Seq that combines in-cell probing of RNA structure with a measurement of gene ex-

pression to simultaneously characterize RNA structure and function in bacterial cells.

We use in-cell SHAPE-Seq to study the structure-function relationship of two RNA

mechanisms that regulate translation in Escherichia coli. We find that nucleotides that

participate in RNA-RNA interactions are highly accessible when their binding part-

ner is absent and that changes in RNA structure due to RNA-RNA interactions can be

quantitatively correlated to changes in gene expression. We also characterize the cel-

lular structures of three endogenously expressed non-coding RNAs: 5S rRNA, RNase

P, and the btuB riboswitch. Finally, a comparison between in-cell and in vitro folded

RNA structures revealed remarkable similarities for synthetic RNAs, but significant

differences for RNAs that participate in complex cellular interactions. Thus, in-cell

SHAPE-Seq represents an easily approachable tool for biologists and engineers to un-

cover relationships between sequence, structure, and function of RNAs in the cell.

The work described in this chapter includes contributions from Timothy R. Abbott and Julius B.
Lucks. This work was originally published in Nucleic Acids Research and has been reproduced here
with permission from Oxford University Press. Kyle E. Watters, Timothy R. Abbott, and Julius B. Lucks,
Simultaneous Characterization of Cellular RNA Structure and Function with in-cell SHAPE-Seq, Nucleic
Acids Res, 2016, 44, (2), e12.
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3.2 Introduction

Non-coding RNAs (ncRNAs) have diverse functions, ranging from regulatory roles

in transcription, translation, and messenger stability in prokaryotes [171, 172] to

gene silencing, transcript splicing, and chromatin remodeling in eukaryotes [167, 173,

174]. This recognized importance of ncRNAs is accelerating, as high-throughput ge-

nomics techniques continue to discover new ncRNAs and their roles in globally tuning

genome expression [175]. Synthetic biologists, in turn, have started to take advantage

of this diversity of ncRNA mechanisms to design sophisticated RNA regulators that

can precisely control gene expression [24, 25, 135–137, 176, 177]. Such widespread use

of RNA-based gene regulation in both natural and engineered cellular systems has

thus prompted a large effort to understand the relationship between RNA structure

and function within the cell [27, 178, 179].

This effort has recently accelerated with the advent of high-throughput RNA struc-

ture characterization technologies that combine chemical probing with next-generation

sequencing [107, 112, 114–118, 122]. In one such method, called selective 2’-hydroxyl

acylation analyzed by primer extension sequencing (SHAPE-Seq), SHAPE reagents

[95] modify the 2’-OH of less-structured RNA nucleotides, which causes reverse tran-

scription (RT) to halt one nucleotide before the modification [86, 104, 158]. Next-

generation sequencing of the resulting cDNA fragments is then used to determine the

location and frequency of modifications across each RNA under study. These modifica-

tion frequencies are then used to estimate a ‘reactivity’ that quantifies the propensity of

each nucleotide in an RNA to be modified by the chemical probe [97, 98]. High reactiv-

ities reflect nucleotides that are unstructured, while low reactivities suggest structural

constraints such as base pairing, stacking, or RNA-ligand interactions [107, 122, 180].
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The use of next-generation sequencing has allowed these methods to be highly

multiplexed, which has offered some of the first ‘transcriptome-wide’ glimpses of RNA

structure [114–118]. However, the current methods are designed for asking broad ques-

tions about cellular RNA structure and are not well suited for extensive structure-

function analysis of specific RNA targets. Further, the current monetary costs and

computational complexity of analyzing chemical probing data over the entire tran-

scriptome are a significant barrier to overcome for studies requiring many replicates,

such as mutational analysis of select RNAs. Yet, simpler methods based on capillary

or gel electrophoresis cannot be multiplexed to characterize multiple RNAs at once

or remove off-target cDNA products. In addition, other current techniques that use

next-generation sequencing often rely on many time-consuming steps for sequenc-

ing library preparation [114–118], such as successive gel purifications that increase

turnaround time, cost, and skill required to analyze RNA structures inside the cell. Fi-

nally, many current techniques focus on characterizing cellular RNA structures, with-

out an explicit measurement of RNA function.

To address these issues for researchers interested in studying the structure-function

relationship of select RNAs in depth, we have developed in-cell SHAPE-Seq. In-cell

SHAPE-Seq combines in-cell probing of RNA structure with SHAPE-Seq [122] and a

measurement of gene expression through fluorescent reporter assays to characterize

RNA regulatory function. By measuring fluorescence and performing the chemical

probing experiment on the exact same cell culture, in-cell SHAPE-Seq is able to link

changes in cellular RNA structure to changes in gene expression (Figure 3.1). The use

of a new selective PCR method during library construction further simplifies the ex-

periment by removing gel-based purification steps. In-cell SHAPE-Seq thus provides

nucleotide-resolution structural data for multiple RNAs at a time in a simple experi-

ment that leverages many of the recent technical advances in SHAPE-Seq as well as
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existing data analysis pipelines [97, 98, 122].
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Figure 3.1: In-cell SHAPE-Seq overview. The in-cell SHAPE-Seq pipeline yields in-
formation about RNA structure within the cell by detecting regions of
RNA flexibility using an in-cell chemical probe, reverse transcription (RT),
next-generation sequencing, and bioinformatics. Gene expression mea-
surements yield information about RNA function. Coupling the two mea-
surements provides quantitative information about cellular RNA structure-
function relationships. Coding sequence (CDS) is labeled.
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In this work, we develop and apply in-cell SHAPE-Seq to study the structure-

function relationship of two well-characterized RNA regulatory systems in E. coli: the

synthetic RNA riboregulator translational activator system developed by Isaacs et al.

[25], and the natural IS10 translational repressor system recently engineered by Mu-

talik et al. [176]. To perform these studies, we established a general two-plasmid ex-

pression system for studying RNA regulator pairs. Both plasmids contain convenient

RT-priming sites that facilitate in-cell SHAPE-Seq measurements, as well as a fluores-

cent protein reporter on one of the plasmids for coupling to gene expression measure-

ments (Figure B.1). Using the two-plasmid system, we show how in-cell SHAPE-Seq

can be used to derive structural models of cellular RNA folding for these systems. We

also show that in-cell SHAPE-Seq data can be used to generate quantitative links be-

tween RNA structural changes in the cell and their functional consequences. We then

assess the sensitivity of the method by targeting three endogenously expressed RNAs

in E. coli: 5S rRNA, RNase P, and the riboswitch domain of the btuB mRNA leader

sequence. We show that in-cell SHAPE-Seq reactivity data can be used to corroborate

and refine structural models of these functional ncRNAs. Next, we compare data from

in vitro equilibrium refolding experiments to in-cell SHAPE-Seq reactivities and find

intriguing similarities and differences between these folding environments. We end

by discussing how in-cell SHAPE-Seq could be immediately applied to uncovering

the cellular RNA structure-function relationship of a broad array of RNA regulatory

systems.

3.3 Materials and Methods

See Appendix B.4 for a step-by-step protocol of the complete in-cell SHAPE-Seq exper-

iment (Figure B.2).
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3.3.1 Platform (plasmid) construction

Figure B.1 describes our standardized platform for expressing sense/antisense regu-

latory RNA pairs that are not endogenously expressed in E. coli. Specific primer de-

signs and detailed cloning procedures to construct the plasmids used in this work,

or plasmids for other RNA regulatory systems, can be found in Appendix B.4. The

cis-repressed sense RNA (crRNA) and trans-activating RNA (taRNA) plasmids were

generated by introducing the riboregulator sequences from Isaacs et al. [25] into the

sense and antisense expression platforms with Gibson Assembly [181]. To create the

RNA-IN sense plasmids, the original sequence from Mutalik et al. [176] of variant

S1 was mutated using standard PCR amplification-ligation methods. The antisense

RNA-OUT sequences from Mutalik et al. [176] were cloned into the antisense plasmid

architecture with Gibson Assembly [181]. All plasmid sequences are listed in Table B.2.

3.3.2 Strains, growth media, and RNA expression

Each sense and antisense plasmid was transformed separately, or in combination, into

chemically competent E. coli TG1 cells. Where indicated, a control antisense plas-

mid, lacking the antisense RNA sequence but containing a promoter and terminator

(Figure B.1), was used to maintain a consistent cellular load to properly compare fluo-

rescence levels with or without the antisense RNA present. Transformed cells were

plated on LB+Agar media with 100 µg/mL carbenicillin, 34 µg/mL chlorampheni-

col, or both and incubated overnight at 37 ◦C. The next day, individual colonies were

picked and grown in 1 mL of the appropriate LB+antibiotic in a 2 mL 96-well block

(Costar) and grown approximately 17 hr overnight at 37 ◦C at 1,000 rpm in a VorTemp

56 (Labnet) benchtop shaker. Twenty-four microliters of this overnight culture was
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then used to subculture into 1.2 mL of LB+antibiotic. E. coli TG1 cells without plas-

mids were prepared in the same way without antibiotic for probing endogenously ex-

pressed RNAs. The subculture was grown under the same conditions as the overnight

culture for at least three hours before measuring fluorescence (for cultures containing

the sense plasmid with SFGFP) and performing structure probing. See Appendix B.4

steps 17-21 for more details.

3.3.3 in vitro RNA purification

in vitro transcription templates for crR12, taR12, RNA-IN S3 C24A A25C, and RNA-

OUT A3 were prepared using PCR with Taq polymerase (NEB), replacing the E. coli

promoter with the T7 promoter (TAATACGACTCACTATAGG), followed by ethanol

precipitation. The in vitro transcription reaction contained 5 µg of template, 40 mM

tris-HCl pH 8.0, 20 mM MgCl2, 10 mM DTT, 20 mM spermidine, 0.01% Triton X-100, 5

mM NTPs, 60 U of SUPERase-In, 20 µL of purified T7 RNA polymerase, brought to a

total of 1 mL with MilliQ H2O. The shorter RNAs (taR12 and RNA-OUT A3) were gel

purified and passively eluted before ethanol precipitation. The longer RNAs contain-

ing the SFGFP sequence (crR12 and RNA-IN S3 C24A A25C) were purified from the

transcription reaction using AMPure XP RNA beads according to the manufacturers

instructions.

3.3.4 RNA modification and fluorescence assay

Fluorescence was measured after at least three hours of growth by pelleting 150 µL of

each subculture and resuspending it in 200 µL PBS buffer with 100 µg/mL kanamycin
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(to prevent further translation) and assaying for fluorescence (485/520 nm) and optical

density (OD600), which typically ranged from 0.1-0.5. Fluorescence and OD600 were first

corrected by subtracting values measured for a media blank. Relative fluorescence

levels of each culture (except those used for endogenous RNA characterization) were

determined by normalizing the fluorescence readout by optical density (FL/OD) and

subtracting the FL/OD of the antisense plasmid containing cultures (which did not

contain superfolder GFP; SFGFP) to correct for cell autofluorescence.

For RNA modification with 1-methyl-7-nitroisatoic anhydride (1M7), 500 µL of

each 3 hour subculture was modified in the 96-well block with 13.3 µL 250 mM 1M7

in DMSO (6.5 mM final) (+) or 13.3 µL DMSO (-) for 3 min before RNA extraction. For

the DMS modification, the 1M7 was replaced with 27.75 µL of 13% DMS in ethanol and

the DMSO replaced with 27.75 µL ethanol. After 3 min of incubation with DMS, the

reaction was quenched with 240 µL 2-mercaptoethanol. See Appendix B.4 steps 22-32

for a more detailed in-cell modification protocol.

For in vitro transcribed RNAs, 10 pmol of RNA total (1 pmol of sense, 9 pmol of

antisense for bimolecular experiments) were diluted in 12 µL H2O total before denatur-

ing at 95 ◦C for 2 min. The RNAs were than snap-cooled on ice for 1 min before adding

6 µL 3.3X Folding Buffer (333 mM HEPES, 333 mM NaCl, 33 mM MgCl2, pH 8.0) and

incubated at 37 ◦C for 20 min. The resulting 18 µL were split and added to 1 µL 65 mM

1M7 (6.5 mM final) or 1 µL DMSO and incubated at 37 ◦C for 1 min. The modified in

vitro RNAs were then ethanol precipitated and dissolved in 10 µL H2O before reverse

transcription.
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3.3.5 RNA extraction

For in-cell probing experiments, both modified (+) and control (-) samples were pel-

leted, then resuspended in 100 µL of hot Max Bacterial Enhancement Reagent (Life

Technologies) before extraction with TRIzol Reagent (Life Technologies) according to

the manufacturers protocol. Extracted RNA was dissolved in 10 µL of water. See Ap-

pendix B.4 steps 33-39 for more details.

3.3.6 Reverse transcription

For each RNA sample, 3 µL of 0.5 µM oligonucleotide were added for reverse tran-

scription (RT), except for the btuB riboswitch samples to which 3 µL of 50 nM oligonu-

cleotide were added instead. Sense RNAs were extended with an RT primer for

SFGFP, antisense RNAs were extended with a primer for the ECK120051404 termina-

tor, and endogenously expressed RNAs were extended with an RNA-specific primer

(Table B.3). For samples containing sense-antisense pairs, 1.5 µL of each primer were

mixed together. All RNAs were denatured at 95 ◦C for 2 min, then 65 ◦C for 5 min.

After denaturing, each RNA sample was then snap-cooled on ice for 1 min before ex-

tension with Superscript III (Life Technologies) at 52 ◦C for 25 min. After RT the RNA

was hydrolyzed with 1 µL 10 M NaOH. The solution was then partially neutralized

with 5 µL of 1 M hydrochloric acid and ethanol precipitated. See Appendix B.4 steps

40-51 for more details.
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3.3.7 Adapter ligation

The cDNA from each RT reaction was separately ligated to a ssDNA adapter for Illu-

mina sequencing with CircLigase I ssDNA ligase (Epicentre). Each ligation reaction

was incubated at 60 ◦C for 2 hours, followed by deactivation at 80 ◦C for 10 min. The

ligated cDNA was then ethanol precipitated and dissolved in 20 µL water. Unligated

oligonucleotides were removed by purification with 36 µL of Agencourt AMPure XP

beads (Beckman Coulter) according to manufacturers protocol. See Appendix B.4 steps

52-57 for details.

3.3.8 Quality control

Each single-stranded cDNA library from a highly expressed RNA was PCR ampli-

fied with Phusion polymerase (NEB) for 15 cycles with two forward primers, a selec-

tion primer (containing an RNA-specific sequence and part of the forward Illumina

adapter) and a longer primer containing all of the forward Illumina adapter, and a flu-

orescent reverse primer that binds to the reverse Illumina adapter sequence as part of

the ligated ssDNA adapter (Table B.3 and Figure B.3), Appendix B.4 step 58). Mod-

erate to weakly expressed RNAs (RNase P and the btuB riboswitch) were amplified

for 15 cycles without the complete forward Illumina adapter primer first, which was

then added for a second set of 15 cycles. Libraries that were derived from cultures

that contained both sense and antisense plasmids were amplified separately with one

selection primer to visually separate the library qualities of the independent priming

locations. The fluorescently tagged amplifications were run on an ABI 3730xl Analyzer

with GeneScan 500 LIZ standard (Life Technologies) and checked for the correct full-

length product (indicating good RT and PCR) and minimal side product formation.

71



See Appendix B.4 steps 58-67 for further details.

3.3.9 dsDNA sequencing library construction

Highly expressed RNA libraries passing quality analysis were PCR amplified with

Phusion polymerase (NEB) for 15 cycles using three primers: a forward primer that

contained an Illumina adapter, another RNA-specific forward selection primer, and a

reverse primer that contained the other Illumina adapter and one of 24 TruSeq indexes

(Table B.3 and Figure B.3). Moderate to weakly expressed RNAs (RNase P and the

btuB riboswitch) were amplified for 15 cycles without the complete forward Illumina

adapter primer first, before it was added for a second set of 15 cycles. Excess primer

was removed with ExoI (NEB) before purification with 90 µL of Agencourt AMPure XP

beads (Beckman Coulter) according to the manufacturers protocol. See Appendix B.4

steps 68-75 for more details.

3.3.10 Next-generation sequencing

The molarity of the individual libraries was estimated from the lengths and intensity of

peaks in the fluorescent quality traces, and the concentration of each library measured

with the Qubit fluorometer (Life Technologies). All libraries were mixed to have the

same final molar concentration and sequenced with the Illumina MiSeq v3 kit or HiSeq

2500 rapid run using 2x35 bp paired end reads. Adapter trimming was turned off

during Illumina post-sequencing processing.
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3.3.11 Data analysis

Reactivity spectra were calculated using Spats v0.8.0 and a number of utility scripts

to prepare the Illumina output for Spats following previous work [122]. Illumina

adapter sequences were trimmed from each read using the FASTX toolkit [http:

//hannonlab.cshl.edu/fastx_toolkit/], then aligned to the target RNA se-

quences with Bowtie 0.12.8 [182] based on the input RNAs to determine locations of

modifications. Spats separates the (+) and (-) channel reads according to the handle

sequence, and calculates θ for each nucleotide using statistical corrections for RT drop-

off, where θ represents the probability of modification at a particular nucleotide [97,

98]. Resulting θ values were then normalized to ρ values according to Appendices B.1

to B.1. Reactivities (ρ) greater than 1.25 are considered highly reactive, between 0.5-

1.25 moderately reactive, and less than 0.5 weakly reactive. All data is freely acces-

sible from the RNA Mapping Database (RMDB) (http://rmdb.stanford.edu/

repository/) [169] using the IDs in Table B.4..

3.3.12 Structure folding predictions

RNA secondary structure predictions were performed using the RNAstructure web

server [164]. In-cell SHAPE-Seq reactivities (ρ) were used to constrain predictions

with the pseudo free energy parameters m (1.1) and b (-0.3) [122] where indicated (Ap-

pendix B.1). All computationally predicted folds shown represent the minimum free

energy structure.
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3.4 Results

3.4.1 A standardized platform for characterizing RNA structures, in-

teractions, and regulatory function in cells

One goal of the in-cell SHAPE-Seq platform is to characterize cellular structural and

functional states of regulatory RNAs simultaneously (Figure 3.1). Often, RNA regu-

latory function is mediated by structural changes in mRNA targets brought about by

specific interactions with other cellular molecules such as ligands [27], small RNAs (sR-

NAs) [22], or ribosomes [183]. We began by first focusing on the natural IS10 and the

synthetic riboregulator bacterial sRNA systems that regulate translation in response to

RNA-RNA interactions that occur in trans. In these systems, translation is controlled by

specific RNA structures in the 5’ untranslated region (5’ UTR) of a ‘sense’ target mRNA.

Interaction with a trans-acting complementary ‘antisense’ RNA sequence causes struc-

tural rearrangements to occur, turning downstream gene expression ON in the case of

riboregulators, or OFF in the case of the IS10 system.

To characterize RNA regulator function, we began by constructing a standardized

platform to separately express both the sense and antisense RNAs of each system in

E. coli (Figure B.1) [25, 176]. In this platform, the sense regulatory RNA sequences

were placed downstream of a constitutive promoter and upstream of the superfolder

GFP (SFGFP) coding sequence (CDS) [184] on a medium-copy plasmid. The antisense

RNAs were placed on a separate high-copy plasmid downstream of the same consti-

tutive promoter (Figure B.1). Gene expression was then characterized by measuring

differences in fluorescence between cultures containing the sense plasmid with the an-

tisense plasmid or an antisense control plasmid (See Section 3.3).
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To characterize cellular RNA structures, we adapted the SHAPE-Seq experiment

[107, 108, 122] to perform the chemical probing step on bacterial cell cultures rather

than on in vitro pools of purified RNAs, using the ability of certain SHAPE reagents

to penetrate living cells (Figure B.2) [126, 158, 185]. To directly couple RNA structure

and function characterization, we added 1-methyl-7-nitroisatoic anhydride (1M7; (+)

reaction), or the control solvent dimethyl sulfoxide (DMSO; (-) control), to the same E.

coli cultures that were assayed for SFGFP fluorescence (Figure 3.1). While this probing

step modifies all RNAs in the cell, our goal was to target the structural measurement to

our regulatory RNAs. To do this, we designed highly specific RT primers that would

not exhibit non-specific binding to other RNAs in the transcriptome. To target the

sense RNA, we chose an RT primer binding site near the 5’ end of the SFGFP CDS

from a set of four designed sequences. To target the antisense RNA, we tested a set

of efficient transcription terminators (Table B.1) for specific RT priming capability and

found that the synthetic ECK120051404 terminator [186] produced a good quantity

of cDNA while remaining highly specific as an RT priming site. Thus, the antisense

plasmid contained the ECK120051404 terminator at the 3’ end of the antisense RNA

immediately followed by the t500 terminator [186] to improve termination efficiency

(Figure B.1). After chemical probing and RNA extraction, reverse transcription was

performed with primers targeting one or both of the priming sites described above,

and the resultant cDNAs were input into the standard SHAPE-Seq experimental and

data analysis pipelines (Figure B.2) [107, 108, 122].

While successful, initial versions of our protocol suffered from an excess of RT

primer-sequencing adapter ligation dimers, making it difficult to accumulate enough

sequencing reads with our libraries for computational reactivity analysis [97, 98]. In

some cases, the amount of ligation dimer could exceed 90% of the total sequencing

reads. To overcome this problem, we developed a simple method of selecting against
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these unwanted ssDNA dimers by using a mismatch-based selective PCR amplifica-

tion in place of the normal SHAPE-Seq PCR step (Figure B.3). By using this mismatch

PCR as a filter, we removed the need for laborious gel purification steps typically used

in other methods [114–118], and reduced amplification of potential off-target RT prod-

ucts. With selective PCR, we observed a 10-40-fold reduction in ligation dimer ampli-

fication, with a greater reduction observed for cases where higher quantities of cDNA

were obtained. Typically, the PCR selection step reduced the amount of ligation dimer

to less than 10% of the total sequencing reads. Together, the PCR selection step and

the multiplexing capabilities of SHAPE-Seq allowed many in-cell SHAPE-Seq experi-

ments, containing multiple RNAs probed simultaneously, to be sequenced in a single

MiSeq run with deep read coverage.

3.4.2 Characterizing cellular RNA structures of synthetic riboregula-

tors that activate translation

We first used in-cell SHAPE-Seq to examine a synthetic riboregulator system that acti-

vates translation in bacteria [25]. In the riboregulator system, the 5’ UTR of the sense

mRNA is designed to form a hairpin structure that occludes the RBS and blocks trans-

lation (Figure B.4). This cis-repressed RNA (crRNA) is thus OFF in the basal state. To

activate translation, a trans-activating antisense RNA (taRNA) is expressed that base

pairs with the crRNA, causing structural rearrangements that expose the RBS and al-

low translation (ON state).

As the riboregulators were first designed in silico using computational models of

RNA folding [25], we first sought to characterize the cellular structures of crRNAs

and taRNAs individually using in-cell SHAPE-Seq. We began our analysis with the
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taR12/crR12 antisense/sense pair (respectively), which had the highest fold activation

of the original riboregulator designs [25]. The in-cell SHAPE-Seq reactivity spectra of

crR12 and taR12 were largely consistent with the original designed structures, with

several notable adjustments (Figures 3.2 and B.5).
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Figure 3.2: Characterization of the cellular structures of the taR12/crR12 synthetic ri-
boregulator RNA translational activator system. Reactivity maps and con-
strained secondary structure folds are shown for taR12 (a) and crR12 (b).
Color-coded reactivity spectra represent averages over three independent
in-cell SHAPE-Seq experiments, with error bars representing one standard
deviation of the reactivities at each position. RNA structures represent
minimum free energy structures generated by RNAstructure [164] using
average in-cell SHAPE-Seq reactivity data as constraints (see Section 3.3).
Comparisons to the original structural designs from Isaacs et al. [25] are
shown in Figure B.5. The crR12 structural model was generated from the
first 70 nts of the sequence (55 nt shown). Similarly, the terminators fol-
lowing taR12 were not included in the structural analysis. The start codon
(AUG) location is boxed and the coding sequencing (CDS) is labeled.
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For taR12, designed to be a highly structured hairpin, we observed clusters of high

reactivities in all nucleotide positions that were originally expected to be unpaired (Fig-

ures 3.2a and B.5). In particular, we were able to distinguish the highly unstructured

5’ tail designed to initiate interactions with the crR12 apical loop [25]. We could also

clearly distinguish the hairpin loop, single nucleotide bulge, and inner loop structures

within the hairpin. A model of the cellular secondary structure of taR12 generated

using in-cell SHAPE-Seq reactivities to constrain computational folding with RNAs-

tructure [164] corroborated these findings, but suggested a larger inner loop structure

and an adjustment of the location of the single nucleotide bulge (Figure B.5).

For crR12, we observed a cluster of high reactivities at the 5’ end and in the middle

of the molecule, consistent with the overall hairpin design (Figure 3.2b). The large clus-

ter of highly reactive positions between nucleotides 22-35 suggested that crR12 con-

tains a larger loop in cells than previously thought, as seen in the reactivity-constrained

secondary structure model of the first 70 nts (Figure 3.2b and B.5). Notably, this loop

structure begins at a designed G-A inner loop which was originally introduced to pre-

vent RNAse cleavage and improve fold activation [25], but may also serve to open the

upper portion of the hairpin into a larger loop to improve sense-antisense target recog-

nition. Interestingly, nucleotides 27-29 have lower reactivities than the rest of the loop.

These nucleotides are part of a YUNR (Y=pyrimidine, N=nucleotide, R=purine) RNA

recognition motif that was included in the riboregulator design to facilitate interactions

with the taRNA [25]. YUNR motifs are ubiquitous in natural sRNA systems that rely

on RNA-RNA interactions to regulate gene expression [136, 187], and the lower reac-

tivities could be reflective of stacking interactions between these nucleotides that can

occur in this motif [180, 188].

When considering the designed structural model, two other regions of crR12 have
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reactivities lower than expected (Figure B.5). The first region is the hairpin stem, which

is predicted to contain multiple sets of inner loops. Low reactivities in inner loops

are not uncommon with SHAPE reactivities [107, 180] and could be due to stacking

constraints imposed upon the bulged nucleotides by their neighbors or non-canonical

base pairing. The second region of low reactivity is from positions 50-70, the majority

of which comprise the start of the SFGFP CDS. These low reactivities could be due to

several factors, including the binding of cellular proteins, RNA-RNA interactions in

the CDS, or ribosomes translating at low levels, preventing the chemical probe from

accessing this region.

To corroborate our findings, we also examined the taR10/crR10 riboregulator vari-

ant, which has a similar overall design and was the second best riboregulator pair in

terms of fold activation [25]. We repeated the same measurements and found that the

in-cell SHAPE-Seq reactivity spectra and constrained structural models were consis-

tent with the taR12/crR12 results (Figures B.5b and B.6).

Additionally, we compared our in-cell SHAPE-Seq results to an equivalent in-cell

‘DMS-Seq-like’ approach [117], where the 1M7 modification was replaced with a DMS

modification (Figure B.7). Overall, we observed very similar reactivities between in-

cell SHAPE-Seq and DMS-Seq at comparable nucleotide positions, corroborating our

overall in-cell SHAPE-Seq structure probing approach. However, since DMS shows

strong preferences for As and Cs [125] the DMS-Seq reactivities show many gaps, es-

pecially since the riboregulators are GU-rich. In fact, the DMS-Seq data was unable to

uncover the highly reactive loop of crR12 because of its GU-rich nature, further high-

lighting the benefit of using SHAPE probes to characterize cellular RNA structures.
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3.4.3 Characterizing the cellular RNA interactions and function of

synthetic riboregulators that activate translation

We next sought to characterize the structural changes of crR12 that occur in the cell

when taR12 activates its translation (Figures 3.3 and B.4). To do this, we performed

the full in-cell SHAPE-Seq structure-function measurement in E. coli cells expressing

both the crR12 sense construct and the taR12 antisense construct. We observed dis-

tinct in-cell SHAPE-Seq reactivity changes in several specific regions of crR12 caused

by the addition of taR12 that lead to the observed 7.3-fold increase in gene expression

(Figure 3.3a). For example, nucleotides in the 5’ half of the crR12 loop region (nts 22-

28) generally decrease in reactivity except for nucleotide 24, which remains high but

with large error. The observed reactivity changes in crR12 in the presence of taR12

are consistent with the designed taR12/crR12 structural interaction (Figure 3.3b) [25].

However, nucleotides 4-12, 29, and 30 of crR12 remain or become highly reactive, sug-

gesting that these nucleotides are unbound in the taR12/crR12 complex in the cell.

These results from in-cell SHAPE-Seq support a model of the taR12/crR12 complex

where a 16 bp duplex forms rather than a 25 bp duplex as originally proposed [25].
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Figure 3.3: In-cell structure-function characterization of the taR12/crR12 synthetic ri-
boregulator RNA translational activator system. Reactivity maps (a) and a
suggested RNA-RNA interaction structure (b) are shown for crR12 of the
synthetic riboregulator activator system. (a) Color-coded reactivity spectra
for crR12 expressed with taR12 or an antisense control plasmid. Reactivities
represent averages over three independent in-cell SHAPE-Seq experiments,
with error bars representing one standard deviation. Average fluorescence
(FL/OD) values (normalized to the crR12 with antisense control plasmid
FL/OD value) on the right show a 7.3-fold activation of gene expression
when taR12 is expressed, with error bars representing one standard devia-
tion. The ribosome binding site (RBS) (determined in Figure B.10) and start
codon (AUG) locations are boxed. (b) Structural model of the taR12/crR12
binding complex derived from the mechanism proposed by Isaacs et al. [25]
and refined with the average crR12 with taR12 reactivity data in (a). Nu-
cleotides for crR12 are color-coded by reactivity intensity. (c) Reactivity and
functional data of the RBS region show an increase in RBS reactivity (left)
and fluorescence (right) when taR12 is co-expressed with crR12. Nucleotide
positions that are significantly different (p <0.10) according to a one-sided
Welch’s t-test are indicated with *. (d) RBS reactivity and functional data
for the taR10/crR10 variant (see Figure B.8) Nucleotide positions that are
significantly different (p <0.05) are indicated with *.
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Similar features were observed when the structure-function relationship of the

taR10/crR10 interaction was characterized with in-cell SHAPE-Seq (Figure B.8). One

difference, however, was a change in the specific nucleotides that were observed to

decrease in reactivity as a result of taR10 binding. Overall, more of the 5’ end of

crR10 appeared to bind to the taR10 sequence relative to taR12/crR12, though there

is a seven nucleotide region from positions 17-23 on crR10 which does not appear to

bind as strongly, if at all. One possible explanation for the difference in the interact-

ing structures of these variants is the relative stabilities of the terminal stem loops in

taR12 (nt 19-61) and taR10 (nt 22-62). The taR12 hairpin is more stable (∆G = -20.8

kcal/mol) than the taR10 hairpin (∆G = -19.6 kcal/mol), as predicted by RNAstruc-

ture [164]. Therefore, it may be less energetically favorable for taR12 to unwind to the

same extent as taR10 when interacting with crR12 or crR10, respectively (Figure 3.3b

and B.8b). Despite these differences, we observed a similar level of activation of gene

expression for each system, suggesting that multiple binding states can achieve the

same functional consequence.

Unlike crR12 and crR10, no major reactivity changes were observed for either taR12

or taR10 when expressed with their corresponding crRNA targets (Figure B.9). Since

these RNAs are expressed in excess of their targets, our in-cell SHAPE-Seq experiment

is likely capturing a majority of non-interacting taRNA states, as they take up a large

portion of the cellular population. We also note that we did not observe significant

reactivity changes in either crRNAs CDS when the corresponding taRNA was present.
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3.4.4 Quantitatively linking ribosome binding site reactivity with

gene expression

Because the riboregulator mechanism is thought to functionally activate translation

in bacteria by removing structural constraints in the crRNA RBS region, we sought

to examine how changes in the in-cell SHAPE-Seq reactivities of the RBS region re-

late to changes in gene expression. However, the AG-rich region between nucleotides

36-46 in crR10 and crR12 has the potential to contain multiple Shine-Dalgarno (SD)

sequences. Since the exposure of the RBS turns on gene expression, we hypothesized

that the dominant six-nucleotide SD sequence would exhibit the largest reactivity in-

crease. To find this sequence, we summed reactivities over a six nucleotide sliding

window for the crR12/crR10 ON and OFF states and looked for the biggest differ-

ence between them (Figure B.10). We found that nucleotides 36-41 showed the largest

overall increase, with the most notable increases occurring at nucleotides 36-39 in both

crR12 and crR10 (Figure 3.3c,d and B.10). These increases correspond to a 6.2-fold and

a 4.8-fold change in overall RBS reactivity for the taR12/crR12 and taR10/crR10 sys-

tems, respectively, and are linked to 7.3-fold and 5-fold changes in gene expression,

respectively (Figure 3.3c,d).

3.4.5 Characterizing the cellular RNA structures of the RNA-

IN/OUT translational repressor

We next sought to use in-cell SHAPE-Seq to examine a modified version of the natural

sRNA translation repression system from the insertion sequence 10 (IS10) transposon

[176]. In the IS10, or RNA-IN/OUT, system the hairpin loop of an antisense RNA
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called RNA-OUT initiates interaction with the unstructured 5’ tail of the sense mRNA

(RNA-IN) to form a duplex that blocks the RBS and prevents translation in bacteria

(Figure B.11) [189]. Recently, six pairs of RNA-IN/OUT variants were designed to be

orthogonal, or independently acting, by rationally mutating the sequences that initiate

binding [176]. We examined two of these pairs with a truncated form of RNA-OUT

(first 67 nt) [189, 190] using in-cell SHAPE-Seq.

We began by characterizing the in-cell structures of RNA-IN and RNA-OUT in-

dividually. Our first observation was that the nucleotides in the RNA-IN S4 5’ UTR

were highly reactive and likely unstructured in the cell (Figure 3.4a). In addition, the

RBS region was found to have intermediate reactivities that were similar in magnitude

to the riboregulator ON-state RBS reactivities (Figure 3.3c). For RNA-OUT A4, in-cell

SHAPE-Seq reactivities clearly reflected a hairpin structure with a large, highly reac-

tive, loop at the site of RNA-IN recognition (Figure 3.4b). As with the loops of crR10

and crR12, the secondary structure model of RNA-OUT constrained with in-cell reac-

tivity data showed a much larger loop than previously suggested [190]. Similar results

were obtained for the S3/A3 RNA-IN/OUT pair analyzed individually (Figure B.12).
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Figure 3.4: In-cell structure-function characterization of the RNA-IN/OUT transla-
tional repressor system. Color-coded reactivity spectra of RNA-IN S4 (a),
RNA-OUT A4 (b), and RNA-IN S4 C24A A25C with RNA-OUT A4 or the
antisense control plasmid (c) represent averages over three independent
in-cell SHAPE-Seq experiments. Error bars represent one standard devia-
tion. All secondary structures are color-coded by reactivity intensity. (a)
Reactivity spectrum of the first 60 nts of RNA-IN S4 (top), with nucleotides
color-coded by reactivity on a single-stranded structural model of this re-
gion (bottom). RBS and start codon (AUG) are boxed. (b) Reactivity spec-
trum of RNA-OUT A4 (top), with a minimum free energy structure gen-
erated by RNAstructure [164] using in-cell SHAPE-Seq reactivity data as
constraints (bottom; see Section 3.3). The terminators following RNA-OUT
A4 were not included in structural analysis. (c) Reactivity maps of RNA-
IN S4 C24A A25C expressed with RNA-OUT A4 or an antisense control
plasmid are on the left. Average fluorescence (FL/OD) values (normalized
to the S4 C24A A25C with antisense control plasmid FL/OD value) on the
right show 69% repression of gene expression when RNA-OUT A4 is ex-
pressed, with error bars representing one standard deviation. The RBS and
start codon (AUG) locations are boxed. CDS = coding sequence.
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3.4.6 Characterizing the cellular RNA interactions and function of

the IS10 translational repressor

We then characterized how RNA-OUT binding to RNA-IN leads to translation repres-

sion by performing the full in-cell SHAPE-Seq structure-function measurement in E.

coli cells expressing the RNA-IN reporter construct with the RNA-OUT antisense con-

struct. Initially, we performed three replicate experiments with the S4/A4 pair, but ob-

served varying RNA-IN reactivity patterns, despite each replicate exhibiting roughly

the same level of translation repression (∼85%) (Figure B.13). A closer analysis of the

raw SHAPE-Seq (+) and (-) channel fragment distributions revealed large spikes at

position 26 in both channels, suggesting that RNA-IN S4 was being cleaved between

positions 25 and 26 when in complex with RNA-OUT A4. To further confirm this

effect was due to cognate RNA-RNA interactions, we examined orthogonal pairs of

RNA-IN/RNA-OUT (i.e., pairs S4/A3 and S3/A4) and found no spikes at position

26 or major changes in reactivity compared to the individually measured RNAs (Fig-

ures B.14 and B.15).

Previous work showed that the wild-type RNA-IN/RNA-OUT duplex is targeted

by RNAse III between nucleotides 15-16 of RNA-IN and 22-23 of RNA-OUT for degra-

dation in the cell [191]. However, we did not observe spikes at these positions due to

mutations introduced at positions 16 and 17 of RNA-IN that form bulges in the RNA-

IN/RNA-OUT complex and abolish RNAse III cleavage [176]. Given the propensity

for the wild-type system to be cleaved by RNAse III, we hypothesized that a sec-

ondary RNAse III site was present between nucleotides 25 and 26 that gave rise to

the observed spikes in the fragment distributions from the cognate complexes. To test

this hypothesis, we made two different mutations (C24A and A25C) to RNA-IN S4 to

prevent RNAse III cleavage (Figure B.16) and tested them using in-cell SHAPE-Seq.
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We observed that both mutants were still functional and neither generated a fragment

spike at position 26 when expressed with RNA-OUT A4, indicating that cleavage was

abolished by these changes. We also tested a double mutant version that functioned

similarly (Figure B.17).

To characterize the cellular RNA-RNA interactions that lead to translation repres-

sion, we performed replicate in-cell SHAPE-Seq experiments with the RNA-IN S4

C24A A25C double mutant and RNA-OUT A4 (Figure 3.4c). Several notable features

are apparent when comparing the RNA-IN reactivity spectra with and without RNA-

OUT. First, there is a drop in the reactivity spectrum for the first seven nucleotides of

RNA-IN where RNA-OUT is predicted to initiate binding, similar to what we observed

for the riboregulators (Figure 3.3a), corresponding to a 69% decrease in measured flu-

orescence. Second, we observed reactivity increases at positions 16 and 17 in the RBS

of RNA-IN, which are predicted to form a bulge when in complex with RNA-OUT

(Figure B.16). We also observed slight increases in reactivity across the CDS and start

codon when translation is repressed (Figure 3.4c). Interestingly, we did not observe

a drop in reactivity in the RBS in the presence of RNA-OUT as we might expect, but

rather a few nucleotides that increase (Figure B.18). It could be the case that the inter-

action between the 5’ end of RNA-IN with the loop of RNA-OUT brings the two RNAs

close enough together to hinder ribosome access without directly binding the RBS. We

also note that the consistently high reactivities in nucleotides 11-13 are unexpected,

suggesting that the duplex between RNA-IN and RNA-OUT may not be as extensive

in the cell as originally thought.

Finally, we examined reactivity changes from the perspective of the antisense RNA-

OUT RNAs (Figure B.19). As expected, there are no major differences in the reactivity

map of RNA-OUT A4 when the orthogonal RNA-IN S3 is present. However, unlike in
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the riboregulator system, we did observe subtle reactivity changes in RNA-OUT A4 in

the presence of RNA-IN S4 C24A A25C, despite the copy number difference.

3.4.7 Targeting Endogenous RNAs in E. coli

To further test the capabilities of in-cell SHAPE-Seq, we targeted three endogenously

expressed functional RNAs that are present at varying levels in E. coli cells: 5S rRNA,

RNase P, and the btuB mRNA riboswitch domain (Figure 3.5). 1M7 probing of E. coli

cell cultures was performed as before, except that sequence specific RT primers were

used for each endogenous target. For the highly abundant 5S rRNA the experiment

was straightforward, as the level of cDNA obtained was similar to the synthetic RNAs

expressed from plasmids. For the less abundant RNase P and btuB riboswitch RNAs,

however, it was necessary to modify the PCR steps to prevent the amplification of un-

wanted side products that began accruing when the amount of correct cDNA product

was low and more than 15 cycles of PCR were used. We determined that the side

products were due to the Illumina forward primer (primer I in Table B.3). To remedy

this, we first amplified the ssDNA libraries without this primer for 15 cycles to amplify

the target of interest, then added primer I for another 15 cycles to build the rest of the

adapter required for sequencing (see Section 3.3). We confirmed the additional cycles

did not alter the resulting reactivities (Figure B.20).
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Figure 3.5: Structural characterization of three endogenously expressed RNAs in E.
coli with in-cell SHAPE-Seq. RNA secondary structures are color-coded
by average in-cell SHAPE-Seq reactivity intensity according to the key in
the lower right. Nucleotides not included in the reactivity calculation are
marked in gray. Bar charts depicting the average reactivities of each RNA
can be found in Figure B.21. (a) 5S rRNA. Reactivities overlaid on the ac-
cepted secondary structure [192] and an atomic resolution model of the ri-
bosome derived from cryo-EM data fit with molecular dynamics simula-
tions (inset; from PDB 4V69) [193]. Individual ribosomal proteins (L5, L18,
L25, L27) and the 23S rRNA are labeled on the secondary structure near
their approximate locations and are color-coded to match the three dimen-
sional model. Helices are numbered I-V. (b) RNase P. Reactivities overlaid
on the accepted secondary structure derived from comparative sequence
analysis [194]. Potential interactions with tRNAs are highlighted with pink
shading according to the crystal structure of the related A-type T. maritima
RNase P in complex with tRNAphe [195]. Similarly, the expected interactions
with the C5 protein measured from hydroxyl-radical mediated cleavage in-
teractions [196] are indicated with gray shading. Helices P1-P18 are labeled.
(c) btuB riboswitch domain. Reactivities overlaid on secondary structure
model [197, 198]. Boxes indicate regions where the structural model was
refined according to the high reactivities observed by opening base pairs in
those regions. Dashed lines indicate a predicted pseudoknot between L5
and L13 according to the model, though high reactivities are observed in
L5 in the cell.
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We first examined the highly abundant 5S rRNA [199]. As seen in Figure 3.5a, we

observed strong agreement between in-cell SHAPE-Seq reactivities (Figure B.21a) and

the accepted secondary structure and an atomic resolution model of 5S within the ri-

bosome [192, 193, 200]. Reactivities for the 5S rRNA appeared high in loop regions as

expected, except when in close proximity to, or bound locally by, ribosomal proteins

such as L5, L18 and L25. Positions 70-99 were very low in reactivity, which is con-

sistent with helices IV and V being threaded into the interior of the ribosome and the

inner loop between helices IV and V interacting with protein L25. We did notice one

discrepancy in which nucleotides 28-30 are observed to be highly reactive even though

they are predicted to be paired with nucleotides 54-56. In this region however, the 5S

rRNA appears to be distorted with nucleotides 54-56 positioned near the L5 protein.

We then characterized the reactivities of RNase P, a ribozyme that complexes with

a protein cofactor (C5) to cleave the 5’-leader from precursor tRNAs (pre-tRNAs) [201].

The RNase P RNA (RPR) consists of two domains: a catalytic and a specificity domain.

We largely focused our analysis on the latter. We found strong agreement between the

measured in-cell SHAPE-Seq reactivities (Figure B.21b) and the secondary structure of

the E. coli RPR derived from comparative sequence analysis [194] (Figure 3.5b). Specif-

ically, there is concurrence between highly reactive positions and nucleotides expected

to be unpaired in the secondary structure. Because the binding sites for the C5 protein

are largely in structured regions or regions not probed (for instance, helices P3 and

P4) [195, 196, 202], it is difficult to attribute low reactivities that arise in these regions

specifically to protein-RPR interactions.

Also shown in Figure 3.5b are potential sites for tRNA recognition based on the

crystal structure of the related A-type Thermotoga maritima RNAse P in complex with

tRNAphe [195]. Interestingly, we observe several features in this region suggesting that
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our experiments likely captured the substrate-bound form of RNase P in vivo. First, we

observe very low reactivity at position A180, which is expected to stack directly with

the nucleotides in the T-loop of the pre-tRNA to enable substrate recognition [195,

203]. Second, we observe low reactivity at position A248, which stabilizes the RPR-

pre-tRNA complex through stacking interactions with the pre-tRNA [195]. Finally,

we observe very high reactivity at position U69, a universally-conserved nucleotide,

which is unstacked from pseudoknot P4 to coordinate one of the two divalent metal

ions needed for pre-tRNA cleavage [195]. Collectively, these observations suggest that

our probing experiments have captured the substrate-bound form of RNase P in vivo,

which could be expected given the large number of pre-tRNAs that need to be pro-

cessed by RNase P, a low copy-number enzyme [204].

To further test the sensitivity of in-cell SHAPE-Seq, we targeted the endogenously

expressed riboswitch domain of the btuB mRNA, which regulates the translation of

the cobalamin transport protein BtuB in bacteria by sequestering its RBS when adeno-

sylcobalamin (AdoCbl) is present [197]. In-cell SHAPE-Seq reactivities (Figure B.21c)

were largely consistent with a secondary structure model of the btuB riboswitch de-

rived from comparative sequence analysis and structural probing [197] (Figure 3.5c).

We did, however, observe high reactivities in several areas that are predicted to be

paired according to the model. Specifically, the nucleotides comprising the P2 and P9

helices were observed to be highly reactive, indicating that they are unstructured in the

cell. In the case of P9, this would suggest this region is disordered as was observed in

the crystal structure of the T. tengcongensis AdoCbl riboswitch (TteAdoCbl) [198]. Most

interesting are the high reactivities observed in the loop of P5 (L5), which is expected

to form a kissing-loop (KL) interaction with the loop of P13 (L13). Recently, it was

shown that this KL interaction is a critical regulatory feature of AdoCbl riboswitches,

and crystal structures of the TteAdoCbl riboswitch showed that bound AdoCbl inter-
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acts with the groove of the KL in a structure-specific way that promotes its formation

[198]. While the in-cell SHAPE-Seq reactivities of L13 were observed to be low, the

very high reactivities in L5 suggest that there is a significant population of btuB ri-

boswitches that are unbound by AdoCbl, or that the KL interaction is flexible enough

to allow the riboswitch to significantly sample the non-KL configuration. Additional

in-cell SHAPE-Seq analysis on functionally variant mutants of this system would help

shed further light on the cellular structural state of this riboswitch.

Overall, these results indicate that in-cell SHAPE-Seq can be used to obtain

nucleotide-resolution reactivity maps for endogenous transcripts directly in E. coli

cells. Our range of examples demonstrate that these reactivity spectra can be used

to corroborate existing models of RNA folding and interactions, as well as suggest re-

finements to our understanding of RNA systems that are less well studied. We thus

anticipate in-cell SHAPE-Seq to be useful for the study of a broad array of endogenous

RNAs.

3.4.8 Comparing in vitro and in-cell SHAPE-Seq reactivities

Our ability to characterize cellular RNA structures with in-cell SHAPE-Seq gave us an

opportunity to compare our results with reactivities generated with in vitro SHAPE-Seq

experiments [122] to study how the cellular environment affects RNA structure. To be-

gin this study, we performed equilibrium refolding SHAPE-Seq v2.0 experiments on

the riboregulators and the RNA-IN/OUT systems following our previously published

protocol using the same RT primers as the in-cell experiment [122]. Interestingly, we

found remarkable agreement between in-cell and in vitro refolded SHAPE-Seq reactiv-

ities for the riboregulators (Figure B.22) and the RNA-IN/OUT systems (Figure B.23).
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In many cases, the trends in reactivities across the molecules were consistent, with

quantitative differences at isolated positions. The biggest deviations were seen when

we examined the RNA-IN/OUT complex, which showed significantly lower in-cell re-

activities in the region surrounding the RBS of RNA-IN (Figure B.23b). Overall, the

similarity between the in-cell and in vitro refolded SHAPE-Seq reactivities suggests

that for these regulatory RNAs the complex cellular environment does not play a sig-

nificant role in altering structures from their equilibrium states.

Next, we performed similar in-cell vs. in vitro SHAPE-Seq experimental compar-

isons for 5S rRNA, which is routinely used as a benchmark for in vitro RNA folding

(Figure B.24) [122]. In contrast to the above results, we observed dramatic differences

in reactivities between these two conditions. In particular, large reactivity differences

were observed at positions 35-54 near the site of L5 interactions (Figure 3.5a) [200]. In

addition, almost all peaks that are highly reactive downstream of position 54 in vitro

are near zero in-cell. All of these changes visible in the in-cell reactivity spectra reflect

a structural state of the 5S rRNA docked into the ribosome (Figure 3.5a inset). It is thus

clear that the cellular environment can significantly alter the folding of certain RNAs.

3.4.9 Discussion

In this work, we established in-cell SHAPE-Seq, which was designed to characterize

the cellular RNA structure and function of a set of RNAs in a single experiment. With

the coupling of structure and function measurements, we showed how we can use in-

cell SHAPE-Seq to directly correlate changes in cellular RNA structure with changes in

cellular function in bacteria. The development of in-cell SHAPE-Seq required a number

of technical modifications of in vitro SHAPE-Seq, including the use of highly specific
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reverse transcription priming sites to target select RNAs, PCR selection against ligation

dimers and off-target cDNAs (Figure B.3), and a flexible platform for rapid functional

characterization of RNA regulators in E. coli. All of these improvements enabled deep

read coverage for many in-cell SHAPE-Seq experiments in a single MiSeq run with

less effort than current in-cell next-generation sequencing-based techniques [114–118],

partly because we removed the need for gel purification in the library construction

process. We used these improvements to report some of the first detailed replicate in-

cell RNA structure chemical probing data, which we anticipate will be important to

the field for understanding the variability of cellular RNA structural states.

We demonstrated the capabilities of our in-cell SHAPE-Seq technique for studying

RNA structure-function by applying it to two different RNA regulatory systems: the

synthetic riboregulator translational activator [25] and the RNA-IN/OUT translational

repressor [176]. Each system consists of a pair of RNAs - a sense 5’ UTR containing the

RBS of a downstream gene and an antisense RNA that targets the sense RNA to cause

structural rearrangements near the RBS, leading to changes in gene expression. In gen-

eral, we observed that the in-cell SHAPE-Seq reactivity spectra of the isolated sense

and antisense RNAs agreed well with the structural models for both systems. For ex-

ample, the reactivity patterns clearly reflect the hairpin nature of the antisense taRNAs

(Figures 3.2a and B.6a), the sense crRNAs (Figures 3.2b and B.6b), and RNA-OUT (Fig-

ures 3.4b and B.12b). Interestingly, the loops of the crRNA and RNA-OUT hairpins

exhibited a larger span of high reactivities than expected. By constraining computa-

tional folding algorithms with in-cell SHAPE-Seq data, we generated structural mod-

els that suggested these loops are more unstructured in bacterial cells than originally

predicted (Figures 3.2b and 3.4b) [25, 176]. The extensive clusters of high reactivities in

these RNAs may actually be an important feature for RNA-RNA recognition, as both

loops are involved in initiating interactions between the sense and antisense RNAs of
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their respective systems.

We also observed low reactivities in the CDS of both sense RNAs in all conditions

tested. However, there are many potential causes for low SHAPE reactivity values

in these regions including: structures within the CDS, cellular protein binding, or the

presence of translating ribosomes. In contrast, the transcriptome-wide structural anal-

ysis performed by Rouskin et al. indicated that translating ribosomes were not associ-

ated with lower reactivities, although their experiment was performed in S. cerevisiae,

not E. coli [117]. Ding et al. alternatively observed a three-nucleotide periodic reactiv-

ity pattern in coding sequences across the Arabidopsis transcriptome. Although we did

not observe any such periodic pattern, our experiments were performed in a different

organism and we focused on specific RNAs rather than averaging reactivity signatures

over large windows [116].

When antisense RNAs were co-expressed with the matching sense RNAs, we

found substantial reactivity changes that could be directly linked to functional changes

in gene expression. In the riboregulator system we observed reactivity increases in the

RBS that correlated with an increase in SFGFP expression (Figure 3.3c, d). We also

detected other changes in the crRNA reactivity map that led us to refine the model

of taRNA/crRNA interactions (Figure 3.3b). In the RNA-IN/OUT system, this analy-

sis was initially complicated by our discovery of a double-stranded RNAse cleavage

site in RNA-IN based on analysis of the raw in-cell SHAPE-Seq fragment alignments

(Figure B.13). Thus, we mutated RNA-IN to remove the cleavage site and performed

the in-cell SHAPE-Seq experiment on the cleavage-resistant double mutant and found

it exhibited a normal fragment distribution (Figure B.17). Structurally, we observed

reactivity decreases that corresponded to RNA-IN/OUT complex formation, as well

as reactivity increases that implied the complex is less structured in parts than the
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proposed mechanism would suggest (Figure 3.4c) [176]. We note that changes in RBS

reactivity between the two functional states of the RNA-IN/OUT system were not as

clear as those for the riboregulators (Figure 3.4c and Figure B.18). However, we did

detect an interaction at the 5’ end of RNA-IN, which could serve to bring RNA-OUT

close enough to hinder ribosome access without directly binding the RBS. All together,

our in-cell SHAPE-Seq reactivity data speaks to the fact that RNA structures typically

exist in an ensemble and suggests that different RNA structural states can give rise to

similar functional outputs.

We also demonstrated that in-cell SHAPE-Seq could be used to characterize en-

dogenous bacterial RNAs expressed at a range of levels. In particular, we showed that

in-cell SHAPE-Seq reactivities recapitulated many of the structural features and in-

teractions of two well-studied RNAs that interact with known proteins: 5S rRNA and

RNase P (Figure 3.5a, b). An additional study of the btuB riboswitch suggested interest-

ing refinements to the covariation/in vitro probing-based structural model that could

reflect differences in folding due to the cellular environment (Figure 3.5c). To obtain

these reactivity spectra, we needed to modify the PCR steps of our library preparation

strategy in order to improve selectivity and prevent undesired DNA from dominating

the libraries. With minor modifications, we were able to obtain a robust in-cell SHAPE-

Seq method that should be applicable to studying a broad range of endogenously ex-

pressed RNAs. This could be a particular advantage of the targeted in-cell SHAPE-Seq

approach, especially for lowly expressed RNAs, since transcriptome-wide approaches

do not capture low abundance transcripts as well, as they inherently distribute reads

across a large number of targets. We note that both targeted and transcriptome-wide

approaches have distinct advantages and can be viewed as complementary methods

to study cellular RNA structure-function principles.

99



Finally, this work enabled us to study how the complex cellular environment can

affect RNA folding. This was most clear in a comparison between SHAPE-Seq reactiv-

ities from in vitro equilibrium and in-cell experiments on 5S rRNA (Figure B.24), where

a large number of changes were observed that matched well with the known interac-

tions of 5S rRNA within the ribosome (Figure 3.5a). Thus, we found that the cellular

environment can significantly affect RNA folding, even for highly expressed RNAs. A

similar comparison for the synthetic riboregulator and RNA-IN/OUT systems showed

the opposite, with strong agreement observed between in vitro and in-cell reactivities

(Figures B.22 and B.23). While these systems are designed to interact with ribosomes

in the cell, these interactions may be too fleeting, or not present at high enough abun-

dance, to be detected within the population of RNAs probed in these experiments, as

was the case with the antisense RNAs for these systems (Figures B.9 and B.19). Consis-

tent with our results, while this manuscript was under review, a complementary in-cell

SHAPE probing technique called icSHAPE was used to show that the agreement be-

tween in vitro and in-cell RNA folds was closer than previously expected, especially

near translation initiation regions [115]. This intriguing agreement could reflect the

robustness of the biophysics of RNA folding to environmental perturbations and war-

rants further study.

We anticipate in-cell SHAPE-Seq to be applicable to studying cellular RNA

structure-function relationships within a broad array of mechanistic and cellular con-

texts, including other organisms beyond E. coli such as S. cerevisiae, M. musculus, or A.

thaliana [114–116, 118]. While we focused on regulatory systems containing two RNAs

and several endogenously expressed RNAs, the inherent multiplexing and accuracy of

SHAPE-Seq [108, 122] allows many RNAs to be measured at once, enabling the study

of larger mixed populations of cellular RNAs. In its current form, in-cell SHAPE-Seq

could be immediately applied to study a host of RNA regulators including ligand-
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sensing riboswitches, ribozymes, bacterial small RNAs, and other RNAs that affect

aspects of gene expression [24]. In addition, performing in-cell SHAPE-Seq experi-

ments alongside in vitro SHAPE-Seq experiments offers a way to reveal interactions

and structural changes that may be present in the cellular environment as we demon-

strated with 5S rRNA. Further, we have provided a detailed step-by-step protocol in

the Appendix B.4 to facilitate the application of in-cell SHAPE-Seq to other systems,

including RT primer design guidelines. We expect that in-cell SHAPE-Seq will be an

easily approachable tool for biologists and engineers to uncover relationships between

the sequence, structure, and function of RNAs in the cell.
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CHAPTER 4

CHARACTERIZING RNA STRUCTURES IN VITRO AND IN VIVO WITH

SELECTIVE 2’-HYDROXYL ACYLATION ANALYZED BY PRIMER EXTENSION

SEQUENCING (SHAPE-SEQ)

4.1 Abstract

RNA molecules adopt a wide variety of structures that perform many cellular func-

tions, including, among others, catalysis, small molecule sensing, and cellular defense.

Our ability to characterize, predict, and design RNA structures are key factors for un-

derstanding and controlling the biological roles of RNAs. Fortunately, there has been

rapid progress in this area, especially with respect to experimental methods that can

characterize RNA structures in a high throughput fashion using chemical probing and

next-generation sequencing. Here, we describe one such method, selective 2’-hydroxyl

acylation analyzed by primer extension sequencing (SHAPE-Seq), which measures nu-

cleotide resolution flexibility information for RNAs in vitro and in vivo. We outline the

process of designing and performing a SHAPE-Seq experiment and describe methods

for using experimental SHAPE-Seq data to restrain computational folding algorithms

to generate more accurate predictions of RNA secondary structure. We also provide

a number of examples of SHAPE-Seq reactivity spectra obtained in vitro and in vivo

and discuss important considerations for performing SHAPE-Seq experiments, both

in terms of collecting and analyzing data. Finally we discuss improvements and exten-

sions of these experimental and computational techniques that promise to deepen our

The work described in this chapter includes contributions from Angela M Yu, Eric J. Strobel, Alex H.
Settle, and Julius B. Lucks. This work was originally published in Methods and has been reproduced here
with permission from Elsevier. Kyle E. Watters, Angela M Yu, Eric J. Strobel, Alex H. Settle, and Julius B.
Lucks, Characterizing RNA structures in vitro and in vivo with selective 2-hydroxyl acylation analyzed
by primer extension sequencing (SHAPE-Seq), Methods, 2016, doi:10.1016/j.ymeth.2016.04.002.
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knowledge of RNA folding and function.

4.2 Introduction

The dual informational/structural nature of RNA molecules allows them to simulta-

neously encode genetic information and actively direct cellular processes. Many RNAs

assume highly sophisticated structures that mediate a diverse set of functions. These

functions range from catalysis, as in the case of RNA enzymes like RNase P [205] and

the ribosome [206], to a diverse and expanding array of regulatory mechanisms includ-

ing riboswitches [27, 28], RNAi [207], RNA transcriptional attenuators [208], CRISPR

[209], thermometers [210], and many others. A large number of these RNAs are non-

coding (ncRNA) and function in a purely structural manner without carrying genetic

information [22, 173, 211]. Our understanding of the importance of these functional

ncRNAs is increasing and many more continue to be discovered at a rapid pace [211].

Thus, the development of tools to quickly and accurately characterize the structure-

function relationships of ncRNAs is essential to advancing the field of RNA biology.

A common method of characterizing RNA structure is to isolate the RNA of inter-

est in vitro and perform enzymatic or chemical probing experiments that reveal infor-

mation about an RNA molecules secondary and tertiary structure [86, 87]. These ex-

periments interrogate RNA structures by measuring nucleotide accessibility for RNase

cleavage or chemical modification and can be used to infer whether a nucleotide within

an RNA molecule is predominantly single- or double-stranded [86]. Chemical probes

have become more frequently used due to their higher resolution and ability to trans-

port across membranes to react with RNAs inside cells. These probes use a range of

chemistries to covalently modify RNAs in a structure-dependent fashion and can be
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roughly divided into three classes [86]: 1) base-specific probes such as dimethyl sul-

fate (DMS), 1-cyclohexyl-(2-morpholinoethyl)carbodiimide metho-p-toluene sulfonate

(CMCT), and kethoxal [212], 2) backbone-cleaving reagents such as hydroxyl radicals

[93] and metal ions [213], and 3) SHAPE (selective 2’-hydroxyl acylation analyzed by

primer extension) reagents that modify the 2’-OH of the RNA backbone [86, 95].

Chemical probes of RNA structure react with specific nucleotide positions that are

solvent-accessible, or flexible, to covalently modify them. Modification positions are

typically mapped by reverse transcription (RT), which either stops at these positions

[86, 212] or introduces a mutation into the cDNA [112]. An analysis of the resulting cD-

NAs can then be used to determine modification frequency at each nucleotide position.

Modern approaches couple chemical probing and RT with next-generation sequencing

(NGS) to directly sequence the cDNA products and determine modification positions

[107, 112–118, 122, 156]. The use of NGS immediately enables these experiments to be

highly multiplexed, allowing up to thousands of RNAs to be probed and analyzed in

a single experiment. These extensive datasets [169] can be analyzed in many ways and

are routinely used to restrain RNA structure prediction algorithms [214].

The recent transition to NGS-based methods has also been accompanied by a sec-

ond transition in the field: the move from characterizing RNA structure in vitro in favor

of in vivo. Chemical probing in vivo requires that the probe be able to quickly diffuse

across membranes to modify RNAs inside the cell. While DMS has long been known

to penetrate cells [215], it was also recently shown that some members of the SHAPE

family of reagents can do so as well [126, 158]. Shortly after the first NGS-based chem-

ical probing method was published [107], a number of different approaches combined

NGS with in vivo or in virio chemical modification [112–118, 122, 156], many of which

were to designed to probe the transcriptome of their respective organism [114–118].
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Figure 4.1: SHAPE-Seq workflow. In vitro RNA structures are analyzed by first pu-
rifying RNAs of interest, refolding in an appropriate buffer with optional
ligands, and modifying with a SHAPE reagent (+) or a control solvent (-).
In-cell probing experiments modify RNAs within the cell after the SHAPE
reagent or control solvent is added to the media. RT is initiated in one
of two ways. In SHAPE-Seq v2.1, an RNA linker sequence is ligated to
RNAs that serves as an RT priming site, whereas in-cell probed RNAs are
extracted then primed directly with an internal RT priming site, such as
the intrinsic terminator shown. Insets show specific 5’ and 3’ cDNA se-
quences, the latter of which is used to identify the SHAPE modification
position. After RT, all SHAPE-Seq steps are similar. After RNA hydrolysis,
a DNA adapter required for Illumina sequencing is ligated to the 3’ cDNA
ends. Selective PCR is then used to generate quality assessment or sequenc-
ing libraries. The selective PCR uses a selection primer (black) designed
to bridge the RT priming site and the 5’ end of the extended cDNA. This
allows efficient PCR amplification only if the RT reaction created cDNA ex-
tensions. If no cDNA was synthesized, the selection primer cannot bind
properly to the RT primer-adapter side product junction (inset), limiting
amplification. Quality assessment libraries use a reverse primer that is fluo-
rescently labeled for analysis with capillary electrophoresis, while sequenc-
ing libraries use the full Illumina adapter sequence. Subsequent sequencing
and bioinformatic analysis (Spats) of the (+) and (-) libraries generates the
characteristic SHAPE-Seq reactivity spectra.
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The growing number of NGS-based techniques have many basic steps in common

including chemical modification, reverse transcription, and PCR for library prepara-

tion (Figure 4.1) [107, 112–118, 122, 156]. However, there are many details involved in

several steps of these methods that present challenges. Beyond the continuous need

for greater sequencing depth at lower costs, reducing the time, effort, complexity, and

cost of the NGS library preparation steps are the biggest barriers to wide adoption of

NGS-based chemical probing methods. For example, many NGS-based methods use

gel purification steps that are typically time intensive and reduce cDNA yield. In previ-

ous work, we simplified the process for in vitro studies by describing SHAPE-Seq v2.0

[122], which reduced library preparation time and added a ‘universal’ RNA ligation

method to characterize short RNA sequences by priming RT from a 3’ ligated linker

sequence post-modification. We also developed in-cell SHAPE-Seq to characterize the

structures of small groups of targeted RNAs directly inside cells [113]. Although not

originally designed to cover the entire transcriptome, in-cell SHAPE-Seq avoids gel pu-

rification steps, making it much quicker and more amenable to first time users of in vivo

NGS-based chemical probing methods. Overall, in-cell SHAPE-Seq is an approachable

technique for RNA biologists interested in studying a few select RNAs rather than the

whole transcriptome [113].

In this work, we outline approaches for characterizing RNA structure in vitro and in

vivo using SHAPE-Seq v2.1 and in-cell SHAPE-Seq, respectively. SHAPE-Seq v2.1 fur-

ther upgrades the v2.0 technique to incorporate more flexible library barcoding capa-

bilities and a re-engineered linker sequence to permit selective amplification of cDNA

sequences as inspired by in-cell SHAPE-Seq [113]. In addition to describing experi-

mental aspects of these techniques, we cover computational approaches that incorpo-

rate the resulting SHAPE-Seq reactivity data to improve the prediction of RNA struc-

ture models. We also highlight how comparing reactivity differences with and without
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ligand or in vitro vs. in vivo can reveal information about the effects of the folding

environment on RNA structure. We discuss important considerations for performing

SHAPE-Seq experiments and restraining computational predictions. Finally, we also

suggest future improvements for the SHAPE-Seq technique and the interpretation of

its reactivity data.

4.3 SHAPE-Seq Background

The SHAPE-Seq protocol consists of several core steps. These include: RNA chemi-

cal modification, converting RNA into cDNA with reverse transcription, sequencing

the cDNA, bioinformatically processing sequencing reads (Figure 4.1), and, optionally,

using the reactivities to restrain computational folding algorithms. Here we discuss

the approaches and relevant background for each step before covering them in greater

detail in Section 4.4.

4.3.1 RNA modification

To begin, the RNA of interest and its proper folding environment need to be deter-

mined. For in vitro studies, this involves determining the proper folding buffer and

conditions (times, temperatures, ligand concentrations, etc.). For in vivo studies, the

main choices to consider are which organism is being examined and whether endoge-

nous or exogenous RNAs (e.g. plasmids, etc.) are being targeted. Once determined,

the RNA is first folded in the chosen environment then treated with a SHAPE reagent

(+), or a solvent control (-), by adding it directly to the in vitro solution or the cell culture

media (Figure 4.1). The modified RNAs are then prepared for RT according to the type
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of experiment being performed. For example, in vivo studies, or in vitro studies with

proteins, first require a two-phase extraction to remove proteins and/or contaminating

DNA. For in vitro experiments where internal RT priming is not convenient, a ligation

step introduces extra RNA sequence at the 3’ end to serve as a priming site [122]. In all

cases, the final RNA form is concentrated using ethanol precipitation before RT.

4.3.2 Conversion of RNA to cDNA with reverse transcription

For both in vitro and in vivo experiments, RT and the steps that follow are largely the

same (Figure 4.1). An RT primer specific to either an internal RNA sequence or ligated

linker is added for extension, which stops one nucleotide before the SHAPE modifi-

cation position. The RNA is then hydrolyzed, followed by ethanol precipitation to

remove the base. Next, a DNA adapter is added to the 3’ end of the cDNA via a sin-

gle stranded DNA-DNA ligation. The DNA adapter introduces one of the Illumina

sequencing adapters required for DNA amplification and downstream sequencing.

This DNA-DNA ligation step is fairly standard among NGS-based chemical prob-

ing techniques [107, 113–118, 122, 156]. It is also one reason that many NGS-based

methods require gel purification, as the ligation products tend to be a complex mixture

of oligonucleotides that contains a large amount of unwanted side product or starting

material that needs to be removed before sequencing library preparation. One recently

described solution to the purification problem has been to include an azide group on

the modifying reagent, which can then be covalently linked to a biotin moiety via a

‘click’ reaction for selective pull-down [115].

Alternatively, as part of our in-cell SHAPE-Seq technique, we developed a selective

PCR step that only allows significant amplification of correctly ligated products con-
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taining some length of transcribed cDNA (Figure 4.1) [113]. Selective PCR removes the

need for gel purification and reduces the time, cost, and expertise required to prepare

sequencing libraries. As described below, we also altered the SHAPE-Seq v2.0 linker

to allow for selective PCR, which was not part of the original v2.0 protocol [122]. Fi-

nally, in all SHAPE-Seq methods a final bead purification step is employed to reduce

the amount of unligated adapter present.

4.3.3 Preparation for sequencing

To prepare libraries for sequencing, the ssDNA libraries from Section 4.3.2 are ampli-

fied with PCR to add the complete Illumina TruSeq adapter sequences on each end.

The adapters contain DNA sequences necessary for binding to the flow cell, priming

the sequencing reactions, and barcoding the SHAPE-Seq libraries to sequence multiple

libraries on a single flow cell. The PCR step requires three oligonucleotides (Figure 4.1).

The first is the reverse primer that binds to the ligated DNA adapter and adds a TruSeq

index and one of the flow cell binding sequences. The second primer contains the other

flow cell binding sequence and the sequencing primer site for the first read of sequenc-

ing (RD1). The third, or selection primer, selects against unwanted DNA adapter-RT

primer ligation side products during PCR and consists of a combination of the RD1 se-

quence and a designed sequence specific to the RT primer that extends 2-5 nt into the

cDNA (Figure 4.1). In this PCR amplification scheme, the ligation side product formed

between the unextended RT primer and the DNA adapter cannot be exponentially am-

plified due to a 3’ overhanging mismatch, providing a mechanism of selection against

this side product, which can be present at a high concentration.

After PCR library construction, DNA library quality can be determined using ei-
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ther an Agilent BioAnalyzer or similar equipment to verify that the length distribu-

tion of the library matches the expected lengths for the RNA(s) tested. Alternatively,

we prefer a more sensitive quality control reaction, where the reverse primer is re-

placed with a shorter, fluorescently labeled version for visualization with capillary

electrophoresis (Figure 4.1).

Once the library quality is verified, individual libraries containing different TruSeq

indexes are measured for concentration and pooled before sequencing with either an

Illumina MiSeq or HiSeq instrument, using short paired-end reads.

4.3.4 Bioinformatic read alignment and reactivity calculation

Sequencing data is converted to chemical reactivity values by first aligning all of the

sequences to the RNA(s) being studied to establish profiles of stop frequency for the

modified RNA sample (+) and the unmodified control (-). These profiles are then used

in a maximum likelihood estimation procedure to determine the relative modification

frequency, or reactivity, of each nucleotide [97, 98] (see Section 4.6.6). High reactivities

suggest unpaired nucleotides, while low reactivities are indicative of structural inflex-

ibility due to base pairing, helical stacking, tertiary contacts, protein interactions, or

other factors that can reduce nucleotide flexibility [180, 216, 217].

4.3.5 RNA structure prediction using SHAPE-Seq reactivities

A major application of RNA chemical probing is to use reactivity data as restraints in

computational RNA folding algorithms to improve structural predictions in silico. In

these methods, users supply an RNA sequence along with reactivity data as inputs
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to generate predicted RNA structures that are more consistent with the experimental

data. Several such methods incorporating reactivity values have shown that the use

of SHAPE reactivities improves RNA structure prediction accuracy [102, 122, 163, 218,

219].

There are two main approaches for restraining computational RNA folding algo-

rithms with SHAPE-Seq reactivities: 1) directly modifying the folding calculation or 2)

selecting the structure from the results of the folding calculation that is most consis-

tent with the experimental data. Both methods first calculate a partition function that

describes how a population of RNA molecules partitions into an ensemble of differ-

ent structures in equilibrium, with each structure occurring with a distinct probability

[170]. Many properties can be determined from the partition function, including the

minimum free energy (MFE) structure, which has the highest probability of occurring

in the ensemble.

The first method to directly modify the RNA folding calculation was introduced

by Deigan et al. as part of the RNAstructure suite of tools [163]. To use experimental

SHAPE reactivities in the folding calculation, they are first converted into pseudo-free

energy terms ∆GS HAPE(i) that are included for each nucleotide i involved in base pair

stacking in the RNA structures calculated overall free energy (∆G) according to:

∆GS HAPE(i) = m ln [r(i) + 1] + b (4.1)

where r(i) is the reactivity at nucleotide i, and m and b are parameters that were origi-

nally fit by comparing a restrained prediction to the known crystal structure of the 16S

rRNA from E. coli [163]. Thus, each paired nucleotide in a helix has two contributions

of ∆GS HAPE(i), for each of the two base pair stacking interactions, one above and one

below. Two exceptions exist: 1) base pairs at the ends of a helix, which only have one

stacking interaction and 2) single bulges, which are assumed to stack in within the he-
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lix, and thus have two contributions of ∆GS HAPE(i). By including ∆GS HAPE(i) in the free

energy calculation when the nucleotide i is paired, MFE structures are returned that are

more consistent with the observed reactivity data [122, 163, 220]. Work has also been

done to predict pseudoknot interactions using ShapeKnots, an algorithm that runs two

folding stages that include ∆GS HAPE(i) and another pseudo-free energy term for pseu-

doknots [102].

The second method uses the RNA structure partition function to generate a set

of possible RNA structures [221] and then selects the structure(s) that most closely

agree(s) with the experimental data. To perform this type of selection, the algorithm Se-

qFold first converts SHAPE reactivities to a “structural preference profile” (SPP), a nor-

malized vector of reactivities restricted to [0,1] [222]. Each RNA structure is similarly

converted into a binary vector such that 0 and 1 represent paired or unpaired bases,

respectively. A minimum distance structure is then chosen by calculating the distance

between the SHAPE SPP and each possible structure vector. Finally, the cluster of

structures most closely related to this minimum distance structure is used to calculate a

representative centroid structure [222]. Unlike MFE-based methods, this cluster-based

approach provides more information about different structure sub-populations.

Recently, a method that combines both approaches was developed called re-

strained MaxExpect (RME). RME uses SHAPE reactivities to modify the partition func-

tion and selects a structure from it that best matches the experimental data [223]. First,

RME calculates a partition function after adding a pseudo-free energy term for each

nucleotide i using:

∆G = −RTm ln

[

(qi + ε)

(1 − qi + ε)

]

(4.2)

where m is the weighting parameter for the pseudo-free energies, ǫ is a small constant

value to ensure a real answer, and qi is the measured base pair probability obtained

114



from the experimental reactivities for position i, assigned to a ‘low’ or ‘high’ value of

0 or 1 based on a reactivity cutoff to represent paired or unpaired bases, respectively.

Then, a predicted base pairing probability matrix is derived from the partition function

that is then adjusted by the experimental data to account for discrepancies between the

predicted base pairing matrix and the measured reactivities. This newly modified base

pairing matrix is finally used to predict a structure that maximizes expected accuracy

[223].

The concept of modifying the results of a partition function calculation with ex-

perimental data was introduced previously by Washietl et al. [224]. In their method,

the free energy calculation for each RNA structure is perturbed with pseudo-free

energy terms that are numerically determined instead of explicitly calculated (e.g.

Equation (4.1)). The method first estimates an experimental base pairing vector us-

ing a reactivity cutoff as in RME. Then a partition function calculation is performed in

which the free energy model is perturbed with a vector of pseudo-free energy terms

for each nucleotide. This vector of pseudo-free energies is adjusted iteratively to min-

imize the differences between the predicted base pairing probability matrix and the

estimated experimental base pairings [224]. After arriving at the final base pair proba-

bility matrix, it is used to predict a structure that maximizes expected accuracy.

Finally, Kutchko et al. took a different approach to RNA structure prediction by

examining ensembles of structures through their subpopulations rather than picking

or predicting a single structure for each set of SHAPE reactivities [225]. In this method,

SHAPE reactivities are used to modify the partition function calculated by RNAstruc-

ture using the free energies introduced in Equation (4.1). The modified partition func-

tion is then used to generate many possible structures that are converted into binary

vectors for structure clustering as described above. The resulting structures near clus-
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ter centroids represent different RNA structure subpopulations in the ensemble that

are more consistent with the experimental data [225]. The benefit of this approach is

that the entire ensemble of structures is analyzed rather than focusing on a single ‘best’

predicted structure.

4.4 Materials and Methods

4.4.1 RNA folding and modification

The following steps outline RNA folding and modification with 1-methyl-7-nitroisatoic

anhydride (1M7) [104], which can be synthesized in a one-step reaction [226]. Alterna-

tively, N-methylisatoic anhydride (NMIA) can be commercially purchased and used in

these steps with the noted modifications.

in vitro experiments

1. Generate dsDNA templates with the promoter sequence for T7 RNA polymerase

followed by the DNA sequence encoding the RNA of interest for run-off tran-

scription. For the v2.1 method, where an RT priming site will be added later

with ligation (Section 4.4.2 below), we recommend following the RNA of interest

with the hepatitis δ ribozyme to produce the correct 3’ end after cleavage and 3’

end healing [122, 162]. Otherwise, the tendency of T7 RNA polymerase to add

1-3 spurious nucleotides to the 3’ end of the RNA can cause alignment issues

downstream if not accounted for.

2. Set up an in vitro transcription reaction using standard methods [107, 108, 122].
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3. Ethanol precipitate the transcription products to concentrate them.

4. Gel purify the RNA of interest. If UV shadowing is used, be careful to avoid

directly shadowing the RNA being purified to avoid damage [227].

5. Check RNA integrity using a polyacrylamide gel.

6. Choose an appropriate folding buffer for the RNA of interest and prepare a 3.3X

concentrated solution. A good starting point folding buffer (1X) is: 10 mM MgCl2,

100 mM NaCl and 100 mM HEPES (pH 8.0) [108].

7. Dilute 1-20 pmol of RNA in 12 µL RNase-free H2O. Denature at 95 ◦C for 2 min.

Snap cool on ice for 1 min, then add 6 µL of 3.3X buffer. Incubate at 37 ◦C for 20

min. If adding an RNA-binding protein, do so after the second incubation, and

follow with a third incubation to give the protein time to bind. This step can be

adjusted based on the folding conditions desired.

8. Prepare a 65 mM solution of 1M7 in anhydrous DMSO. Aliquot 1 µL each of 65

mM 1M7 and anhydrous DMSO into different tubes. Upon completing the RNA

folding incubation, add 9 µL to the 1M7-containing tube (+ sample) and mix. Do

the same for the other 9 µL with DMSO (- sample). Incubate for 2 min at 37 ◦C

to complete the reaction [122]. See Section 4.6.3 below for modifications if other

folding conditions or chemical probes are used.

in vivo experiments

1. If the RNA of interest is not endogenously expressed, clone it into an expression

vector, being sure to include a priming site for reverse transcription. Two ex-

amples of convenient RNA expression vectors containing specific RT primers for

superfolder green fluorescent protein mRNA and a synthetic intrinsic terminator

can be found in Watters et al. [113]. These vectors are available on Addgene.
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2. Grow 1 mL of cells into the desired growth phase, increasing the growth volume

if more culture will be required for a functional assay. For E. coli grown at 37

◦C, an OD600 value within 0.3-0.8 is recommended for exponential phase. Induce

RNA expression if required and allow an appropriate amount of time for RNA

synthesis.

3. Prepare a 250 mM solution of 1M7 in anhydrous DMSO. Aliquot 13.3 µL each of

250 mM 1M7 and DMSO into different tubes. See Section 4.6.3 below for modifi-

cations to this step if other chemical probes are used.

4. If taking a functional measurement (e.g. a fluorescence assay to determine regu-

latory function of a non-coding RNA [113]), set aside the volume of cell culture

required for the assay, leaving 1 mL for RNA modification. For E. coli, we suggest

pelleting the functional test aliquot (typically 150 µL) and resuspending in cold

PBS with antibiotics to prevent further gene expression [113]. At the same time,

add 500 µL of cell culture into each tube of 1M7 or DMSO and mix. Incubate at

the culture growth conditions with shaking for 2-3 min to complete the reaction.

5. Extract the total RNA quickly to prevent degradation. Any RNA isolation

method is acceptable. For E. coli, we recommend the TRIzol Max Bacterial RNA

Isolation Kit (ThermoFisher) [113]. Dissolve/Elute the extracted total RNA with

10 µL of RNase-free H2O.

4.4.2 RNA linker ligation (skip for in vivo or direct priming experi-

ments)

1. Prepare 5’-adenylated linker by purchasing the phosphorylated RNA linker se-

quence (5’Phos-CUGACUCGGGCACCAAGGA-3’ddC) from an oligonucleotide
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supplier and the 5’ DNA Adenylation Kit from New England BioLabs (NEB).

Follow the manufacturer’s instructions to adenylate 500 pmol of RNA linker in

50-100 µL reaction aliquots. Purify the RNA linker with a phenol-chloroform or

TRIzol (ThermoFisher) extraction. Quantify the amount of RNA after purifica-

tion and prepare a 20 µM solution.

2. Ethanol precipitate the modified RNA from the end of Step 8 of Section 4.4.1. If

proteins and/or DNA were present in the folding conditions, perform a phenol-

chloroform or TRIzol extraction first. Dissolve the pellet in 10 µL of 10% DMSO

in RNase-free H2O.

3. Mix the ligation reaction by adding: 0.5 µL of SuperaseIN (ThermoFisher), 6 µL

50% PEG 8000, 2 µL 10x T4 RNA Ligase Buffer (NEB), 1 µL of 20 µM 5’-adenylated

RNA linker, and 0.5 µL T4 RNA Ligase, truncated KQ (NEB). Lower concentra-

tions of the adenylated linker can be used as long as the linker is in at least 4-fold

excess. Mix well and incubate overnight at room temperature.

4. Ethanol precipitate the RNA using glycogen as a carrier and dissolve the pellet

in 10 µL of RNase-free H2O.

4.4.3 Reverse transcription

1. Add 3 µL of 0.5 µM RT primer to the dissolved RNA. For in vitro experiments

with ligation, the primer sequence should be GTCCTTGGTGCCCGAGT. For in-

ternally primed reactions, an appropriate RT primer should be designed prior to

this step and used for this reaction.

2. Prepare the RT master mix by combining 0.5 µL of Superscript III (ThermoFisher),

4 µL 5X First Strand Buffer (ThermoFisher), 1 µL 100 mM dithiothreitol (DTT), 1
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µL 10 mM dNTPs, and 0.5 µL RNase-free H2O.

3. Incubate the RNA and RT primer at 95 ◦C for 2 min, followed by 65 ◦C for 5 min.

Snap-cool the tubes for 30 seconds, then add 7 µL of the master mix from Step 2

and mix well.

4. Incubate at 52 ◦C for 25 min, followed by 65 ◦C for 5 min to inactivate the re-

verse transcriptase. These RT conditions may be adjusted if necessary for specific

RNAs that are difficult to reverse transcribe.

5. Hydrolyze the RNA by adding 1 µL of 4 M NaOH to the RT reactions and incu-

bate at 95 ◦C for 5 min (Replace 4 M NaOH with 10 M NaOH for in vivo exper-

iments). Add either 2 µL or 5 µL of 1 M HCl for in vitro or in vivo experiments,

respectively, to partially neutralize remaining base.

6. Ethanol precipitate the cDNA, washing the pellet thoroughly with 70% ethanol.

Dissolve the pellet in 22.5 µL of nuclease-free H2O.

4.4.4 Sequencing adapter ligation

1. To the cDNA, add 3 µL 10X CircLigase Buffer (Epicentre), 1.5 µL 50

mM MnCl2, 1.5 µL 2.5 mM ATP, 0.5 µL 100 µM DNA adapter (5’-Phos-

AGATCGGAAGAGCACACGTCTGAACTCCAGTCAC-3C Spacer-3’), and 1 µL

CircLigase I (Epicentre). Mix well. (Note: the DNA adapter should be PAGE

purified before use).

2. Incubate at 60 ◦C for 2 hr, then 80 ◦C for 10 min to inactivate the ligase.

3. Ethanol precipitate the ligated cDNA using glycogen as a carrier and dissolve in

20 µL of nuclease-free H2O.
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4. Purify using 36 µL of Agencourt XP Beads (Beckman Coulter), according to man-

ufacturers instructions to remove excess DNA adapter. Elute from beads with 20

µL TE buffer. ssDNA libraries can be stored until sequencing or quality analysis

is performed.

4.4.5 Quality analysis

1. Design a pair of selection PCR primers that correspond to each RT

primer used. To design the primer pairs, start with either the sequence

CTTTCCCTACACGACGCTCTTCCGATCTYYYR (- samples) or CTTTCCCTA-

CACGACGCTCTTCCGATCTRRRY (+ samples) as the 5’ end of the selec-

tion primer sequence. Then, append the desired RT sequence to the

3’ end of these sequences. Next, extend the RT primer sequence at

the 3’ end to contain a few bases of the cDNA and protect these bases

with phosphorothioate modifications to prevent 3’→5’ exonuclease degrada-

tion. As an example, the selection primer pair for samples that use the

v2.1 in vitro linker ligation strategy are CTTTCCCTACACGACGCTCTTCC-

GATCT(RRRY/YYYR)GTCCTTGGTGCCCGAG*T*C*A*G, where * represents a

phosphorothioate modification.

2. Mix a separate PCR reaction for each (+) and (-) sample by combining: 13.75

µL nuclease-free H2O, 5 µL 5X Phusion Buffer (NEB), 0.5 µL 10 mM dNTPs, 1.5

µL of 1 µM labeling primer (5’-Fluor-GTGACTGGAGTTCAGACGTGTGCTC-3’;

see below), 1.5 µL of 1 µM primer PE F (AATGATACGGCGACCACCGAGATC-

TACACTCTTTCCCTACACGACGCTCTTCCGATCT), 1 µL of 0.1 µM selection

primer (+ or -) from Step 1, 1.5 µL ssDNA library (+ or -), and 0.25 µL Phusion

DNA polymerase (NEB). Use two different compatible fluorophores for the (+)
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and (-) samples. We recommend VIC and NED, respectively. See Figure 4.1 for a

schematic of this step.

3. Amplify PCRs for 15 cycles using an annealing temperature of 65 ◦C and an ex-

tension time of 15 seconds. More cycles can be used if the input RNA was low.

However, when using a large amount of cycles, we recommend excluding primer

PE F from the reaction until the last 10-15 cycles to reduce side product formation

[113].

4. Combine the (+) and (-) reactions, add 50 µL nuclease-free H2O, and ethanol pre-

cipitate. Dissolve the combined reactions in formamide and examine with cap-

illary electrophoresis, looking for good full-length RT extension and low dimer

side product (Figure 4.1). See Watters et al. for more details [113].

5. (Alternate method) Skip Steps 2-4 above and follow the steps for sequencing li-

brary preparation in Section 4.4.6 below. Check libraries on an Agilent BioAn-

alyzer or similar instrument, looking for good full-length RT extension and low

dimer side product.

4.4.6 Library preparation for sequencing

1. Assess whether the libraries are of sufficient quality to sequence.

2. Mix a separate PCR for each (+) and (-) sample by combining: 33.5 µL nuclease-

free H2O, 10 µL 5X Phusion Buffer (NEB), 0.5 µL 10 mM dNTPs, 0.25 µL of 100

µM TruSeq indexing primer (CAAGCAGAAGACGGCATACGAGATxxxxxxGT-

GACTGGAGTTCAGACGTGTGCTC; see below), 0.25 µL of 100 µM primer PE F

(Section 4.4.5 Step 2), 2 µL of 0.1 µM selection primer (+ or -, Section 4.4.5 Step

1), 3 µL ssDNA library (+ or -), and 0.5 µL Phusion DNA polymerase (NEB). Re-
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place the ‘xxxxxx’ sequence with the appropriate six nucleotide TruSeq indexing

barcode for Illumina sequencing. Additional barcoding can be added 5’ of the RT

primer sequence in the selection primer pair, although these barcodes will not be

detected and split automatically by the Illumina sequencing processing pipeline.

See Loughrey et al. for more details [122].

3. Amplify PCRs for 15 cycles using an annealing temperature of 65 ◦C and an ex-

tension time of 15 seconds. If a different number of cycles was used during qual-

ity analysis, use that PCR configuration instead.

4. Add 0.25 µL of Exonuclease I and incubate at 37 ◦C for 30 minutes to remove

excess primer. Allow the PCRs from Step 3 to cool before adding the enzyme.

5. Purify reactions using 90 µL of Agencourt XP Beads (Beckman Coulter), accord-

ing to manufacturer’s instructions. Elute from the beads with 20 µL TE buffer.

The dsDNA libraries are complete and ready for sequencing.

4.4.7 Illumina sequencing

1. Determine the mass concentration of all dsDNA libraries to be sequenced. We

recommend using the Qubit high sensitivity DNA kit (ThermoFisher). Then cal-

culate the molarity after determining the average molecular weight using the

average length of the dsDNA library from the quality analysis traces [113].

2. Choose either the MiSeq or HiSeq platforms for sequencing. As a conservative

rule of thumb, we suggest running one library pair (+ and -) for each million

reads provided by the sequencing kit chosen. However, more libraries can be

sequenced at once, provided that the amount of unwanted dimer side product is

low.
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3. Sequence the library mixture according to the manufacturer’s instructions using

2x35 bp paired-end reads. Significantly longer read lengths are not recommended

or necessary.

4.4.8 Data analysis with Spats

1. Obtain the compressed sequencing data on a Linux, Unix, or Mac OS X capa-

ble computer and extract the “.fastq.gz” files. Each TruSeq index will contain a

pair of sequencing data files generated from the Illumina sequencing processing

pipeline.

2. Create a fasta (.fa) formatted targets file that contains all of the RNA sequences

that were measured in each TruSeq index. Include all of the linker sequences,

internal barcodes, etc. if present.

3. Download and install the latest version of Spats (https://github.com/

LucksLab/spats), including its utility scripts and dependent programs. De-

tailed instructions for running Spats and its utility scripts can be found in Watters

et al. [113].

4. Run adapter trimmer.py with the following command:

adapter trimmer.py <R1 seq.fastq> <R2 seq.fastq> <targets.fa>

where <R1 seq.fastq> and <R2 seq.fastq> are the Illumina “.fastq” files for Read

1 (R1) and Read 2 (R2), respectively, and <targets.fa> is the fasta-formatted tar-

gets file created in Step 2.

5. Run Spats on the output file pair from adapter trimmer.py using the following
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command:

spats <targets.fa> RRRY YYYR combined R1.fastq combined R2.fastq

6. Normalize the output θi values to ρi values by multiplying all of the θi values by

one less than the original RNA length [113, 122] (See Section 4.6.6 below). Do not

include the linker or adapter sequences in this length. The ρ reactivities can be

used to restrain secondary structure folding (See Section 4.4.9 below).

4.4.9 SHAPE-directed computational RNA folding

In the following steps we outline the process for restraining three different RNA fold-

ing algorithms with SHAPE-Seq reactivity data: RNAstructure [101, 102], restrained

MaxExpect (RME) [223], and the Washietl et al. method (as part of the RNAprobing

webserver) [224]. As discussed in Section 4.3.5, RNAstructure (containing Fold and

ShapeKnots) can calculate the MFE structure directly as well as generate an ensemble of

structures (with the partition and stochastic commands).

Algorithm 1: RNAstructure

1. Install the RNAstructure text interface program (http://rna.urmc.rochester.

edu/RNAstructure.html) on a Linux, Unix, or Mac OS X operating system

[101]. Alternatively, the webserver tools are available at http://rna.urmc.

rochester.edu/RNAstructureWeb/.

2. Create a sequence file with a “.seq” extension that contains the following individ-

ual lines in order: 1) RNA name, 2) RNA sequence followed by the number ‘1’
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to indicate the end of the file. Comment lines may be added as well, if preceded

by a semicolon at the beginning of the file. Note that within the RNA sequence

lowercase type forces the base to be single-stranded in the folding calculation.

Uppercase denotes bases to include in the folding calculation. The letter ‘T’ is

used as ‘U’ for RNA predictions.

3. Create a SHAPE reactivities file with a “.shape” extension that contains two tab-

separated columns. The first column is the nucleotide number, starting with one,

and the second column is the reactivity value for that position calculated by spats

(ρ).

4. To run the Fold algorithm [228] (pseudoknots forbidden) use the command:

Fold <.seq file> <.ct file> -sh <SHAPE file> -m 1 -sm 1.1 -si “-0.3”

To run ShapeKnots [102] (up to one pseudoknot allowed) use the command:

ShapeKnots <.seq file> <.ct file> -sh <SHAPE file> -m 1 -sm 1.1 -si “-0.3”

For both commands, replace <.seq file> and <SHAPE file> with the files cre-

ated in steps 2 and 3, respectively. In order, the options ‘m’, ‘sm’, and ‘si’ cor-

respond to the number of structures drawn, the SHAPE slope parameter (m in

Equation (4.1)), and the SHAPE intercept parameter (b in Equation (4.1)). The

values of 1.1 for m and -0.3 for b were fit for SHAPE-Seq ρ inputs in Loughrey et

al. [122]. The output is <.ct file>, which needs to be specified as a “.ct” filename

in the command. Once generated by the algorithm, it contains the minimum free

energy structure as predicted by Fold or ShapeKnots. The first line of the “.ct” file

will contain the length of the sequence, the free energy of the structure, and the
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title of the structure, respectively. The following lines contain, from left to right:

the number of nucleotide i, its base, i− 1, i+ 1, the number of its base pair partner

(0 if unpaired), and the natural numbering (typically i).

5. As an alternative to Fold or ShapeKnots, RNAstructure can also sample structures

from a partition function using the commands partition and stochastic [225]. Cal-

culate the partition function based on SHAPE reactivities with the command:

partition <.seq file> <.pfs file> -sh <.shape file> -sm 1.1 -si “-0.3”

All of the options are the same as in Step 4 above, except <.pfs>, which is the

calculated partition function output file. This partition function can then be used

to sample structures using:

stochastic <.pfs file> <.ct file> -e <#> -seed <random integer>

The above command will sample the number of structures specified by the -e

option and output them in a concatenated list to the <.ct file>. Changing the

-seed option (default of 1234) will result in a different set of sampled structures.

Algorithm 2: RME

1. Install R version 3.2.2 (https://www.r-project.org/) and the packages

rshape, mixtools, and evir. Also install Bioconductor (http://bioconductor.

org/install/) and the RME source code, found at https://github.com/

lulab/RME [223].

2. Create a FASTA file of the RNA sequence to analyze.
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3. Create a “.ct” file for the RNA sequence being analyzed using Fold (Step 4 in

Algorithm 1 above). Note that the base pairing information is not used during

the RME calculation.

4. Prepare a tab-separated data file containing the reactivity information. The first

line should read “RNA<tab>Index<tab>Reactivity<tab>Base”. The following

lines should contain the RNA name, index, reactivity, and base (e.g. TPP, 1, ρ1, G;

TPP, 2, ρ2, C, etc.) for the entire length of the RNA.

5. Locate the SHAPE example training and test files in the /example/dat/data/

directory. They are required for calculation. Copy the “.ct” files from /exam-

ple/dat/structure/ to the directory containing the ‘.ct” files generated in Step

3.

6. Pre-process the SHAPE data using the 23S rRNA training data according to:

RME-Preprocess -d SHAPE -s <ct files directory> example/dat/data/SHAPE

.train.23SrRNA.dataexample/dat/data/SHAPE.test.data<pre-processdirectory

>

where <pre-process directory> is a specified directory name to store the pre-

processing data.

7. Predict SHAPE-directed structures using the following commands:

RME -d SHAPE <pre-process directory>/SHAPE.for-test.txt SHAPE

where <prediction directory> is a supplied directory name for the folding out-

put and <pre-process directory> is the same as Step 6. The output will be in the

in the form of a “.ct” file, which can be used in the same manner as the folding
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results from Algorithm 1.

Algorithm 3: RNAprobing webserver (Washietl et al. method)

1. Go to the RNAprobing WebServer at http://rna.tbi.univie.ac.at/

cgi-bin/RNAprobing.cgi.

2. Enter the RNA sequence either by copy-paste or uploading a fasta formatted file.

3. Upload a SHAPE reactivities file according to Step 3 of Algorithm 1. Note that

SHAPE reactivities of 0 must be input as “0” and not “0.0” in order to be parsed

properly.

4. Select “Washietl et al. 2012” as the “SHAPE method” and “Cutoff” from the drop-

down window for “Method used to derive pairing probabilities”. A cutoff thresh-

old of 0.25 was used in Washietl et al. [224], although other values can be used.

5. Click “Proceed” to be redirected to an output page once the calculations are com-

plete. The output will include the dot bracket notation of the predicted structure

and an image of the predicted structure.

Drawing secondary structures

The “.ct” results file generated from the final steps of Algorithms 1 and 2 can be con-

verted to a “.dbn” file that contains the structure in dot bracket notation. One way to

do this is using the RNAstructure command:

ct2dot <ct file> 1 <bracket file>

where <ct file> is the “.ct” file being converted and <bracket file> is the output file
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name ending in “.dbn”. Note that ct2dot removes pseudoknots that may be gen-

erated by ShapeKnots. A number of different programs, such as VARNA (http:

//varna.lri.fr/) [229] can use dot bracket information to draw the secondary

structure of an RNA sequence. The draw command in RNAstructure [164] can also

draw secondary structures using “.ct” files.

4.5 Results

4.5.1 in vitro SHAPE-Seq analysis

SHAPE-Seq v2.0 consisted of several protocol optimizations to simplify and shorten

the original SHAPE-Seq technique [107, 108]. In addition, it increased the techniques

flexibility by adding a 3’ linker ligation step after modification to remove RT priming

site restrictions within the RNA [122]. In this work, we expand on these improvements

by adapting the mismatch PCR selection developed in Watters et al. for in-cell SHAPE-

Seq [113] to SHAPE-Seq v2.0 with a new redesigned linker for reduced dimer side

product formation, thereby updating the in vitro experiment to SHAPE-Seq v2.1.

4.5.2 SHAPE-Seq v2.0 vs. v2.1

We compared SHAPE-Seq v2.1 to v2.0 using two well-benchmarked RNAs [102, 122,

163, 220]: 5S rRNA from E. coli and the add adenine riboswitch aptamer domain from

V. vulnificus. For both RNAs, we folded and modified 40 pmol of RNA using the same

buffer and ligand conditions as in Loughrey et al. [122] before splitting the (+) and (-)

samples to process them individually with either the SHAPE-Seq v2.0 or v2.1 protocol.
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One immediately observable difference in the v2.1 vs. v2.0 raw sequencing data was

a 25-fold reduction in the amount of DNA ligation side product sequenced with the

v2.1 improvements. Additionally, we observed only slight differences between the

reactivities obtained using v2.0 or v2.1, as expected (Figure 4.2). Further, the reactivity

maps agree well with previous measurements [102, 122, 220].
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Figure 4.2: Comparison of SHAPE-Seq v2.0 vs. v2.1 in vitro reactivities. (A) Reactiv-
ity maps derived from the 5S rRNA from E. coli after equilibrium refolding
and modification processed with either v2.0 (RMDB: 5SRRNA 1M7 0008)
or v2.1 (RMDB: 5SRRNA 1M7 0009) library preparation steps. The reac-
tivities closely agree, with a Pearson Correlation Coefficient (PCC) of 0.97.
The ‘GGA’ sequence added to the 5’ end of the 5S rRNA to aid in vitro
transcription is not shown, although included with PCC analysis. (B) The
same analysis for the add adenine aptamer domain from V. vulnificus shows
a PCC of 0.99 (RMDB: ADDSC 1M7 0007 and ADDSC 1M7 0008). Like the
5S rRNA, a ‘GG’ sequence was added to aid in vitro transcription and is
not shown on the graph, but is included in the PCC analysis.
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In general, reactivities derived from the v2.1 experiment tend to be slightly shifted

toward the 5‘ end of the RNA relative to v2.0 reactivities. This difference is likely

due to the reduction of reads in the v2.1 data that align immediately upstream of the

RT priming site in the area where the unwanted dimer side product appears. Thus,

the reduction of these reads may represent a slightly more accurate reactivity map.

However, this difference was minor, as we observed that the Pearson Correlation Co-

efficients (PCC) comparing v2.0 vs. v2.1 were in the range of 0.97-0.99 (Figure 4.2).

4.5.3 Using SHAPE-Seq v2.1 to observe ligand binding

To demonstrate how SHAPE-Seq can be used to detect changes in RNA folding upon

ligand binding, we examined the thiM thiamine pyrophosphate (TPP) riboswitch ap-

tamer domain from E. coli using SHAPE-Seq v2.1. Comparing the reactivity maps with

and without ligand for the TPP riboswitch aptamer domain shows a number of reac-

tivity differences (Figure 4.3A). Specifically, we observe an interesting set of decreasing

reactivities at positions 8-12 near the binding pocket of TPP, suggesting that part of the

ligand binding pocket is first flexible, but becomes rigid after ligand binding, which

agrees with previous observations (Figure 4.3B; inset) [230]. These decreases also come

with reactivity increases in positions 14, 17-22, 34, and 36.
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Figure 4.3: SHAPE-Seq reveals reactivity changes in the presence of ligand for the thiM
TPP riboswitch aptamer domain. (A) in vitro reactivity maps for the thiM
TPP aptamer domain with 0 µM or 5 µM TPP (RMDB: TPPSC 1M7 0005).
The reactivity difference map (bottom) shows increases (red) and decreases
(blue) in reactivity in the presence of ligand. (B) Crystal structure (PDB
2GDI) [231] of the thiM TPP aptamer domain with TPP (black) bound, col-
ored by change in reactivity in the presence of ligand from part A. Mag-
nesium ions are colored light green and the solvent is denoted as red
dots. Nucleotides marked in red/blue show increases/decreases above
|∆ρ| ≥ 2 (dashed lines in part A). Light red and blue mark changes for
which 1 < |∆ρ| < 2. The region closing the TPP binding pocket shows a
cluster of nucleotides that become less flexible upon ligand binding (inset).
An extra ‘G’ was added to the 5’ end to aid in vitro transcription and is not
displayed.
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4.5.4 Inferring secondary structures with SHAPE-Seq data

We next investigated how incorporating SHAPE-Seq v2.1 reactivity values affects the

calculated structures of the 5S rRNA, TPP riboswitch, and adenine riboswitch using

the four methods described in Section 4.4.9. In general, we saw an improvement in

both the percentage of known base pairs predicted correctly (sensitivity) and the per-

centage of predicted base pairs in the known structure (PPV; positive predictive value)

for all of the methods used when SHAPE data was included (Figure 4.4), as has been

shown multiple times [102, 163, 223, 224, 228]. The adenine riboswitch folded into

the expected ‘T’ structure with or without SHAPE data, although three of the meth-

ods predicted two extra base pairs relative to the secondary structure representation

of the ligand-bound aptamer domain crystal structure (Figure 4.4A) [232]. The TPP

riboswitch aptamer was also folded into the correct general structure in three of the

four methods, although with some differences from the crystal structure representation

(Figure 4.4B) [231]. It is worth noting, however, that for both RNAs most of the incor-

rect predictions occur in regions known to be involved in non-canonical base pairing

or protein/ligand interactions that are represented as unpaired bases in the ‘accepted

structure’ for the purpose of calculating structural prediction accuracy.
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Figure 4.4: Incorporating SHAPE-Seq data improves computational folding accuracy.
(A) add adenine riboswitch aptamer domain ligand-bound secondary struc-
ture representation from Serganov et al. [232]. Dashed lines mark base pairs
predicted by computational methods, as indicated by color, restrained with
SHAPE-Seq v2.1 reactivities (Figure 4.2B) that do not exist in the crystal
structure representation. Colored solid lines indicate base pairs that are
present in the crystal structure, but are not predicted with v2.1 reactivities.
Individual nucleotides are color-coded by reactivity intensity. (B) thiM TPP
riboswitch aptamer domain ligand-bound secondary structure representa-
tion from Serganov et al. [231]. Tertiary interactions and non-canonical
base pairings are not shown. Solid and dashed lines represent the same
features as in part A and reactivities (Figure 4.3A) are color-coded the same
way. The predicted structure from RME is visibly different for nucleotides
8-38 (boxed) as drawn on the right. (C) Table summarizing the folding ac-
curacies for the four computational algorithms Fold [163, 228], ShapeKnots
[102], Washietl et al. [224], and RME [223]. The Washietl et al. method was
calculated using the RNAProbing webserver. No calculation could be per-
formed for RME without SHAPE reactivities. sens. = sensitivity, PPV =
positive predictive value [170].

136



10
20

30

40

50

60

70

3’5’

5’
3’

10

20

30

40
50

60

70

10

sens. PPV

5S rRNA 

TPP

riboswitch

adenine

riboswitch

Fold ShapeKnots RME

sens. PPV sens. PPV

Washietl et al.

sens. PPV

SHAPE

data (v2.1)

+

-

+

-

+

-

97.1 91.9 97.1 91.991.4 91.497.1 91.9

28.6 25.0 28.6 23.8N/A N/A28.6 25.0

95.5 91.3 90.9 83.368.2 68.295.5 87.5

77.3 85.0 77.3 85.0N/A N/A77.3 85.0

100 91.3 100 91.3100 100100 91.3

100 100 100 100N/A N/A100 100

ShapeKnots
Fold

Washeitl et al.

RME

Accuracy

100
90
80
70
60
50
40
30
20
10
0

%

A

B

C G
G U

GC
AU
AU
GC

A U
AU

A UU
A

U
A
A

G
U

UU
C

U
A

C

G

CA

U

A

UC

GA

UC

GG C
U
U

AAA

A

UC

G

C

G

U

G

A

U

A

U

UGA
U
A
U

GGU

U
C
A
G

G
U

A

U
C

C G

CG

C

G

C

GUG

A
AU

C G
G C
G C

C
A U
A U
G C

U
GG

C

U

AA
A
G

G
U A

A

G

U
U C

C

G

C

G

U

A

G A U

CGU

G

C

U

A

G

C

C

G

AU
A
A

UG

A

30

U
G

A
AU

G

G

U

G

C

A
A

A

UU

UGC

G

G

C

G

G

A
A

GU
20 CC

C

C

G

C

Tertiary Interaction

ρ (reactivity)

0.25-0.5

0.5-0.75
0.75-1.25
1.25-2.0

2.0+

0-0.25
no data

137



Generally, we found that all four methods performed similarly, although the

dataset of RNAs is too small to be a fair comparison (Figure 4.4C). We also observed

that v2.1 reactivities resulted in slightly higher accuracy for all four methods than v2.0

reactivities, which resulted in similar accuracies to those discussed in Loughrey et al.

[122]. Thus all of the computational methods described in this work, coupled with

SHAPE-Seq v2.1 reactivity data, can help guide researchers to more accurately model

the structures of RNAs. This is particularly valuable for RNAs for which no crystal

structure is available.

4.5.5 in-cell SHAPE-Seq analysis

The in-cell SHAPE-Seq technique is closely related to SHAPE-Seq v2.1, as many of the

improvements in v2.1 were derived from the in-cell method [113]. The main difference,

as outlined in Section 4.4.1, is that the RNA modification step occurs in vivo to provide

a more natural context for RNA folding to occur. Below, we present two different

examples of in-cell SHAPE-Seq data for RNAs expressed in E. coli.

4.5.6 5S rRNA, expressed endogenously

To demonstrate how a combination of in vitro and in vivo SHAPE-Seq can provide in-

formation about how the cellular environment affects RNA folding, we used in-cell

SHAPE-Seq to measure the structural characteristics of the E. coli 5S rRNA. We found

that the reactivities we observed matched well to three-dimensional representations of

the 5S rRNA from cryo-EM data fit with molecular dynamics simulations (Figure 4.5A)

[113]. High reactivities tend to occur in unstructured loop regions, with the exception
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of regions that are bound by proteins within the ribosome. Regions expected to be

protein-bound appear lower in reactivity, suggesting that cellular 5S rRNA is predom-

inantly contained within the ribosome during exponential growth.
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Figure 4.5: in vitro vs. in-cell SHAPE-Seq reactivity map comparisons for 5S rRNA
and the TPP riboswitch. (A) 5S rRNA in-cell reactivities overlaid on a pre-
dicted secondary structure [192] and a three dimensional model of the 5S
rRNA within the entire ribosome (inset; from PDB 4V69) [193]. Individual
ribosomal proteins (L5, L18, L25, L27) and the 23S rRNA are labeled on the
secondary structure near their approximate locations; helices are numbered
I-V. Reproduced from Watters et al., 2015 [113] with permission from Oxford
University Press. (B) Comparison of reactivities for the E. coli 5S rRNA mea-
sured in-cell (endogenous expression, top, RMDB: 5SRRNA 1M7 0007) vs.
in vitro (bottom, RMDB: 5SRRNA 1M7 0009). Reactivities are color-coded
according to (A). Clear differences in the endogenous 5S rRNA reactivities
are apparent, especially for nucleotides 35-38 and 44-100, which increase
and decrease, respectively relative to in vitro. (C) Comparison of the E. coli
thiM TPP riboswitch measured in vivo (expressed from a plasmid vector,
top, RMDB: TPPSC 1M7 0004) vs. an in vitro measurement of the adapter
domain only with 5 µM TPP present (RMDB: TPPSC 1M7 0005). Compar-
ing the reactivities in the 5’ half of the aptamer domain suggests that the
riboswitch is primarily in the bound form in the cell, though differences in
the 3’ half suggest that the cellular environment and the aptamer sequence
context affect the RNA fold. Nucleotides that were not mapped in (B) and
(C) are indicated with gray.
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We can also directly compare to in vitro 5S rRNA data to determine how the cellular

environment changes the reactivity pattern (Figure 4.5B). For example, nucleotides 45-

54 exhibit lower reactivities in vivo, roughly where the L5 protein is expected to bind

(Figure 4.5B). Also, there are clusters of peaks downstream of nucleotide 54 that are

near zero in vivo, but are highly reactive in vitro. Identifying these types of decreases,

or increases, can reveal how different folding conditions (i.e., the cellular environment)

affect RNA structure and function inside the cell.

4.5.7 TPP riboswitch, expressed from a plasmid

Next, we examined the TPP riboswitch with in-cell SHAPE-Seq. Unlike 5S rRNA, the

TPP riboswitch was supplied exogenously as a translational fusion with superfolder

green fluorescent protein (SFGFP) from a plasmid. Interestingly, we observed a reac-

tivity pattern in the aptamer domain that matched well to the in vitro reactivity map of

this region in the presence of ligand (Figures 4.3A and 4.5C). This suggests that the ap-

tamer domain is predominantly in a ligand bound confirmation in the cell. However,

there are also some slight differences between the in vivo and in vitro data. For ex-

ample, positions 43-46, 58-61, and 70-71 exhibit higher reactivity in vivo (Figure 4.5C).

In general, it appears that the TPP aptamer domain folded in vitro out of context of

the expression platform captures most of the interesting reactivity clusters, but po-

tentially misrepresents some details of the riboswitch. Such comparisons illustrate an

advantage of in-cell SHAPE-Seq in that RNAs can be easily introduced with expression

vectors to provide a more relevant picture of RNA folding in the cellular environment.
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4.6 Experimental Considerations

4.6.1 Effect of increasing PCR cycles

In cases of low input RNA or poor cDNA yield, it may be advantageous to increase

the number of PCR cycles to increase the amount of dsDNA available for sequencing.

While there has been some concern that the increased number of cycles may introduce

bias, we have shown in previous work that an increased number of PCR cycles does

not cause substantial reactivity changes using either in-cell SHAPE-Seq (Figure 4.6A)

or SHAPE-Seq v2.0 [113, 122]. However, SHAPE-Seq v2.1 inherently requires more

cycles of PCR than v2.0 to reach an equivalent library concentration because v2.1, as

well as in-cell SHAPE-Seq, uses multiple forward primers that require extra PCR cycles

to build the complete Illumina adapter sequences in a stepwise fashion. Therefore, to

confirm that the increased number of PCR cycles in SHAPE-Seq v2.1 does not bias

reactivity calculation, we sequenced our v2.1 libraries using 15 (the v2.1 standard),

18, or 20 cycles of PCR (Figure 4.6B-D). As expected, there was little difference in the

calculated reactivities due to increased cycling for 5S rRNA, the TPP riboswitch, and

adenine riboswitch.
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Figure 4.6: PCR does not bias SHAPE-Seq reactivity calculations. (A) Comparison of
the crR12 riboregulator calculated reactivities from an in-cell SHAPE-Seq
experiment [113] using either 15x cycles of PCR (15x; blue) vs. 15x cy-
cles without PE F, followed by another 15x cycles including PE F (15x15x;
red). A Pearson Correlation Coefficient (PCC) value of 0.996 suggests in-
creased PCR cycling does not affect the reactivity calculation. (B) Base-
wise comparison of reactivities calculated from 5S rRNA SHAPE-Seq li-
braries using 15x cycles of PCR vs. 18x (black) or 20x (red) cycles of
PCR (RMDB: 5SRRNA 1M7 0009). A PCC near unity suggests little dif-
ference in the reactivity values calculated from libraries with increased
PCR cycling. Similar analyses were done for the thiM TPP aptamer do-
main (RMDB: TPPSC 1M7 0005) (C) and add adenine aptamer domain (D)
(RMDB: ADDSC 1M7 0008).
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For experiments in which the amount of input RNA is particularly low, or im-

proved selection against unwanted dimer side product is desired, we suggest perform-

ing the quality analysis and dsDNA library PCRs in a stepwise fashion. As shown in

Watters et al., the amount of unwanted dimer amplification can be further reduced by

first cycling with only the inner selection primer before adding PE F for the required

subsequent cycles [113]. We also found that excessive cycling with PE F beyond 15

rounds may cause an increase in off target and dimer side product amplification, espe-

cially when the in-cell target transcript is at low abundance. Thus, for sensitive appli-

cations we recommend splitting the reaction into two phases as described above and

increasing the number of cycles in the first phase if increased sensitivity is required,

with the second round limited to 15 or fewer cycles after PE F is added to complete the

reaction.

Because of the ability of SHAPE-Seq v2.1 and in-cell SHAPE-Seq to selectively am-

plify correctly extended cDNAs, both have the capability to analyze RNAs that are

present at low concentrations without altering the RNA folding conditions. To demon-

strate that SHAPE-Seq v2.1 provides consistent results over a range of relevant in vitro

RNA concentrations, we compared reactivity maps obtained using four different start-

ing amounts of 5S rRNA: 1, 5, 10, and 20 pmol (Figure 4.7). Across all concentrations,

there is good agreement between the reactivity maps of the various starting amounts.

There are several positions that exhibit slight differences, such as nucleotides 102-104,

but they do not show a trend related to the starting amount of RNA. Interestingly, nu-

cleotides in this region exhibit fewer aligned reads relative to other nearby positions

in the RNA sequence. Ultimately, it is not the amount of starting RNA, but rather

the number of aligned sequencing reads used for reactivity calculation that determines

data quality and consistency.
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Figure 4.7: Comparison of in vitro folded 5S rRNA reactivity maps from different
amounts of starting RNA. The same in vitro SHAPE-Seq experiment was
performed using either 1, 5, 10, or 20 pmol of starting RNA (RMDB: 5SR-
RNA 1M7 0009). As expected, all of the reactivity maps are very similar,
although there is some disagreement near positions 102-104 (right inset).
However, these differences do not show a trend with increasing/decreasing
starting RNA level and are thus likely experimental noise.

4.6.2 RT primer length and library multiplexing

One of the key features of the SHAPE-Seq improvements is the shortening of the RT

primer. In its original conception, SHAPE-Seq v1.0 used long RT primers that con-

tained the entire Illumina adapter sequence [107]. SHAPE-Seq v2.0 greatly shortened

these primers and the DNA adapter sequence. It also included both TruSeq barcoding

provisions and the potential for internal barcoding by using a pair (+ or -) of RT primers

containing a pre-planned barcode [122]. The changes added to v2.0 improved dimer

side product removal during bead purification and lowered oligonucleotide expenses.

In the current state-of-the-art SHAPE-Seq methods (v2.1 and in-cell), the RT primer

is further shortened to only contain sequence that binds directly to an RNA of interest,

thus requiring that all of the Illumina sequences are provided with PCR, except for
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those included in the DNA adapter. By adding all of the Illumina sequences this way,

much more customization during library preparation for sequencing is allowed. It

is also a major advantage because it decouples the preparation of the ssDNA library

from the preparation of the dsDNA sequencing library. Thus, libraries can be stored

for long periods of time without the concern of potential sequencing incompatibilities,

as ssDNA libraries can be easily converted to dsDNA libraries at a later date with

the most current barcoding and sequencing configuration. In contrast, v2.0 barcodes

had to be pre-selected and could not be changed at a later date, which could cause

sequencing incompatibilities between certain libraries during sequencing. Last, the

shortened primers, roughly 20-35 nucleotides compared to 55-70 for v2.0 or 80-90 for

v1.0, produce shorter dimer side products that are more easily removed during the

bead purification steps.

Thus, using short RT primers provides major advantages for SHAPE-Seq tech-

niques. In fact, using longer RT primers with the most recent protocols will result

in increased amounts of unwanted dimer ligation product, even with the improved

PCR selection methods.

4.6.3 Choosing SHAPE reagents and other chemical probes

There are many choices of a chemical probe. For routine probing experiments we rec-

ommend 1M7, although there are many instances in which use of a different chemical

is advantageous. The SHAPE reagents modify the 2’-OH of flexible nucleotides. Other

chemicals such as DMS or CMCT directly modify the Watson-Crick face, though they

are typically limited in their range of selectivity. Further, the reaction time scale of

the chemical probe or its ability to enter living cells may have a factor in the choice of
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probe to use. Below we describe some of the basic characteristics of the most common

reagents to provide insight into choosing one over another for an experiment. If us-

ing a chemical other than 1M7, the reaction time and conditions may need to change

relative to the described method in Section 4.4.1.

There are a number of SHAPE reagents that have slightly different modification

properties. Three similar compounds (NMIA, 1M6, and 1M7) are based on the same

anhydride scaffold and have increasingly shorter half-lives from 260 to 14 seconds for

NMIA and 1M7, respectively [104, 216]. Differences in the reactivities measured for

the same RNA with these reagents can yield information about the ribose sugar con-

formational sampling based on the dynamics of modification [216]. If using NMIA or

1M6 in place of 1M7 for in vitro experiments, increase the reaction incubation times to

22 min or 3 min, respectively, using the same concentration as 1M7 [216].

Benzoyl cyanide (BzCN) is another type of SHAPE reagent. It reacts with a very

short half-life (250 ms), reacting to completion in seconds [233]. Historically, BzCN

has been used when the modification needs to take place as quickly as possible, such

as with time course assays [233–235]. Because of the increased difficulty of use and

elevated safety considerations required for BzCN, we recommend using 1M7 instead

unless a very fast modification time is needed. When fast modifications are desired,

use BzCN at 400 mM (in place of 65 mM for 1M7) and incubate the reaction for 1-2

seconds to bring it to completion.

The last major class of SHAPE reagents, consisting of NAI and FAI, have hydrol-

ysis half-lives in the middle of the NMIA-1M7 spectrum [158]. Recently, they were

further functionalized to contain an azide group that allows the addition of a biotin

moiety via a ‘click’ reaction for subsequent pull-down and selection of modified RNAs

only, thus reducing the required sequencing depth downstream [115]. If using NAI to
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modify RNA, replace the 65 mM 1M7 reagent with a 1-2 M stock of NAI or NAI-N3

and incubate for 15 min. Quench using a two-phase extraction (e.g. TRIzol) to remove

unreacted NAI.

NAI, FAI, and 1M7, were recently shown to diffuse into living cells to modify RNAs

inside the cell [113, 115, 126, 158, 185]. For in-cell SHAPE-Seq in E. coli we recom-

mend 1M7 because its half-life is on a shorter time scale than cell division and RNA

degradation. All three SHAPE reagents usable in vivo can be synthetized in one (1M7

[226], NAI, and FAI [158]) or a few steps (NAI-N3 [115]) from commercially available

reagents. To use NAI instead of 1M7 for in vivo probing, replace the 13.3 µL of 250 mM

1M7 with 51.2 µL of NAI (or NAI-N3) 1-2 M stock solution and incubate for 15 min in

place of 2-3 min before two-phase extraction to quench the reaction.

There are also a number of chemical probes that directly modify base positions.

The two most popular are DMS and CMCT, which are known to preferentially modify

A/C or G/U positions, respectively, although not equivalently [236]. Others, such as

DEPC (diethylpyrocarbonate) and kethoxal [86], are also base specific, but are used

less frequently now, mainly due to the fact that DMS and CMCT cover all four bases

together and react more consistently. Unlike CMCT, DMS can enter cells to modify

RNAs directly inside without forcing them to be permeable. This property and DMS’s

longstanding use as a chemical probe led to its use in many of the recently published

in vivo NGS-based probing methods [116–118].

To use DMS in place of 1M7, replace the 13.3 µL of 250 mM 1M7 with 27.75 µL of

13% DMS in ethanol (for in vivo) or the 1 µL of 65 mM 1M7 with 1 µL of 3.5% DMS

in ethanol (for in vitro), replacing the DMSO control with ethanol. Incubate for 3 min-

utes before quenching with 240 µL or 2.4 µL 2-mercaptoethanol for in vivo or in vitro

experiments, respectively. Use two-phase extraction to purify the RNA as suggested
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in Section 4.4.1.

It should be noted that any of these chemicals should be cross-compatible with

most NGS-based RNA probing methods, including SHAPE-Seq, given that most of the

steps involved are for preparing the sequencing libraries. While differences in library

preparation techniques do exist, most chemical probing methods, except for SHAPE-

MaP [112], rely on the ability of modified nucleotides to block reverse transcription.

Thus, by simply changing the RNA modification step, SHAPE-Seq [107, 108, 113, 122]

could use DMS modification just as easily as DMS-Seq [117] could use SHAPE modifi-

cation, as was done in Watters et al. [113].

4.6.4 Factors influencing data quality and consistency

There are a number of factors that have the potential to influence the final results that

should be kept in mind while performing SHAPE-Seq experiments.

One of the biggest factors in collecting meaningful and consistent results is the

importance of good RNA extractions and purifications. Poor recovery of RNA after

extraction or precipitation will greatly lower the number and quality of reads aligned,

mainly through increasing the amount of unwanted dimer product that is generated,

as there will be less cDNA to ligate to the DNA adapter. This can be especially prob-

lematic for in-cell SHAPE-Seq during the initial total RNA extraction. We have found

that extractions that become degraded, either by poor RNase-free technique or exces-

sive delay in extracting the RNA, result in very poor yields. Thus, careful pipetting for

precipitations and extractions as well as quickly extracting total RNA, if performing

in-cell SHAPE-Seq, are crucial.
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For SHAPE-Seq v2.1 experiments, a high-quality preparation of the 5’-adenylated

linker is critical. In cases where the adenylation reaction is inefficient, the ligation

reaction produces low yields, hindering downstream RT and increasing the levels of

unwanted dimer side product. Another issue that can arise is the loss of 3’ end block-

ing groups during the adenylation reaction. Unblocked linker molecules can ligate

together and create a convoluted mix of RT products that are visible in the quality

analysis as sets of peaks separated by ∼20 nucleotides. In either case repeatedly arises,

we recommend preparing a new batch of the adenylated linker.

A wealth of information can be gained about a library from the quality analysis

steps (Figure 4.1). First, the rough percentage of the library that is composed of the un-

wanted dimer side product can be determined by observing the expected dimer peak

that typically shows up around 100 nucleotides, depending on the RT primer length

[113]. Second, the full-length peak can be used to ensure that the reverse transcriptase

extended to the 5’ end of the RNA. Also, the heights of all the peaks are indicative

of the general library quality. Higher peaks suggest higher quality libraries that will

need fewer cycles of PCR to prepare sequencing libraries. Last, the relative level of

signal decay from reverse transcriptase stopping can be qualitatively estimated from

the quality analysis and can help inform a priori how many reads may be required for

an acceptable reactivity map.

Not surprisingly, more aligned reads generate a more accurate reactivity spectrum

and reduce run-to-run variability, or noise, between individual experiments [237]. As a

rule of thumb, we suggest a minimum of 50,000 reads aligned to be confident that the

maximum likelihood estimation used by Spats [97, 98] generates a reliable reactivity

map. However, this assumes that the reads are well distributed between the (+) and

(-) samples and within the RNA, which is frequently not the case. Despite this, some
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RNAs actually generate reliable maps with even fewer reads, although they are RNAs

that tend to have fewer, highly reactive peaks rather than large clusters of intermediate

reactivities. Another rule of thumb is that roughly 10-100 reads per nucleotide position

should be aligned in both channels. These values, however, represent minimums. We

suggest a few hundred thousand reads to generate the cleanest reactivity maps with

the least amount of variability.

The last point of consideration is the level of signal decay that occurs within the

RNA. As reverse transcriptase transcribes from the 3’ end, it has a tendency to ‘fall off’,

or stop transcribing, with some probability which is increased in the (+) channel due to

the presence of the chemical modifications. Correcting this signal decay is performed

by the maximum likelihood model used within Spats to calculate reactivity [97, 98].

However, certain nucleotide positions, either due to an inherent high ‘fall off’ rate or a

high probability of chemical modification, greatly increase the signal decay rate [237].

Because Spats uses signal decay to calculate reactivity, it is resistant to errors that can

occur in other analyses from rapid signal decay. However, these sharp drop-offs in read

alignments can still affect Spats processing if the number of reads upstream (closer

to the 5’ end) of the drop-off becomes very small. RNAs that contain these extreme

drop-offs are cases were the number of reads required for a reliable reactivity map is

increased. One example is highlighted above for nucleotides 102-104 in the in vitro 5S

rRNA reactivity spectrum, which exhibits run-to-run variation and occurs in a region

of fewer read alignments (Figure 4.7).
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4.6.5 Choosing an adapter trimming algorithm

In Loughrey et al., we updated the Spats data analysis pipeline to include an improved

adapter trimming algorithm based on the fastx toolkit named adapter trimmer. More

recently, we have also created a version of adapter trimmer that is based on cutadapt

Martin:2011eu as an alternative adapter clipping method. Further, we have relaxed the

requirement that all reads aligned match perfectly to the target. The updated version of

spats, as well as older versions, can be found at https://github.com/LucksLab/

spats/.

4.6.6 Measures of SHAPE reactivity

The mapped read counts from the sequencing data are converted into a measure of

reactivity using Spats called θ. Each θi value represents the relative probability that a

modification within an RNA molecule occurs at nucleotide i. Values for θ are calcu-

lated by fitting the aligned reads to a Poisson model of reverse transcription ‘fall off’ at

modification positions using a maximum likelihood estimation procedure to find the

underlying θ that best explain the pattern of (+) and (-) read counts [97, 98].

Because θ is a distribution describing the relative probability of modification at

each position within the RNA, it is dependent on the length of the RNA according to:

l
∑

i=1

θi = 1 (4.3)

where l is the length of the RNA molecule. To compare RNAs of different lengths, θi

can be normalized to ρi by multiplying by length l [113, 122]. Using ρi in place of θi

is also useful because it sets the reactivity values to the order of magnitude expected

by secondary structure prediction algorithms as was shown in Loughrey et al. with
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RNAstructure, using m = 1.1 and b = −0.3 as folding parameters [122].

4.7 Further potential improvements for SHAPE-Seq and restrained

RNA folding

While we have continued to improve the SHAPE-Seq technique, there are a few areas

where further improvements/extensions are still desired.

4.7.1 Going transcriptome-wide

While we generally advocate for targeted RNA structure analysis, there are many po-

tential benefits to the recent innovations in transcriptome-wide probing techniques

[114–118, 238] that have sparked a growing interest in examining RNA structure at

a global level. Therefore, extending SHAPE-Seq to be able to optionally target the en-

tire transcriptome would be valuable. To switch to total RNA structure probing, all

that would be experimentally needed is an alternative RT priming step in place of the

targeted approach we have chosen to follow up to this point. Random priming of total

RNA is in principle easy to perform, but does not allow for selective PCR methods. Yet,

it may not be required if good extension across the random primer set is achieved, leav-

ing little to no unextended RT primer. An alternative approach is to fragment the total

RNA and ligate an RT priming site, using a SHAPE-Seq v2.1-like approach. The draw-

back is that the added ligation step will negatively impact library generation efficiency,

and additional methods will be needed to distinguish RT fall off due to fragmentation

from modification.
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4.7.2 Future directions for computational folding

A common application for SHAPE-Seq reactivity data is to restrain RNA folding algo-

rithms, as discussed extensively above. Reactivity data has been repeatedly shown to

improve secondary [101, 102, 122, 156, 163] and tertiary [239] structure predictions,

with secondary structure algorithms being more popular. However, there are still

many cases where reactivity information alone is not enough to obtain an accurate

fold. Beyond improving free energy terms and including pseudoknots, there are two

main ways in which structural prediction accuracy could be greatly improved: inclu-

sion of non-canonical base pairing and better representation of RNA structure subpop-

ulations.

One common cause of prediction inaccuracies is the presence of non-canonical base

pairing, which is pervasive in RNA structural motifs. In many cases, non-canonical

base pairs are in regions that are predicted to be in single-stranded, allowing the rest of

the RNA to attain a fairly accurate folding prediction. However, bases that participate

in non-canonical interactions are frequently incorporated into canonical Watson-Crick

pairs during computational folding, which can generate nonsensical RNA structures

that are misleading for de novo RNA structure modeling. SHAPE reactivities often

reflect non-canonical structures well if knowledge of their presence is provided a pri-

ori via crystal structure data, etc. Thus, even small improvements in predicting non-

canonical base pairing would be of great interest to the RNA community and would

greatly aid SHAPE-directed structure folding accuracy.

Another common pitfall encountered when predicting RNA structures computa-

tionally is the focus on the minimum free energy (MFE) structure. Frequently, these

structures may be misleading, especially in cases where non-canonical base pairing is

present, as discussed above. Further, a population of identical RNA molecules is not
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restrained to fold into only one structure. Rather, RNA structure is more accurately

described as a combination of many structural subpopulations, which typically con-

tain several different dominant structural motifs [240]. One method to address these

subpopulations is to cluster predicted RNA structures and use these clusters to obtain

a characteristic structure. Sfold and SeqFold both use this method [222, 240] as well as

the approach taken by Kutchko et al. [225]. SeqFold chooses which characteristic struc-

ture best represents the SHAPE reactivity data, but this collapses the subpopulation

information into one structure. A more powerful approach would be to use SHAPE

reactivity data to not only predict which structures are likely present, but also at what

level they exist in a structural population. Some preliminary work has been done to

understand structural populations in this manner [241] but further improvement and

adoption would be beneficial to understanding potential structures when studying a

new RNA.

4.8 Conclusions

SHAPE-Seq is a rapidly improving and expanding technique for characterizing the

RNA structure-function relationship both in vitro and in vivo. In this work, we have

presented different experimental approaches for characterizing RNA structures both

in vitro and in vivo and showed how to use the structural information obtained to com-

putationally predict what RNA structures were present in the experimental conditions.

As our data suggest, SHAPE-Seq is a robust technique that has been updated to be sim-

pler to perform through the use of selective PCR and optimized library construction

steps. Further, the wide variety of computational tools available for RNA secondary

structure prediction can be used to help interpret SHAPE-Seq results, with many of

them able to directly incorporate reactivity data to improve structure prediction ac-
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curacy. We believe that the widespread adoption of SHAPE-Seq methods backed by

computational tools will continue to drive the discovery of new insights in RNA struc-

tural biology.
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CHAPTER 5

COTRANSCRIPTIONAL FOLDING OF A FLUORIDE RIBOSWITCH AT

NUCLEOTIDE RESOLUTION

5.1 Abstract

As RNA polymerase transcribes a gene, the emerging RNA can fold into alternative

structures that depend on internal base pairing and interactions with trans-acting lig-

ands. To examine how RNA folding progresses during transcription at nucleotide

resolution, we developed cotranscriptional selective 2’-hydroxyl acylation analyzed

by primer extension sequencing (SHAPE-Seq) and applied it to determine how the B.

cereus crcB fluoride riboswitch cotranscriptionally bifurcates its folding pathway in re-

sponse to ligand to make a gene regulatory decision. We observed that the riboswitch

folds into a meta-stable aptamer before undergoing structural rearrangements that ei-

ther delay or promote the formation of an intrinsic terminator hairpin in the presence

or absence of fluoride, respectively. Our approach provides a new framework for ana-

lyzing cotranscriptional folding pathways of RNAs with single-nucleotide resolution.

5.2 Introduction

As nascent RNA molecules exit RNA polymerase (RNAP), they transition through

multiple intermediate structural states that ultimately determine the final structure

and function of an RNA [66, 68, 83, 242]. Because RNA folding generally occurs faster

than transcription, the 5’ to 3’ polarity of RNA synthesis directs an order of folding,

The work presented in this chapter has been submitted at Nature Structural and Molecular Biology
and contains contributions from Eric J. Strobel, Angela M Yu, and Julius B. Lucks.
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or cotranscriptional ‘folding pathway’, that sets the structural stage for many types

of interactions that govern cellular processes such as transcription, translation, and

macromolecular assembly [61, 62, 243].

Cotranscriptional folding is predicted to be particularly important for bacterial ri-

boswitches [43], a class of regulatory RNAs that control gene expression as a function

of specific ligand concentration. Riboswitches contain two domains: a ligand-binding

aptamer and an expression platform that makes regulatory decisions based on the

structural state of the aptamer [28, 43]. For riboswitches that regulate transcription,

ligand binding must influence folding pathways within a short time window in order

to commit the riboswitch to one of two mutually exclusive pathways: promote intrinsic

terminator hairpin formation or prevent it [44, 79, 130, 230, 244]. A number of struc-

tural studies have revealed the details of RNA-ligand interactions for many aptamers

[43], and biochemical [49, 78] and biophysical [79, 230] studies using actively tran-

scribing RNAP have observed distinct RNA structural transitions during transcrip-

tion. However, we still lack a complete, nucleotide-resolution understanding of how

ligand binding influences the folding pathway of an entire riboswitch and enables it to

regulate gene expression.

5.3 Results

Here, we introduce cotranscriptional SHAPE-Seq (selective 2’-hydroxyl acylation an-

alyzed by primer extension sequencing), a method that couples in vitro RNAP arrest

with high-throughput structure probing to characterize the structures of nascent RNA

transcripts at single-nucleotide resolution (Figure 5.1). We first perform in vitro tran-

scription using a library of DNA templates that direct the synthesis of each interme-
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diate length of a target RNA (Figure 5.1A). Each template contains an EcoRI site at

the 3’ end that when bound by a catalytically inactive EcoRI Gln111 mutant [245] is

used to establish a roadblock that halts RNAP 14 nt upstream of the EcoRI binding

site [246]. Initiation of single-round transcription from this template library gener-

ates halted elongation complexes at all intermediate lengths of the target RNA that are

rapidly modified with the fast-acting SHAPE reagent benzoyl cyanide (BzCN) [234].

Extracted RNAs are then processed for paired-end sequencing according to our previ-

ously developed SHAPE-Seq v2.1 protocol [123].
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Figure 5.1: Cotranscriptional SHAPE-Seq overview. (A) A set of templates are gener-
ated that each contain an E. coli promoter, a variable length RNA template,
and an EcoRI Gln111 roadblock site. Single-round in vitro transcription is
performed using a template library containing a roadblock site at each in-
termediate transcript length, followed by simultaneous SHAPE probing of
the arrested complexes and preparation for sequencing. (B) Paired-end se-
quencing reveals the SHAPE modification position and the 3’ end of each
nascent RNA transcript. Reads are binned by transcript length and used to
calculate SHAPE reactivity profiles that are stacked to generate the reactiv-
ity matrix. Increases or decreases in reactivity between transcript lengths
(rows) at particular nts (columns) of this matrix reveal cotranscriptional
folding events.
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Each paired-end read contains two pieces of information: the locations of the halted

RNAP (nascent RNA 3’ end) and the SHAPE modification position (Figure 5.1B).

Reads are first bioinformatically binned by RNAP position and then used to calcu-

late a SHAPE-Seq reactivity spectrum for each intermediate length of the RNA [98].

These reactivities represent flexibilities for every nucleotide within each nascent RNA

transcript length. High reactivities are indicative of unpaired bases and low reactivities

indicate bases that are potentially involved in base pairing, stacking, or ligand inter-

actions [123, 180]. A comparison of reactivities at different points during transcription

allows structural rearrangment events to be identified as transcription proceeds.

To validate cotranscriptional SHAPE-Seq, we first examined the signal recognition

particle (SRP) RNA from E. coli. The final folded form of the SRP RNA is an extended

helical structure containing interspersed inner loops (Figure 5.2A) [247]. Biochemical

studies have suggested that the 5’ end first forms a labile hairpin structure early during

transcription that rearranges into the extended helix only after the 3’ end is synthesized

[83]. To test if we could observe this rearrangement, we used cotranscriptional SHAPE-

Seq to obtain a matrix of reactivity spectra for the intermediate lengths of the nascent

SRP RNA transcripts (Figures 5.2B and C.1).
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Figure 5.2: SRP RNA cotranscriptional folding. (A) Secondary structure of the final
SRP RNA fold colored by reactivity intensity at length L4 (125 nts) drawn
according to a crystal structure determined in Batey et al. [247]. (B) Cotran-
scriptional SHAPE-Seq reactivity matrix for the SRP folding pathway (left).
A 3D representation can be viewed in Figure C.1. Lengths L1, L2, L3, and L4

correspond to 50, 75, 100, and 125 nts, respectively. Selected bar charts and
corresponding matrix rows above and below (right) display reactivities for
L2 to L4. Reactivity changes for L2 → L3 and for L3 → L4 are marked with
arrows. (C) Reactivity values for positions U14, C31, U41, and G57 over the
course of transcription. U14 undergoes a loop→ helix transition at length
117. Similarly, C31 becomes paired at length 96. Plot colors correspond to
the marked base positions in (D) outlining the folding pathway of the SRP
RNA that is consistent with these transitions. The 14 nt RNAP footprint
[246] for each length is indicated with gray, with the ∼5 nts in the RNA exit
channel marked as small circles.
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Over the course of transcription, changes in nucleotide reactivity patterns

(Figure 5.2C) suggest a series of structural transitions that correspond to the early for-

mation of a stem loop that ultimately rearranges into the elongated SRP RNA helical

structure (Figure 5.2D; Appendix C.2). Formation of the early stem-loop structure can

be seen as a cluster of highly reactive nucleotides (nts) across positions 11-18 in the

loop. The pattern of high reactivity persists until the SRP RNA reaches a length of

117 nts at which point the sharp drop in reactivities at these positions indicate the

formation of the elongated helical structure. We observed similar transitions when in-

termediate SRP RNA fragments were refolded at equilibrium (Figure C.2), although

the cotranscriptional transitions occur later due to the 14 nt RNAP footprint protecting

the RNA 3’ ends. Interestingly, the transitions are sharper in the equilibrium refolding

data, suggesting that the cotranscriptional experiment can capture RNA populations

that are not at equilibrium.

Based on our SRP RNA results, we expected cotranscriptional SHAPE-Seq to pos-

sess the resolution necessary to reveal how particular alternative folding pathways are

controlled during ligand regulation of a riboswitch. To test this, we examined the B.

cereus crcB fluoride riboswitch, which controls transcription by preventing the forma-

tion of an intrinsic terminator hairpin in the presence of fluoride [50]. Covariation and

equilibrium structural analyses have suggested how the fluoride bound and unbound

forms of the aptamer domain may interact with the downstream expression platform

sequence (Figure 5.3A) [50, 248]. However, the specific mechanism by which fluoride

binding directs or prevents the folding of the intrinsic terminator during transcription

has yet to be elucidated.
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Figure 5.3: B. cereus fluoride riboswitch cotranscriptional SHAPE-Seq data. (A) The an-
titerminated and terminated folds of the fluoride riboswitch, colored by the
reactivity values at lengths 90 nt and 82 nt, respectively (bottom). (B) Reac-
tivity matrices for the fluoride riboswitch transcribed with 10 mM (top) or
0 mM NaF (bottom). A 3D representation can be viewed in Figure C.4. (C)
Reactivity differences (∆ρ) between the matrices in (B) annotated according
to folding events during transcription. The reactivity changes that occur
over the course of transcription suggest that the fluoride riboswitch tra-
verses two cotranscriptional folding pathways depending on the presence
of ligand.
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To probe the OFF (terminated) and ON (antiterminated) structural states of the B.

cereus fluoride riboswitch, we generated cotranscriptional SHAPE-Seq reactivity ma-

trices in the presence of either 0 mM or 10 mM NaF, respectively (Figures 5.3, C.3

and C.4). Comparison of the matrices reveals both ligand-independent similarities in

the initial folding of the aptamer as well as distinct differences later in the folding of

the riboswitch that accompany fluoride binding and fluoride-directed antitermination

(Figures 5.3C and 5.4). Early in transcription, the B. cereus fluoride riboswitch folds into

two hairpins that precede formation of the aptamer, regardless of fluoride concentra-

tion. The first hairpin forms within the first ∼40 nts of transcription and is comprised of

the P1 stem and a highly reactive loop between nts 11-16 (Figure C.5). The second hair-

pin forms shortly thereafter and is comprised of the P3 helix and a loop that exhibits a

highly reactive position at U34 and low to moderate reactivities elsewhere (Figure C.6).
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Figure 5.4: Cotranscriptional folding pathway of the B. cereus fluoride riboswitch. (A)
Single nucleotide trajectories displaying changes in the reactivities of nu-
cleotides involved in several key structural transitions when transcribed
with either 0 mM (gray) or 10 mM NaF (black). The trajectories diverge at
lengths were structural transitions occur. (B) Same as (A), except that the
RNAs were synthesized, extracted, denatured, and equilibrium refolded in
transcription buffer with either 0 mM (gray) or 10 mM NaF (black) prior
to SHAPE modification. The lack of divergence between the trajectories in-
dicates that cotranscriptional folding is required to obtain alternate ligand-
dependent structures. (C) The folding pathway for the fluoride riboswitch
begins with initial aptamer folding. If fluoride binds, the pre-folded ap-
tamer then stabilizes through specific interactions, leading to delays in the
early folding stages of the intrinsic terminator hairpin, which does not sta-
bilize until RNAP has escaped the polyU tract. However, if there is no
fluoride binding, the top of terminator hairpin quickly folds disrupting the
pseudoknot and reaching into the RNA exit channel to allow the full termi-
nator hairpin to trigger transcription termination. Intermediate structural
states are inferred from cotranscriptional SHAPE-Seq reactivities, covaria-
tion analysis [50], and crystallographic data [248].
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The formation of the initial hairpins set the stage for folding of the aptamer domain.

After they form, RNAP continues transcribing to a length of 58 nts, at which point we

observe a fluoride-independent drop in the reactivity values at nts 12-16 in the P1 loop

that signals the formation of pseudoknot PK1 between nts 12-17 and 42-47 as the latter

emerge from the RNA exit channel (Figure 5.4). Once PK1 is formed the aptamer is

complete [50, 248], demonstrating that it first enters a pre-organized state before ligand

binding, as has been observed for other aptamers [80, 249, 250]. From here, the fate of

the aptamer structure is determined by whether or not fluoride is present.

The first steps in the fluoride-dependent bifurcation of the folding pathway involve

fluoride-mediated aptamer stabilization. In the presence of fluoride, the P1 loop reac-

tivities continue to decrease until length 69, suggesting that fluoride binding stabilizes

the pseudoknot (Figure 5.4A). Stabilization of the fluoride-binding pocket also requires

a long-range non-canonical base pair between U38 and A10 (Figure 5.3A) [50, 248], the

latter of which is paired in the P1 stem prior to PK1 formation. Thus, in the pres-

ence of fluoride we expect A10 to be consistently paired and maintain a low reactivity

throughout the folding pathway (Figure 5.4A). In contrast, in the absence of fluoride

an increased reactivity at A10 at transcript length 58 indicates PK1 formation disrupts

its base pair within the P1 stem. Our observation of fluoride-induced aptamer stabi-

lization is further supported by distinct reactivity changes in nts 22-27, which join the

P1 and P3 helices but do not participate in any pairing interactions in the analogous

T. petrophila aptamer domain [248]. While nts 24-27 display lower reactivities in the

presence of fluoride (Figures 5.4 and C.7), A22 undergoes a dramatic reactivity spike

upon PK1 formation when fluoride is present, but only a modest increase in the ab-

sence of fluoride (Figure 5.4A) revealing that A22 hyper-reactivity is a strong indicator

of aptamer state. We observe that similar structural rearrangements occur for mutants

capable of binding fluoride, but do not for mutants that are incapable (Figures C.8-C.14
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and Appendix C.2). Taken together, these results support a model in which the pseudo-

knot forms the basis of the aptamer that can undergo further coordinated restructuring

upon fluoride binding to form a more stable structure with additional interactions.

Following aptamer formation, the riboswitch follows one of two ligand-dependent

folding trajectories that direct it to terminate transcription or antiterminate. When

RNAP reaches length 71 the upper 3’ stem of the terminator hairpin begins to emerge

from the RNA exit channel as the riboswitch prepares for the regulatory decision that

occurs when RNAP reaches length 77. Without fluoride, the terminator hairpin nucle-

ates at length 77, observed as a decrease in reactivity in the upper terminator stem (nts

52-55) (Figure C.15). Increased reactivity in the P1 loop (nts 12-16) (Figure C.16) and

decreased reactivity at A22 occur concurrently, indicating that PK1 opens, thereby dis-

solving the meta-stable aptamer (Figure 5.4). Equilibrium refolding analysis reveals

that once the transcript length reaches 68 nt PK1 can no longer form regardless of

fluoride concentration (Figures 5.4B and C.17). Interestingly, position G68 exits the

RNA:DNA hybrid at roughly length 77 during transcription, suggesting that without

bound fluoride, the instability of PK1 enables terminator nucleation to extend into the

RNA exit channel to allow C47 to pair with G68 at the upstream edge of the RNA:DNA

hybrid and promote terminator formation [251]. Thus, terminator nucleation and the

pairing of G68 and C47 at transcript length 77 direct the precise decision-making event

of the riboswitch.

With fluoride, the stabilized aptamer promotes antitermination in two ways: 1) dis-

favoring complete terminator formation by sequestering part of the terminator hairpin

(Figure 5.3A and 5.2) delaying initial terminator hairpin nucleation until length 88, by

which point RNAP has transcribed past the polyU sequence (Figures 5.4A and C.15).

When the terminator hairpin does begin to form, high reactivities at U48 and nts 69-74
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indicate that only the top half of the terminator winds (Figures 5.3 and C.18), leaving

the ribosome binding site (RBS, nts 67-72) accessible for translation of the downstream

fluoride transporter [50]. Thus, fluoride binding fundamentally alters the cotranscrip-

tional folding pathway of the fluoride riboswitch by stabilizing an RNA structure that

promotes transcription via antitermination and translation by RBS exposure.

5.4 Conclusion

The work presented here helps answer longstanding questions about how ligands af-

fect riboswitch cotranscriptional folding pathways to enable them to make regulatory

decisions. We anticipate that techniques like cotranscriptional SHAPE-Seq will become

increasingly important to understand the roles of cotranscriptional folding in regulat-

ing broader cellular processes.
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CHAPTER 6

MEASURING THE COTRANSCRIPTIONAL FOLDING PATHWAY OF THE

PT181 TRANSCRIPTIONAL ATTENUATOR

6.1 Abstract

During transcription RNA polymerase transcribes new RNA molecules that can co-

transcriptionally fold into intricate structures as they emerge from the polymerase. Co-

transcriptional folding is especially important for RNAs that regulate transcription, as

they must be able to rapidly form structures to affect RNA polymerase before it tran-

scribes past the a regulatory region. The pT181 transcriptional attenuator is an RNA

regulator that can fold into an intrinsic terminator or an antiterminator structure, de-

pending on whether a complementary antisense RNA is present or absent. Here, we

apply the newly developed cotranscriptional SHAPE-Seq (selective 2’-hydroxyl acyla-

tion analyzed by primer extension sequencing) technique to study the folding pathway

of the pT181 attenuator. Using cotranscriptional SHAPE-Seq, we observe that the at-

tenuator sequentially folds into three independent RNA stem-loops before it begins to

transcribe sequence critical for its antitermination mechanism. If the antisense RNA

is present, it binds to the first hairpin of the attenuator, stabilizing it and allowing

a downstream terminator to fold. In the absence of the antisense RNA, the nascent

RNA strand binds to the base of the first hairpin and quickly refolds into an elongated

antiterminator structure. Following our analysis of the mechanism, we perform dele-

tion/mutational analysis and derive a minimized version of the attenuator. This work

signifies an important advance in the understanding of the effects of cotranscriptional

folding on RNA regulators.

The work presented in this chapter is preparation for submission and contains contributions from
Katherine A. Berman, Alexandra M. Westbrook, Jane B. Liao, Ruize Zhuang, and Alexander H. Settle.
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6.2 Introduction

Prokaryotic cells employ many RNA regulators to control gene expression that include

riboswitches [27, 109], thermometers [210], ribozymes [2, 109], and antisense small

RNAs (sRNAs) [21, 22], many of which have served as starting points for further engi-

neering [24, 26, 252]. For example, a number of concepts and platforms borrowed from

the antisense-sRNA class of regulators have been used to engineer RNAs that regulate

both translation [25, 37, 176, 177] and transcription [135, 136, 253].

In antisense sRNA regulation, RNA-RNA base pairing between an antisense RNA

and its target leads to a conformational change in the target RNA that typically alters

the structural context of a ribosome binding site (RBS) or intrinsic transcription termi-

nator [21, 22, 24] to modulate gene expression. The first recognized case of antisense-

mediated transcription termination, or attenuation, was discovered in the pT181 plas-

mid, within its copy-number regulation machinery [53]. Replication of pT181 requires

a replication protein (RepC) [254] that is translated from the RepC mRNA (sense).

Copy number control comes from the ability of a countertranscript (antisense) to bind

to the untranslated region (UTR) of the RepC mRNA and favor the formation of an

intrinsic terminator within the RepC mRNA that both prevents further transcription

into the RepC coding sequence and occludes the RepC RBS (Figure 6.1) [52, 53, 133,

255].
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Figure 6.1: General overview and structures of pT181 attenuator system. (A) The wt
pT181 attenuation system involves two RNAs, a ‘sense’ RNA (black) that
contains the RepC ORF and an ‘antisense’ (red) that is a reverse comple-
ment of the sense. Interaction between the sense and antisense causes
the sense structure to fold into its terminator form, halting further tran-
scription. In the absence of the antisense, the sense folds into a different
antiterminator structure instead, allowing downstream transcription. (B)
Structures derived from chemical probing analysis [133] of the sense an-
titerminator form after 127 nts of transcription (left) or 191 nts of transcrip-
tion. (C) Predicted terminator structure deduced using SHAPE-Seq data.
The sense/antisense interaction is likely a kissing-loop interaction that re-
arranges into a four-way junction, based on analogous RNA-RNA interac-
tions in related copy-control mechanisms [256–258], but does not result in
complete complementarity between the antisense and sense hairpins. In
(B) and (C) the nucleotides deleted (∆1-4, ∆T1-8), mutated (M1-M3), or in-
serted (+U1-3) during testing of the minimalized pT181 sense are marked
with blue, boxes, and orange, respectively.
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Binding of the sense and antisense RNAs is mediated by a ‘kissing loop’ of Watson-

Crick base pairs, a common mechanism of antisense regulation in prokaryotes [187].

The simplicity and ubiquity of these pairing rules led to two successful efforts to cre-

ate orthogonal pT181 sense/antisense regulator pairs by mutating the sequences of the

kissing loop partners or replacing them entirely with analogous RNA antisense hair-

pins from other RNA regulators entirely [135, 136]. However, despite some structural

probing insight [129, 133] the details of antisense/sense binding are unknown as well

as mechanistic details involving the influence of the sense hairpin 1 (H1; Figure 6.1) on

formation of the terminator or antiterminator structures. Further, because the pT181

attenuator affects transcription, it must make its regulatory decision before the termi-

nator sequence begins to form [259] and the aforementioned structural studies [129,

133] were unable capture this kinetic element.

Recently, we developed a new method to measure how RNAs fold cotranscrip-

tionally in vitro at nucleotide resolution using the RNA secondary structure probing

technique selective 2’-hydroxyl acylation analyzed by primer extension sequencing

(SHAPE-Seq) (Chapter 5) [107, 123]. Cotranscriptional SHAPE-Seq combines high-

throughput SHAPE chemical probing with RNA polymerase arrest along a transcrip-

tion template to characterize all of the intermediate structures in an RNA folding path-

way (Chapter 5). By observing changes in each nucleotide’s susceptibility to chemical

modification by a SHAPE reagent over the course of transcription, we are able to build

folding pathway models to better understand how structures evolve during transcrip-

tion.

In this work, we examine the folding pathway of the pT181 attenuator system and

the effect of sense-antisense binding on the final choice of terminator/antiterminator

structure. We then mutate/delete regions of the attenuator sequence to better under-
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stand pT181 attenuator folding and generate a minimized version for simpler use in the

synthetic biology community [24, 135, 136]. Last, we characterize the folding pathway

of the minimized pT181 attenuator with cotranscriptional SHAPE-Seq and confirm that

it functions the same way as the wild-type (wt) system.

6.3 Results and Discussion

6.3.1 Cotranscriptional folding of the pT181 attenuator

We began by using the recently developed cotranscriptional SHAPE-Seq technique to

characterize the folding pathway of the pT181 attenuator RNA (sense). SHAPE-Seq

captures structural information about RNA structure by identifying which nucleotides

in an RNA molecule are susceptible to modification by a chemical probe. Positions that

are less structured are more likely to be modified, allowing us to use this ‘reactivity’

data to infer structural features within in a RNA. In this work, we focused on the

version of the attenuator RNA described in Lucks et al. [135] because it contains two

mutations: one to prevent transcription of the antisense [51] and another to increase

terminator efficiency (??) [135]. We also used a smaller version of the antisense RNA

that only contained hairpin 2 (H2), containing the stem-loop that interacts with hairpin

1 (H1) of the sense RNA that has been shown to be sufficient for termination [138].
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Figure 6.2: Cotranscriptional SHAPE-Seq of the pT181 attenuator with and without
the antisense hairpin 2. Cotranscriptional SHAPE-Seq data for the pT181
attenuator are shown for transcript lengths 20-200 nts without antisense
present (A) and with 10-fold excess of the antisense hairpin 2 (H2) (B). Sin-
gle nucleotide trajectories for selected nucleotide positions over the course
of transcription without antisense (gray) and with 10-fold excess of H2
(black).
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We compared the reactivity matrices we obtained for the attenuator with and with-

out the antisense H2 (Figure 6.2A,B) and immediately observed a number of differ-

ences between them. Despite these differences, however, the each respective attenua-

tor reactivity matrix maintains the same qualitative reactivity patterns over increasing

transcript lengths until 166 nts are transcribed where we observe the transition to the

antiterminator form without antisense and no transition with antisense.

6.3.2 The pT181 attenuator refolds into an antiterminator late in tran-

scription

In the absence of the antisense RNA, we observe step-wise folding of the pT181 atten-

uator up to transcript length 166 consistent with the formation of the three individual

hairpins H1-H3 (Figure 6.2A). Early in the transcription, the folding of H1 can be ob-

served in the first 70 nts of transcription (after 56 nts have existed RNAP). First, we

observe a patch of mild reactivity at nts 20-23 that decreases shortly after their base

pairing partners, nts 45-47, emerge from the polymerase. We also observe a short-lived

cluster of highly reactive nucleotides spanning positions 14-16 at the 5’ base of H1 that

decreases to a lower value as the rest of H1 exits the polymerase. As transcription

continues past 70 nts, a clear span of reactivity across nts 31-41 (H1 loop region) brack-

eted by low reactivity regions heralds the complete folding of H1. Interestingly, A51

exhibits high reactivity while A16 does not. Likely, A16 stably stacks between G15 and

G17, lowering its reactivity [90, 180], but the neighboring purine content of A51 pre-

vents the formation of a stable stack. All of these reactivity observations in H1 correlate

well to previously collected in-cell SHAPE-Seq data for a truncated pT181 sense RNA

[129].
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Without antisense, the formation of H2 and H3 following H1 is clearly observed

(Figures 6.2A and 6.3A). After approximately 130 nts have been transcribed, high reac-

tivities across positions 51-61, 72-76, and 83-87 can be seen interspersed with regions

of lower reactivity, corresponds very well to the expected structural context of H2: a

hairpin with single-stranded regions on each side. The formation of H3 can also be

observed by the reactivity decreases in positions 89-93 over lengths 133-143, corre-

sponding to the emergence of the 3’ base pairing partners of positions 89-93 from the

RNAP footprint (∼14 nt). The long, stable H3 helix is easily identified at longer lengths

by the high reactivity at A107 and A108 that develops as transcription proceeds and

the large surrounding areas of very low reactivity. At these longer lengths, we also ob-

serve a decrease in the first 11 nts that is potentially due to transient interactions with

unpaired elongating RNA before the antiterminator refolding occurs.
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Figure 6.3: Folding pathway for the wt pT181 attenuator. (A) Antisense indepen-
dent folding. Based on sequence analysis and cotranscriptional SHAPE-
Seq data, the first four folded stages of the attenuator folding pathway are
shown. Following the formation of H1, H2 and H3 fold individually dur-
ing transitions 1 and 2. Then, during transition 3 the RNA sequence after
H3 begins to fold back on itself, bringing the 3’ end of the RNA close to
H1. Transition 4 marks the addition of extra single-stranded nucleotides
that are complementary to the 5’ half of H1, but do not have a free bind-
ing partner. (B) As the RNA lengthens, it can begin to base pair with H1
and unwind it (5b), leading to a complete antiterminator (6b). If the anti-
sense RNA is present, however, it can bind at any point before transition 5
to generate the structure depicted after transition 5a. The sense/antisense
structure that forms prevents H1 from being unwound and allows the ter-
minator stem to form.
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When RNAP reaches 166 nts, the attenuator makes its regulatory decision. At this

time, 153U emerges from the RNAP exit channel to pair with the stacked A16, trigger-

ing the displacement of the 3’ half of H1 (Figure 6.3). There are two pieces of evidence

that support hypothesis. First, we see a spontaneous increase in the reactivities of nts

42-50, which are on the 3’ bottom half of H1 and are displaced by this binding event.

These changes also persist to the end of transcription, indicating the new conforma-

tion is stable, even after the 3’ side of the terminator (nts 172-185) exits the polymerase

at the end of transcription. Also, high reactivities at nts 126-130 and 136-138 match

well to an expected three nucleotide bulge and unstructured region, respectively, that

would form in the antiterminated structure. Further, we also observe a broad area of

moderate reactivity across nts 156-175 that would indicate that the nucleotides preced-

ing the ribosome binding site (RBS; 175-180) are likely interconverting between many

unstable conformations. The observed increase in reactivities at nts 1-11 may be due to

the combined stabilization of the rest of the RNA within the antiterminator structure

as well as a physical separation of nts 1-11 from potential transient binding partners in

unstructured region neighboring H2.

6.3.3 The pT181 antisense binds quickly and changes the attenua-

tor’s folding pathway

The presence of the antisense RNA changes the folding pathway of the attenuator.

Unfortunately, we could not obtain a good set of reactivities for the ∼41 nts and may

be due to the presence of the antisense RNA blocking reverse transcription (RT), which

is supported by the observation that many reads are aligned between nts 40-50. The

antisense RNA also causes nts 42G and 47C in the sense H1 to become highly reactive.
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Further, an interesting shift occurs over the course of transcription where 43U is highly

reactive until nt 142 is synthesized at which point it becomes low and C50 increases

until ∼170 nts are transcribed.

The meaning of these highly reactive positions is still somewhat unclear, although

we hypothesize that the antisense RNA is interacting with the sense RNA through

a kissing-loop interaction that proceeds to a four-way junction where the highly re-

active positions are due to the steric requirement that some nucleotides remain un-

bound. Similar RNA sense/antisense mechanisms in other plasmid copy-number con-

trol systems have been shown to interact as partially interacting loops as depicted in

Figure 6.1C [256–258, 260], although it has never been demonstrated for pT181.

The reactivities of the attenuator with the antisense look largely the same as with-

out except for three key differences. First, there is no increase in reactivity between nts

42-50 after nt 166 is synthesized. In that region, the reactivity of 43U and 47C were

already high and do not significantly change. A second difference is in the region be-

tween nts 69-74 in the loop of the sense H2. The attenuator exhibits high reactivities

in that region with or without the antisense present, but the pattern is different be-

tween the two (Figure 6.2). Last, the positions between 156-175 are poorly reactive in

contrast to without the antisense. The reactivity differences in this region follow with

the expectation that the RBS region is paired when the antisense is present (terminator

form) and unpaired when absent (antiterminator form). Interestingly, however, we do

not observe a cluster of highly reactive nucleotides between nts 160-171 that we might

expect for the terminator loop.

When interacting with the antisense, the final structure that the sense adopts likely

contains a four-way junction at the 5’ end with the antisense. However, direct evi-

dence of that interaction is not currently available due to the scarcity of alignments
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in that region, likely due to a duplex structure that forms during RT that blocks the

reverse transcriptase from extending. By sequencing analysis, we would also expect

an interaction between nts 52-60 and 139-147, however, nts 52-60 are reactive with or

without the antisense present and neither region exhibits a reactivity change during

cotranscriptional folding.

6.3.4 Cotranscriptional vs. in-cell

We next compared our results from the cotranscriptional SHAPE-Seq experiment to

an in-cell SHAPE-Seq experiment [113]. To perform the in-cell SHAPE-Seq experi-

ment, we first mutated the polyU to allow terminator readthrough in order to provide

a convenient spot for RT priming. When we looked at reactivity maps for the fully

transcribed pT181 attenuator in the cell (Figure D.1), we found that reactivity maps

generally matched well to the in vitro experiments, although the AU-rich hairpins (H2

and H3) were somewhat less stable in the cell and exhibited higher reactivity. We were

also able to observe a clear differentiation of terminator stem-loop vs. antitermina-

tor for nts 155-195. With the antisense present, the attenuator exhibited one cluster of

reactivity in this region, at the location of the terminator hairpin, while without anti-

sense, reactivities were diffuse through the region, including the RBS, which was low

with antisense (Figure D.1). The comparison between the in-cell and cotranscriptional

SHAPE-Seq data shows good agreement, suggesting that the structures we observe in

vitro are a good approximation of how pT181 cotranscriptionally folds in the cell.
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6.3.5 Cotranscriptional vs. equilibrium folding

To analyze the effect of cotranscriptional folding on the pT181 attenuator, we per-

formed an equilibrium refolding experiment. The equilibrium refolding data was col-

lected by first generating all of the intermediate lengths without antisense then extract-

ing the RNA and refolding it in 1X transcription buffer with or without the antisense

present (Figure 6.4).

Figure 6.4: Equilibrium refolding of the pT181 attenuator with and without the anti-
sense hairpin 2. After performing the transcription and RNAP arrest (with-
out antisense), the RNA products were extracted and refolded in 1X tran-
scription buffer without (A) or with (B) the antisense H2 present. (A) With-
out antisense, the reactivity map produced by the attenuator follows the
proposed folding pathway to antitermination (Figure 6.3) very closely until
length 182, when the terminator becomes more stable than the antitermina-
tor when refolded. (B) When refolded with the antisense present, nts 29,
32, 33, 38, and 39 all exhibit very high reactivity [256], although in a dif-
ferent pattern than the cotranscriptional experiment. Also, the reactivities
between H1 and H3 are markedly different, with the 5’ half of H2 and its
preceding nts being largely unreactive, and the 3’ half of H2 being highly
reactive.
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When refolding without antisense, we clearly see the step-by-step evolution of the

attenuator folding pathway as depicted in Figure 6.3. As the transcribed RNA lengths

get longer, the reactivity traces are indicative of an ordered fold of H1→H3 (Figure 6.4).

It also appears that the sequence downstream of H3 folds back and base pairs with the

single-stranded region between H1 and H2 (Figure 6.3), easily observable as a drop in

reactivities between nucleotides 53-60 and an increase in 14-16. Shortly after, the reac-

tivities between nts 42-49 increase, as the antiterminator structure is more energetically

favored. However, when folded in equilibrium the longest lengths show decreased

reactivity at positions 42-49 and increased reactivities in the terminator loop nts, indi-

cating that once the terminator is able to form (at 183 nts), it is the preferred thermo-

dynamically stable structure.The preference for the terminator form is supported by

minimum free energy predictions using Mfold [261], yielding ∆Gs of -52.93 kcal/mol

for the terminator structure vs. -45.83 kcal/mol for the antiterminator structure. In-

terestingly, the base pairs that can form between 52-60 and 139-147 only appear to

form for short transcript length ranges during equilibrium refolding. Combined with

the observation that these positions maintain moderate reactivity through cotranscrip-

tional folding, it is likely that this interaction serves as a short-lived transition point

during transcription such that base pairing of 52-60 to 139-147 immediately results in

unwinding of the H1 helix and transition into the antiterminator structure.

When refolding with antisense, we observe a series of high reactivities between

positions 25-39 that do not agree well with the four-way junction proposed above,

suggesting that during equilibrium refolding the antisense binds to the sense differ-

ently and does not proceed to the extensively paired four-way junction, which may

be dependent on cotranscriptional folding (Figure D.2). Thus, it seems unlikely that a

full duplex is ever evolved between the sense and antisense, similar to what has been

observed for antisense-mediated translational repression systems [256, 257]. It is also
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interesting that positions 43-71 exhibit very low reactivities that were somewhat higher

when cotranscriptionally folded. Further, the high reactivities between nts 72-87 are

more consistently high than when cotranscriptionally folded.

Ultimately, the equilibrium folding results demonstrate the need for kinetics in

order to obtain the correct antiterminator structure to allow for transcriptional read-

through. Like the fluoride riboswitch (Chapter 5), equilibrium refolding analysis

showed that the terminator form is more stable. Thus when performing basic refold-

ing analysis, such as the original work by Brantl et al. [133], it is important to consider

the potential impact of cotranscriptional folding on the final structure, especially for

regulatory RNAs. Otherwise, incorrect structures may be mistakenly studied, while

the relevant ones remain unobserved.

6.3.6 Deletion analysis and sequential minimization of the attenua-

tor

Given the use of the pT181 attenuator in the synthetic biology space [55, 129, 135, 136,

138, 252, 262–264], there is a great interest in not only understanding the mechanism

of the pT181 attenuator, but also in creating smaller versions with high signal-to-noise

ratios to be easily networked together to form larger biological circuits [24, 26]. One

key element to maintaining a high signal-to-noise ratio is designing repressors, like the

pT181 attenuator, with the highest percent repression possible. Therefore, we analyzed

a set of deletions and mutations with the combined goal of corroborating our SHAPE-

Seq analysis and creating a minimized version of the attenuator.

With our secondary goal of creating an improved part for RNA synthetic biology,
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we began by mutating the RBS of the attenuator to disrupt the translational capabilities

of the wt system. To disrupt the RBS, we swapped three base pairs in the middle of the

terminator stem (M2 & M3: Figure 6.1) and made the compensatory mutation in H1

(M1) to allow the antiterminator to form as well (Figure D.3). As had been previously

observed [53], disrupting terminator or antiterminator base pairing causes the attenu-

ator to predominately adopt the antiterminator or terminator structures, respectively.

Current practice is to include a gene fragment of RepC after the attenuator se-

quence and create transcriptional fusions downstream. However, the RepC gene frag-

ment is nearly 100 base pairs, roughly 50% the length of the attenuator, representing

a large, potentially unnecessary sequence. Efforts to shorten the RepC gene fragment

resulted in varying levels of gene expression that did not correlate to the amount of

the gene fragment deleted (Figure D.4), likely due to changing structural contexts sur-

rounding the transcriptional fusion RBS. Because the RepC sequence in question lies

entirely downstream of the attenuator sequence, all the changes we observed making

RepC deletions or mutations must be translational effects in the second reading frame.

Thus, we deleted the RepC ORF in the minimized design to remove all translational

elements from the regulator.

In an effort to minimize the regulator and better understand its function, we se-

quentially deleted regions that appeared unstructured in either the terminator or an-

titerminator form (Figure 6.5). We began with the 13 leading nucleotides. Deleting all

13 resulted in a decrease in the measured ON level, likely due to increased difficulty of

antiterminator formation due to the missing contributions of A12 and A13 to the an-

titerminator structure (Figure 6.5A, B). Then we deleted the regions between the stem

loops, finding that losing any of them, or all, did not result in significantly different

levels of repression, although resulted in higher gene expression overall. Interestingly,
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deletion of the nts between H1 and H2 (55-63) lowered %repression, but was largely

rescued by the deletion of nts 1-11 (Figure 6.5A, B). We also sequentially deleted nu-

cleotides from the 3’ side of the terminator loop sequence (Figure 6.5C). Our goal in

shrinking the terminator loop was to increase the speed and stability of terminator

hairpin folding [265]. However, we found that the percent repression obtained after

antisense addition varied little as the terminator loop size was decreased, with the ex-

ception of ∆T5, which exhibited low fluorescence regardless of antisense presence.
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Figure 6.5: Minimizing the pT181 attenuator. (A) pT181 attenuator sequence. Dele-
tions are indicated; nucleotides that are colored are removed in the final
minimized structure. (B) pT181 attenuator deletions were tested for dy-
namic range (%repression) using the H1+H2 antisense. Many of the dele-
tions are well tolerated, except for ∆(64-70) and ∆(1-13) as well ∆(55-63), un-
less accompanied with ∆(1-11). (C) The terminator loop was sequentially
truncated to test if a smaller loop would improve termination efficiency.
No significant changes in dynamic range were observed. Variant ∆T5 does
not express GFP and appears unstable. Error bars represent one standard
deviation of 12 replicates.
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As a complement to the sense deletion effort, we also examined the minimal se-

quence required in the antisense to achieve maximum repression. Nucleotides were

deleted from the 5’ end of the H1+H2 antisense to get the H2 sequence used in the

cotranscriptional folding experiments. Further deletions were added that H2 sequence

and assayed for repression level (Figure D.5). We found that despite the ability of the

attenuator to function without a complete H1 (Figure 6.5), the antisense required a

complete hairpin H2 and only tolerated a few extra nucleotides being removed from

flanking single-stranded regions before the repression level was reduced. These single-

stranded ends likely help to bring the antisense in proximity to the sense RNA to

allow time for the four-way junction to form, however, it was shown in the related

CopA/CopT system that only the hairpin was needed [257].

6.3.7 A minimized pT181 attenuator

To generate the minimized pT181 sequence, we combined the internal deletions, ter-

minator loops deletions, RBS swamp mutations, and RepC deletion to arrive a smaller

version of the pT181 attenuator (Figure 6.6). All of the changes resulted in an attenua-

tor that was ∼150 nts shorter (including the RepC sequence) and exhibited similar lev-

els of repression (Figure D.6). As a last attempt to try to improve termination efficiency

further, we tried adding up to three Us to the end of the polyU sequence. However, no

improvements in termination or repression level were gained (Figure D.5).
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Figure 6.6: Minimized pT181 attenuator. Shown are the predicted structures for the
minimized pT181 attenuator in its antiterminated and terminated forms.
Antisense H2 (red) is shown interacting with the minimized attenuator H1.

To confirm that the minimized pT181 attenuator was still traversing the same

folding pathway as the original attenuator, we performed another cotranscriptional

SHAPE-Seq experiment on the minimized attenuator (Figure D.7). Ignoring regions

that were removed in the minimized version, we observed very similar reactivity pat-

terns and trends for both sizes of the attenuator, indicating that all of the deletions did

not change how the minimized attenuator folded during transcription.

6.4 Conclusion

In this work, we apply the recently developed cotranscriptional SHAPE-Seq technique

to answer an aging question about how RNA-mediated transcriptional attenuators

sense and respond to antisense RNA and elicit a structural and functional change.

Given the recent growing interest in RNA synthetic biology [26], and the firm root-

ing of the pT181 attenuator within it [55, 129, 135, 136, 138, 252, 264], we expect that
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this mechanistic study of the pT181 will not only help guide the design of future pT181-

based regulators, but also inspire a new approach to studying RNA regulators.

6.5 Future work

6.5.1 Determining the key motif

While the pT181 attenuator has served well in the synthetic biology space as an RNA-

responsive transcriptional regulator, of which there are few natural examples known

[23], there has been no comprehensive investigation into the principles of how the at-

tenuator works. This and two other works [129, 133] are the only studies that have

looked closely at the details of the mechanism of pT181 folding and antisense recogni-

tion.

Starting with the results discussed above, a greater library of deletions and muta-

tions would greatly help determine what the true minimal elements of the attenuation

mechanism are. We suspect, like the recently published STARs design [55], that only a

fraction of the attenuator is required for function and the rest facilitates the nucleation

of the antitermination interaction. With the minimal core of the attenuator completely

understood, new designs could be much more easily designed de novo that would likely

be orthogonal by design.
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6.5.2 Computational Modeling

To support the model of antitermination, we propose modeling the antitermination

point using oxRNA [266], a coarse-grained 3D simulation package for RNA. Due to the

speed afforded by use of coarse-grained models, many different interaction scenarios

could be tested to support or refute the pT181 folding pathway presented above.

To specifically study pT181 antiterminator formation, we propose first constraining

the system to fold the structures present at the various stages in the proposed pT181

attenuator folding model then releasing the restraints to begin the simulation. The

preferences for the terminator or antiterminator structure would then be assessed and

all of the intermediate stages compared. Also, by comparing simulations of the mini-

mal and wt pT181 attenuators, which should have the same folding pathway, a higher

confidence level in the accuracy of the simulation can be established to support the

cotranscriptional SHAPE-Seq data.

6.5.3 Creating orthogonal versions and building logics

The next step for adoption of the new minimalized pT181 attenuator into the syn-

thetic biology community is to demonstrate orthogonality and composability. Cur-

rently, the minimized version of the attenuator demonstrates neither (data not shown).

However, establishing the cause of the poor orthogonality by determining what dele-

tion/mutation caused the decrease would shed light on what makes different anti-

sense sequences orthogonal. Solving the minimized attenuator’s orthogonality prob-

lem would also immediately make it useful to replace the current bulkier version im-

mediately, assuming the composability issue can also be solved.
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Concatenating multiple copies of the minimized attenuator together results in

weak gene expression, suggesting that the first instance is interacting with downstream

copies to cause them to adopt the terminator structure without the antisense present.

We tried a version with the 3’ half of the sense H1 deleted, hypothesizing that it was

interacting with H1 of a downstream attenuator sequence. However, that did not solve

the termination problem. Current efforts are underway to include ribozymes as spacer

elements between adjacent attenuators, but no design has yet to exhibit promising re-

sults. Determining the cause of the self-attenuation would greatly help.
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6.7 Methods

6.7.1 Plasmids

The ‘wild-type’ pT181 sequence was taken from Lucks et al. [135], replacing the Tr-

rnB operon fragment used to terminate the superfolder GFP (SFGFP) sequence with

a stronger double terminator. The antisense plasmid used originated from the same
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work, but the terminator sequence was replaced with the double terminator from Wat-

ters et al. [113]. Mutations to the sense and antisense plasmids were introduced using

a PCR-ligation strategy and maintained the rest of the vector sequences.

6.7.2 Strains, growth media, and fluorescence assays

To test the ON and OFF levels of the each sense/antisense pair, each sense plasmid

was transformed into chemically competent E. coli TG1 cells with an antisense plas-

mid. Where indicated, a control antisense plasmid that did not contain antisense RNA

sequence was used. Transformed cells were plated on LB/agar media with 100 g/mL

carbenicillin and 34 g/ml chloramphenicol and incubated overnight at 37 ◦C. The next

day, four colonies were picked and grown in 200 µL of LB with antibiotics in a 2 mL

96-well block (Costar) and grown approximately 17 h overnight at 37 ◦C at 1000 rpm in

a VorTemp 56 (Labnet) benchtop shaker. Four microliters of this overnight culture was

then used to subculture into 196 µL of freshly prepared M9 minimal media with an-

tibiotics. Subcultures for in-cell SHAPE-Seq experiments were scaled up 6x in volume.

The subcultures was grown for 4 h before measuring fluorescence by adding 100 µL

culture to 100 µL PBS and assaying fluorescence intensity using wavelengths 485 nm

and 528 nm for excitation and emission, respectively. Fluorescence was normalized by

OD600 after subtracting a media blank. Relative fluorescence levels of each culture were

determined by normalizing the fluorescence readout by optical density (FL/OD) and

subtracting the FL/OD of cells transformed with control sense and antisense plasmids.
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6.7.3 RNA modification and extraction for in-cell SHAPE-Seq

RNA was modified in cells with 1-methyl-7-nitroisatoic anhydride (1M7) by adding

500 µL of subculture to either 13.3 µL 250 mM 1M7 in DMSO (6.5 mM final) (+) or 13.3

µL DMSO (-) for 3 min before RNA extraction. Immediately following RNA modifica-

tion, both modified (+) and control (-) samples were pelleted and resuspended in 100

µL of pre-heated (95 ◦C) Max Bacterial Enhancement Reagent (Life Technologies) and

incubated for 4 min. Then TRIzol Reagent (Life Technologies) was used to extract the

RNA according to the manufacturer’s protocol and dissolved in 10 µL of water.

6.7.4 Template preparation for cotranscriptional SHAPE-Seq

DNA template libraries for each pT181 sense were prepared by combining individual

PCR amplifications for each length of transcript from 5’ to 3’. Each template length was

amplified in a 25 µL PCR using Taq polymerase (New England Biolabs) that included

25 pM of the forward primer (ATAAGCTTCCGATGGCGCGC), 0.15 µL plasmid DNA

template, and 25 pM reverse primer. The reverse primer was unique to each length

generated, and incorporated an EcoRI site. Reaction mixes were run using a standard

thermal cycle program consisting of 30 cycles of amplification using an annealing tem-

perature of 52 ◦C. After thermal cycling, the PCRs were pooled and precipitated with

EtOH before gel extraction on a 1% agarose gel using the QIAquick Gel Extraction Kit

(Qiagen). The concentration of the purified template was measured using the Qubit

Fluorometer (Life Technologies) and the molarity of the template was calculated using

the median template length.
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6.7.5 In vitro transcription for cotranscriptional SHAPE-Seq

50 µL total reaction mixtures containing 100 nM linear DNA template library (see

above) and 4 U of E. coli RNAP holoenzyme (New England Biolabs) were incubated in

transcription buffer (20 mM Tris-HCl pH 8.0, 0.1 mM EDTA, 1 mM DTT and 50 mM

KCl), 0.2 mg/mL bovine serum albumin, and 500 µM NTPs for 7.5 min at 37 ◦C to

form open complexes. When present, 10 pmol of antisense RNA (wt, H2 only) was

first folded by denatured at 95 ◦C for 2 min, 1 min snap-cool on ice, and refolded in

1X transcription buffer before addition after open complex formation. After forming

open complexes the EcoRI Gln111 dimer was added to a final concentration of 500

nM and incubated at 37 ◦C for another 7.5 min. Immediately following the second

incubation, single-round transcription reactions were initiated by addition of MgCl2

to 5 mM and rifampicin to 10 g/ml and proceeded for 30 seconds. Cotranscriptional

experiments were then directly SHAPE modified (see RNA modification and purifica-

tion below). Equilibrium refolding experiments were stopped by addition of 150 µL

TRIzol solution (Life Technologies), purified, and equilibrium refolded in transcrip-

tion buffer before SHAPE modification as described below (see RNA modification and

purification).

6.7.6 RNA modification for cotranscriptional SHAPE-Seq

For cotranscriptional experiments the 30 second transcription products were immedi-

ately SHAPE modified by splitting the reaction and mixing half with 2.78 µL of 400 mM

benzoyl cyanide (BzCN; Pfaltz & Bower) in anhydrous dimethyl sulfoxide (DMSO; (+)

sample) or anhydrous DMSO only (Sigma Aldrich; (-) sample) for ∼2 seconds before

addition of 75 µL of TRIzol solution. Transcription products for equilibrium refolding
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had 150 µL TRIzol added after in vitro transcription. Both were extracted according to

the manufacturer’s protocol and dissolved in 20 µL total of 1X DNase I buffer (New

England Biolabs) containing 1 U of DNase I enzyme. Digestion proceeded at 37 ◦C for

30 min, after which 30 µL of RNase-free H2O was added, followed by 150 µL TRIzol.

The RNA samples were then extracted again according to the manufacturer’s protocol

and dissolved in either: 10 µL 10% DMSO in H2O (cotranscriptional experiments) or 25

µL RNase-free H2O (equilibrium refolding experiments). Equilibrium refolding exper-

iment samples were then heated to 95 ◦C for 2 min, snap cooled on ice for 1 min, and

refolded by adding 24 µL 2X folding buffer for 10 min at 37 ◦C (1X: 20 mM Tris-HCl

pH 8.0, 0.1 mM EDTA, 1 mM DTT, 50 mM KCl, 0.2 mg/mL bovine serum albumin,

and 500 µM NTPs). After 10 min, either 1 µL of RNase-free H2O was added or 1 µL

of 10 µM folded antisense (see above). RNA modification of the equilibrium refolding

samples was performed as described above, followed by the addition of 30 µL RNase-

free H2O and 150 µL TRIzol and extracted a third time according to the manufacturers

instructions. The resulting pellet was dissolved in 10 µL 10% DMSO in H2O.

6.7.7 RNA Linker preparation

The phosphorylated linker (5’Phos-CUGACUCGGGCACCAAGGA-ddC-3’) was pur-

chased from Integrated DNA Technologies and adenylated with the 5’ DNA Adeny-

lation Kit (New England Biolabs) according to the manufacturer’s protocol at a 10X

scale, dividing the reactions into 50 µL aliquots. After completion the reactions were

extracted using TRIzol and diluted to a 2 µM stock.
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6.7.8 Linker ligation for cotranscriptional SHAPE-Seq

To the modified and unmodified RNAs in 10% DMSO (see RNA modification for co-

transcriptional SHAPE-Seq above), 0.5 µL of SuperaseIN (Life Technologies), 6 µL 50%

PEG 8000, 2 µL 10X T4 RNA Ligase Buffer (New England Biolabs), 1 µL of 2 µM 5’-

adenylated RNA linker, and 0.5 µL T4 RNA Ligase, truncated KQ (200 U/µL; New

England Biolabs) were added to bring the total reaction volume to 20 µL. The reactions

were mixed well and incubated overnight (>10 h) at room temperature. The com-

pleted linker ligations were brought to 150 µL with RNase-free H2O before addition of

15 µL 3 M NaOAc, 1 µL 20 mg/mL glycogen, and 450 µL EtOH for EtOH precipitation.

Precipitated pellets were dissolved in 10 µL RNase-free H2O.

6.7.9 Reverse transcription

To each dissolved RNA sample, 3 µL of 0.5 µM reverse transcription primer were

added. For in-cell SHAPE-Seq, primers 5’-Biotin-TTTATCGGCCGAAGCAGGTAG

(antisense) and 5’-Biotin-CAACAAGAATTGGGACAACTCCAGTG were added. For

cotranscriptional SHAPE-Seq experiments, 5’-Biotin-GTCCTTGGTGCCCGAGT was

added. The RNA samples mixed with primer were denatured at 95 ◦C for 2 min, then

65 ◦C for 5 min, and snap-cooled on ice for 1 min before addition of RT master mix [6

µL 5X First Strand Buffer (Life Technologies), 1 µL 10 mM dNTPs, 0.5 µL H2O, and 0.5

µL Superscript III (Life Technologies)]. Primer extension was performed by incubating

at 52 ◦C for 25 min followed by 65 ◦C for 5 min. The RNA was hydrolyzed with ei-

ther 1 µL 10 M NaOH for in-cell experiments or 1 µL 4 M NaOH for cotranscriptional

experiments then partially neutralized with 5 µL or 1 µL of 1 M hydrochloric acid, re-

spectively, and ethanol precipitated by addition of 78 µL (69 µL for cotranscriptional)
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of cold EtOH. The precipitated pellets were dissolved in 22.5 µL of nuclease-free H2O.

6.7.10 DNA adapter ligation

To each sample, 3 µL 10X CircLigase Buffer (Epicentre), 1.5 µL 50 mM MnCl2, 1.5 µL

1 mM ATP, 0.5 µL 100 µM DNA adapter (5’-Phos-AGATCGGAAGAGCACACGTC

TGAACTCCAGTCAC-3CSpacer-3’), and 1 µL CircLigase I (Epicentre) were added.

The reaction was incubated at 60 ◦C for 2 hr, then 80 ◦C for 10 min. The ligated DNA

was EtOH precipitated, dissolved in 20 µL of nuclease-free H2O, purified using 36 µL

of Agencourt XP beads (Beckman Coulter; according to manufacturer’s instructions),

and eluted with 20 µL TE buffer.

6.7.11 Quality analysis

For quality analysis, a separate PCR reaction for each (+) and (-) sample

was mixed by combining: 13.75 µL nuclease-free H2O, 5 µL 5X Phusion

Buffer (NEB), 0.5 µL 10 mM dNTPs, 1.5 µL of 1 µM labeling primer (Fluor-

GTGACTGGAGTTCAGACGTGTGCTC), 1.5 µL of 1 µM primer PE F (5’-AATGAT

ACGGCGACCACCGAGATCTACACTCTTTCCCTACACGACGCTCTTCCGATCT-

3’), 1 µL of 0.1 µM selection primer (5’-CTTTCCCTACACGACGCTCTTCCGATCT(

RRRY/YYYR)-specific sequence-3’), 1.5 µL ssDNA library (+ or -), and 0.25 µL Phu-

sion DNA polymerase (NEB). The specific sequences for the selection primer are as

follows: TTTATCGGCCGAAGCAGGTAGA*G*G*C (in-cell, antisense), CAACAAGA

ATTGGGACAACTCCAGT*G*A*A*A*A*G (in-cell, sense), and GTCCTTGGTGCCCG

AG*T*C*A*G (cotranscriptional). The fluorophores for the labeling primer are VIC or
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NED (Applied Biosystems) and were added to the (+) or (-) samples, respectively. The

selection primers were purchased from Integrated DNA Technologies and contain an

internal barcode, RRRY or YYYR, to indicate (+) or (-) sequences, respectively, during

sequencing. Asterisks represent phosphorothioate modifications included to prevent

exonuclease activity. Amplification was performed for 15 cycles, with an annealing

temperature of 65 ◦C, and an extension time of 15 seconds. The completed (+) and (-)

reactions for each sample were mixed together with an additional 50 µL nuclease-free

H2O and ethanol precipitated. The resulting pellet was dissolved in formamide and

analyzed with an ABI 3730xl capillary electrophoresis device.

6.7.12 Library preparation and next generation sequencing

To construct sequencing libraries, a separate PCR for each (+) and (-) sample was mixed

by combining: 33.5 µL nuclease-free H2O, 10 µL 5X Phusion Buffer (NEB), 0.5 µL 10 mM

dNTPs, 0.25 µL of 100 µM TruSeq indexing primer (5’-CAAGCAGAAGACGGCATA

CGAGATxxxxxxGTGACTGGAGTTCAGACGTGTGCTC-3’, 0.25 µL of 100 µM primer

PE F, 2 µL of 0.1 µM selection primer (+ or -, as noted above), 3 µL ssDNA library (+

or -), and 0.5 µL Phusion DNA polymerase (NEB). Multiple TruSeq indexes were used,

were the ‘xxxxxx’ is replaced with the unique TruSeq barcoding sequence. Amplifi-

cation was performed as indicated in ‘Quality analysis’ above, using the appropriate

selection primer(s). Completed reactions were chilled at 4 ◦C for 2 min before addition

of 5 U Exonuclease I (NEB) and subsequent incubation at 37 ◦C for 30 min to digest

unextended primer. The libraries were purified with 90 µL of Agencourt XP beads

(Beckman Coulter) according to manufacturer’s instructions. The complete libraries

were eluted with 20 µL TE buffer and quantified with the Qubit 2.0 Fluorometer (Life

Technologies). Individual libraries were balanced and sequenced on either a MiSeq or
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HiSeq (Illumina) using 2x35 bp paired end reads.

6.7.13 Data analysis with Spats

Reads analysis was performed with Spats v1.0.0 (https://github.com/LucksLab/

spats/releases/), using cutadapt v1.5 [267] and Bowtie 0.12.8 [182] to do the

adapter removal pre-processing. Each paired-end read was uniquely mapped to a tar-

gets file containing the sense/antisense RNA sequences, or all the transcript lengths

enumerated for cotranscriptional SHAPE-Seq and appending the 3’ RNA linker se-

quence (CUGACUCGGGCACCAAGGA) to each, in order to generate a reactivity

value θi, representing the probability of modification at nucleotide i relative to the rest

of the nucleotides in the RNA. The θi values were normalized to ρi values according to

previous SHAPE-Seq work (Chapter 5) [113, 122, 123].
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CHAPTER 7

DESIGN OF A CRISPR SGRNA DEREPRESSOR USING INSIGHT FROM

SHAPE-SEQ

7.1 Abstract

Over the last 15 years synthetic biology has seen an explosion in the number of char-

acterized parts available for designing genetic circuitry. RNA-only systems, a subset

of these parts, have been studied recently with the expectation that the high turnover

rate of cellular RNAs will allow for faster dynamics in synthetic systems. However,

many RNA regulators exhibit lower dynamic range and increased leakiness relative

to their protein counterparts. To address that problem, we sought to reengineer the

CRISPR interference (CRISPRi) system to allow for the dynamic repression of target

genes that responds to the expression of non-CRISPR small RNAs. To that end, we

used in-cell SHAPE-Seq (selective 2’-hydroxyl acylation analyzed by primer extension

sequencing) RNA structural information to guide the design of a small guide RNA

(sgRNA) to refold into a form incapable of dCas9 binding in the presence of an an-

tisense RNA. We demonstrate that our RNA-responsive sgRNA design can achieve

between 8- and 13-fold activation of gene expression in response to the expression of

the antisense RNA. Further, the design is host-independent and potentially highly scal-

able and transferable between organisms. With further development, we expect that

our RNA-responsive sgRNA design will allow for the future construction of robust,

complex logics with higher dynamic range than current systems.

The work presented in this chapter is in preparation for submission and contains contributions from
Jane B. Liao, Timothy R. Abbott, and Julius B. Lucks.
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7.2 Introduction

The recent development of CRISPR technology has changed the face of biology [268].

Found in bacterial and archaeal genomes, CRISPR systems serve to defend prokaryotes

from the constant threat of invasion from phages, parasitic plasmids, etc. by targeting

the invading sequences for cleavage based on a genetic ‘memory’ of past invasion [4, 5,

269–272]. The ability of CRISPR systems to target highly specific stretches of sequence

has led to an explosion in the number of applications for CRISPR technology, including

gene expression control and the hotly debated field of genome editing, making CRISPR

research an entirely new field of biology [26, 56, 58, 59, 140, 268, 273–301].

While there are currently five recognized Types of CRISPR systems [302, 303], the

most utilized CRISPR system is Type II, with most of the technological applications

stemming from developments involving the Type II-A system from S. pyogenes [58, 59,

139, 268]. Within the CRISPR locus of S. pyogenes there are four known proteins (Cas1,

Cas2, Csn2, and Cas9), a trans-activating CRISPR RNA (tracrRNA), and an array of 20

nt spacer sequences that are acquired from invading DNA and separated by a repeat-

ing sequence (Figure 7.1A) [304]. In the natural context, these spacer sequences are

acquired by a Cas1-Cas2-Csn2 complex and must contain a protospacer adjacent motif

(PAM) sequence that is unique to each Type II CRISPR system immediately down-

stream [305]. In S. pyogenes, the consensus PAM sequence is NGG [139].
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Figure 7.1: Overview of the Type II CRISPR system from S. pyogenes. (A) The CRISPR
system in S. pyogenes is an adaptive immune system that fights off invad-
ing DNA. First, a complex containing the Cas1, Cas2, and Csn2 proteins
recognizes an invading DNA sequence and incorporates it between two
repeat sequences (black rectangles) as a ‘spacer’ in the CRISPR locus (col-
ored diamonds). The CRISPR locus is transcribed as one long RNA. Mul-
tiple copies of the trans-activating CRISPR RNA (tracrRNA) base pair to
the long RNA. RNase III cleaves the interacting RNAs into smaller CRISPR
RNA (crRNA):tracrRNA pairs that are loaded into the Cas9 protein to tar-
get and cleave a specific sequence based on the spacer sequence in the cr-
RNA. (B) The small guide RNA (sgRNA) is a direct fusion of the first 32
nt of a crRNA (red) with ∼60 nts from the 3’ end of the tracrRNA (black),
using a GAAA tetraloop (blue). (C) Crystal structures of the catalytically
dead Cas9 (dCas9) protein showing the structural changes that occur as the
sgRNA is loaded (left), the DNA target is found (middle), and the DNA
target is being cleaved (right) [306–309]. The pre-loaded structure (left) has
regions of the sgRNA missing due to high flexibility. (D) Basic mechanism
of CRISPR interference (CRISPRi). In CRISPRi, the dCas9 protein is loaded
with a sgRNA targeting the non-template strand of a transcript to be si-
lenced. In prokaryotes, sgRNA:dCas9 complex binds the target site and
prevents either transcription or initiation by RNA polymerase (depicted).
In eukaryotes, dCas9 is used to localize transcription activators or repres-
sors rather than directly act on transcription itself.
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DNA targeting and cleaving is performed by the Cas9 protein after it is loaded with

two additional RNAs, the tracrRNA and a CRISPR RNA (crRNA). The crRNA includes

within it the 20 nt spacer sequence that defines the target for Cas9 to find and cleave

[139]. To prepare the RNA part of the complex, the tracrRNA is repeatedly synthesized

while the CRISPR array, containing the spacer and repeat sequences, is transcribed into

one long RNA (Figure 7.1A). Then, the tracrRNAs base pair to the transcribed CRISPR

array RNA at each of the repeat units, generating dsRNA segments at each repeat that

are processed by RNase III into individual tracrRNA:crRNA pairs [310]. Each of these

pairs contains the same tracrRNA, but different crRNAs that have different 5’ 20 nt

spacer sequences. Last, the tracrRNA:crRNA pairs are bound by Cas9 and complete

the targeting complex, which searches the DNA within the cell for the spacer targeting

sequence. If a DNA sequence found by the targeting complex matches the first 20 nts

of the crRNA, and the PAM sequence of the adjacent DNA is correct, Cas9 will cleave

both DNA strands [306, 308, 311, 312].

The ability of Cas9 to specifically target a wide range of DNA sequences as a sin-

gle protein with a clearly defined RNA sequence has made gene editing much simpler

and more precise than methods employing retroviruses, zinc-finger nucleases, or tran-

scription activator-like effector nucleases [58, 268]. Further, Jinek et al. showed that the

tracrRNA:crRNA pair can be directly fused and shortened down to an approximately

100 nt single guide RNA (sgRNA) that functions with the same efficacy as the wt tracr-

RNA:crRNA pair (Figure 7.1B) [139]. Thus, CRISPR-Cas9 allows for precise DNA bind-

ing and cleavage with a single RNA, single protein system (Figure 7.1C) and a massive

list of potential targets, as the GG dinucleotide in the S. pyogenes PAM sequence should

occur once for every 16 dinucleotide pairs on average. The high frequency of the PAM

motif in genomes has lead to the immediate application of widespread, targeted gene

modifications in a host of different organisms [268, 276, 281, 283, 284, 289].
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Alongside the race to edit new and exciting genomes, a catalytically dead mutant

of Cas9 (dCas9) was introduced, converting Cas9 from an endonuclease to a targeted

DNA binding protein (Figure 7.1D) [57, 294]. It was shown that dCas9 binds tightly to

DNA and can serve as a strong protein roadblock to transcription initiation or elonga-

tion. The dCas9 roadblock is highly efficient, allowing tight control over gene expres-

sion, and is referred to as CRISPR interference (CRISPRi) [26, 56, 57, 140]. Similarly,

dCas9 has also been used to localize transcription activators and repressors to pro-

moter regions to control gene expression [287, 292, 294, 298–301, 313, 314] as well as

fluorescent proteins for microscope imaging [293].

The strong affinity of the dCas9 complex for its DNA target makes it an excellent

repressor, but its slow off-rate means that all CRISPRi-based regulation suffers from

very slow dynamics [60]. Dilution (via cell division) appears to be the predominating

determinate of derepression after the expression of new dCas9 is stopped [57]. While

the slow off-rate is beneficial for many applications, it prevents any sort of rapid execu-

tion of synthetic biological programs and is thought to contribute to off-target effects

during gene editing. As leaky circuitry has been a major hindrance to the progress

of synthetic biology, the field would greatly benefit from the extremely efficient re-

pression that CRISPRi offers if its dynamics could be better controlled. Therefore, we

sought to devise a method to trigger quick release of the bound dCas9 protein from its

DNA target and remove the limitation of dCas9’s slow off-rate.

Previous work by Briner et al. demonstrated that certain regions of the sgRNA

are very sensitive to mutations that alter sgRNA structure, preventing efficient dCas9

repression or Cas9 cleavage [315]. They also identified regions of the sgRNA that were

insensitive to mutation, retaining repression or cleavage levels near or matching the

original sgRNA, suggesting that additional exogenous sequence could be added to the
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sgRNA scaffold.

In this work, we use in-cell SHAPE-Seq (Chapter 3) [113, 123] to more deeply study

the features of the sgRNA structure that are critical to dCas9 binding and function in

E. coli and use those insights to guide the design of a switchable sgRNA that trig-

gers the dissociation of the dCas9:sgRNA complex upon application of a stimulus.

Using SHAPE-Seq on the original sgRNA design and a series of mutants, we iden-

tify structural features that are critical to maintain in order to achieve proper dCas9

binding as well as features that can be altered. We then added exogenous RNA reg-

ulator sequences in regions of high mutation tolerance to trigger refolding of nearby

critical structures upon the addition of a stimulus. Ultimately, we arrived at a split

sgRNA design that exhibits substantial levels of both repression and derepression.

However, challenges remain to achieving orthogonality and fast dynamics with our

sgRNA-based derepressor and are discussed thoroughly later in the text.

7.3 Results and Discussion

In the area of RNA synthetic biology a number of repressors have been designed that

suppress gene expression, but many suffer from fairly high levels of transcription or

translation leak when completely turned off [24, 26]. Protein regulators tend to repress

gene expression at higher levels, but suffer the drawback of exhibiting slower dynam-

ics than RNA [141, 262]. One way to marry the benefits of RNA and protein regula-

tors would be to engineer a CRISPRi system that responds to stimuli in the timescale

of RNA. In this work, we make progress toward engineering a sgRNA that changes

structural folds in response to cellular stimuli to control dCas9 binding and targeting

for transcriptional control via CRISPRi.
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7.3.1 Examining sgRNAs with in-cell SHAPE-Seq

Throughout the work, we examine the structural characteristics of sgRNAs in E. coli

using in-cell SHAPE-Seq [113]. In-cell SHAPE-Seq captures local nucleotide flexibility

information in an RNA molecule by exposing it to a SHAPE reagent that preferentially

reacts with positions that are more structurally flexible. The chemical modifications

are detected using reverse transcription, which stops one nucleotide before the modi-

fication, and next-generation sequencing. The modification pattern is used to calculate

a reactivity map that serves as a structural ‘fingerprint’ of the RNA and can be used to

infer structural features [123].

Instead of focusing on the original sgRNA platform design by Jinek et al.

(Figure 7.1B) [139], we instead chose to use an optimized version from Chen et al., as

it was shown to have better cross-species tolerance when over-expressed (Figure 7.2A)

[293]. To study sgRNA:dCas9 complexes in the cell, we transformed a plasmid con-

taining the sgRNA sequence along with a second plasmid with an open reading frame

(ORF) that either contained dCas9 or no protein into E. coli cells with an RFP/GFP

dual expression cassette integrated into the genome. Then, we simultaneously mea-

sured the level of RFP fluorescence and the structural features of the sgRNA, using the

SHAPE chemical probe 1-methyl-7-nitroisatoic (1M7) anhydride (Figure 7.2B). By com-

paring how efficiently different sgRNAs repressed RFP and their reactivity maps, we

were able to determine structural features of the sgRNA that are critical to its function.
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Figure 7.2: In-cell SHAPE-Seq characterization of the RR2 opt sgRNA. (A) Optimized
sgRNA design targeting RFP (RR2 opt), highlighted according the changes
put forth in Chen et al. [293]. (B) Basic overview of the in-cell SHAPE-Seq
experiment to characterize sgRNA structures. Each sgRNA sequence is ex-
pressed from a plasmid in E. coli along with a plasmid expressing dCas9
or an empty control. The resulting fluorescent output and in-cell structures
are simultaneously measured with in-cell SHAPE-Seq. (C) Reactivity maps
of the RR2 opt sgRNA with (left) and without (right) dCas9 binding. With-
out dCas9, highly reactive positions in the targeting sequence and the inner
loop and lower stem of h1 indicate single strandedness. Upon dCas9 bind-
ing, reactivities decrease across the whole sgRNA, except for the first 11 nts
of the targeting sequence and loops that stick out away from the protein.
Nucleotides are colored according to reactivity intensity and RNA struc-
tures are drawn according to how they appear in in complex with dCas9.
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7.3.2 Initial characterization of the sgRNA:dCas9 complex

To begin, we first converted an optimized sgRNA targeting RFP (RR2 opt) to be

amenable to in-cell SHAPE reactivity measurements by removing the polyU sequence

that follows the natural S. pyogenes terminator and appending the dual in-cell SHAPE-

Seq terminators that are described in Watters et al. (Chapter 3) [113]. We also switched
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from promoter J23119 (BioBricks), used in Qi et al. [57], in favor of the weaker J23150

to minimize the negative side effects of over-expressing the sgRNA on cell growth. We

found that both of these changes had minimal impact on the overall level of repression

by dCas9 (Figure E.1).

When we applied the in-cell SHAPE-Seq technique to the RR2 opt sgRNA de-

sign, we immediately saw a number of striking changes in the sgRNA reactivity

map upon dCas9 binding in the cell (Figure 7.2C). When expressed without dCas9

present, the sgRNA exhibits high reactivity values in loops and single stranded re-

gions, which would be expected based on the structure of the sgRNA bound within

the sgRNA:dCas9 complex [306–309]. Namely, the apical loops of h1, h3, and h4 ex-

hibit nucleotides with high reactivities as well as the single stranded targeting region

and the nucleotides between h2 and h3. However, the expected helical region in the

lower stem of h1 also appears very highly reactive, suggesting that that helix does not

form when the sgRNA is present without dCas9.

When dCas9 is present, its effect on the sgRNA reactivity map upon binding is

clear. Nucleotides throughout the sgRNA decrease in reactivity, except for those that

are known to stick out away from the complex (Figures 7.1C and 7.2C) [306–309]. We

also observe an increase in the first 11 nts of the sgRNA that correlates well to the

observed crystal structure in which only nts 12-20 of the targeting region are bound

by dCas9. We hypothesize that these two regions of the targeting region perform two

different tasks. The region bound to the protein (nts 12-20) is more directly involved in

the initial recognition of a correct target sequence and assists dCas9 in separating the

target DNA strands. Then, the flexible part of the sgRNA targeting region (nts 1-11)

can rapidly extend the nucleated RNA:DNA interaction.
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7.3.3 A deeper understanding of the sgRNA:dCas9 complex through

mutational analysis coupled with in-cell SHAPE-Seq

During the initial characterization of the sgRNA:dCas9 complex, Briner et al. pub-

lished a mutational study of the S. pyogenes sgRNA [315]. Their results indicated that

base pairing in the lower h1 stem and h2 were important for functional activity of

the sgRNA:Cas9 complex, as well as the maintenance of the inner loop in h1 [315].

However, they did not examine the structural changes brought about by the various

mutations and their connection to functional consequences.

Therefore, we examined a subset of their mutant variants (‘v’ designation) by mu-

tating the RR2 opt sgRNA and used in-cell SHAPE-Seq to better understand what

structural features of the sgRNA are important for function (Figure 7.3A). We quickly

found that our functional results matched closely to the results observed in Briner et

al., immediately removing the possibility that the context of our assay would impact

our observations (Figure 7.3B). We then went about collecting in-cell SHAPE-Seq data

for a number of the mutants in variant series of mutations (Figures 7.3A and E.2). We

found that sgRNAs that failed to generate any appreciable level of repression did not

undergo the characteristic reactivity changes that we observed with the original RR2

opt design. However, we did observe partial reactivity decreases in the lower h1 stem

that suggested that dCas9 may be partially binding the sgRNA, but not progressing to

the completely loaded sgRNA:dCas9 stage (Figure 7.1C). These results, along with the

observation that dCas9 is very sensitive to mutations and insertions/deletions in h2

[315], led to us hypothesize that dCas9 first recognizes the h2 structure then closes the

lower h1 stem by sequentially binding each side of the forming helix.
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Figure 7.3: Analysis of a selection of the mutants studied by Briner et al. (A) Diagram
depicting the individual mutations that were made to the RR2 opt sgRNA
to generate each mutated version (‘v’ designation) from Briner et al. [315].
(B) RFP fluorescence normalized by culture optical density (FL/OD) for
each mutant. Only mutant v7 demonstrates any appreciable repression.
Error bars represent one standard deviation of four replicates. (C) In-cell
SHAPE-Seq analysis of the sgRNA v14. The disrupted h2 hairpin results
in incomplete binding of dCas9, leading to only partial reactivity decreases
in the sgRNA. Individual nucleotides are colored according to reactivity
intensity.

220



To delve further into our hypothesis of dCas9 binding, we created a series of re-

vised mutants (‘r’ designation) that included changes that altered the pairing of the h1

lower stem and h2. We also examined mutations in h3 and h4 (and a few in h1 and h2)

to locate regions that might be insensitive to local structural changes that could later be

replaced with RNA regulator sequences to generate responsive sgRNAs (Figures 7.4A

and E.3). We largely ignored the inner loop and upper stem of h1, as they were already

shown to be critical and dispensable, respectively.

We quickly observed that hairpins h3 and h4 were fairly insensitive to mutation, as

all of the mutants in these regions did not strongly affect repression and the reactivity

changes associated with complete dCas9 binding were observed (Figure 7.4). How-

ever, as previously observed [315], the lower h1 stem and h2 were highly sensitive to

mutations.
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Figure 7.4: Analysis of additional sgRNA revised mutants. (A) Set of revised RR2 opt
mutations (‘r’ designation). Colors indicate which hairpin the mutations
were made in. (B) Relative RFP fluorescence normalized by cell density
(FL/OD) measured for each mutant. Mutations in h3 (purple) and h4 (blue)
are well tolerated, although mutations in h1 (orange) and h2 (green) de-
pend on the structural context of the mutation. Error bars represent one
standard deviation of four replicates. (C) Measured in-cell SHAPE-Seq re-
activities for sgRNAs r5, r10, r11, and r13 when co-expressed with dCas9.
Mutations that disrupt the lower h1 stem (r5) only allow dCas9 to bind to
one strand. Reactivity data from r10 supports the hypothesis that inner
loops or bulges are required near the bulged U in h2 to exhibit repression.
sgRNAs containing mutations that are well tolerated (r11 and r13) exhibit
the same reactivity pattern as the original RR2 opt with dCas9 present. Nu-
cleotides are color-coded by reactivity intensity.
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We analyzed the lower h1 stem and observed that destabilization of the poten-

tial Watson-Crick pairing results in greatly diminished repression. It appears that, in

general, compensatory mutations to mismatched base pairs in this region restores the

ability of the sgRNA to repress RFP. However, in the case of sgRNA r2, we only observe

partial restoration despite complete pairing. We suspect the cause of r2’s poor repres-

sion is the potential for a helical shift where G21 pairs with C59 and the base pairs

above readjust to create a longer stem with U24 and A57 bulged out. The additional

mutations in sgRNA r8 (exhibiting strong repression) would prevent a helical shift and

rule out the changed base identity as the cause of failure of sgRNA r2 to repress RFP.

Like the mutations to the lower stem of h1, mutations in h2 that changed the struc-

tural context of h2 resulted in poor repression (Figures 7.4 and E.3). For example,

mutating the two G:C base pairs to no longer form (r3) or to weaken them with A:U

pairs [315] results in greatly reduced repression. Alternatively, we sought to add addi-

tional sequence to h2 by replacing the apical UA (nts 66 and 67) with additional base

pairs capped with a 4 nt loop. However, we observed that while all of these types of h2

helix extension mutants (r10, r16, r19, r21) exhibited some form of repression, only two

(r10 and r16) could repress RFP to the same degree as the original RR2 opt sequence.

These differences were somewhat unexpected, as these sequences should not directly

interact with dCas9 according to crystallographic data [306–309]. We observed, how-

ever, that sgRNAs r10 and r16 contained shorter continuous base pairing next to the

bulged U69. We then determined that the likely cause of the lack of complete repres-

sion was the potential for a second helical shift in the sgRNA where G64 pairs with the

bulged U, leading to G63 to pair with C70, ultimately destabilizing the non-canonical

A62:G72 base pair that is critical for dCas9 binding [306]. Thus, the added extended he-

lical sequences in h2 likely promote this helical shift by introducing a situation where

the helical shift will create a longer, more stable h2 helix, one that is not amenable to
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dCas9 binding. Thus, the G:G inner loop in sgRNA r10 likely serves to disrupt an

elongated helix from forming, directly observable as a high reactivity as position G66

(Figure 7.4C).

Examining the in-cell SHAPE-Seq results also provides clues as to how

sgRNA:dCas9 assembly occurs. The h1 lower stem mutants reveal that designs con-

taining mismatches exhibit high reactivities on only one side of the h1 lower stem in

the presence of dCas9. In sgRNA r5 for example, the 3’ side is highly reactive while

the 5’ is not, suggesting that dCas9 binds one side of the helix first and brings the other

side in close proximity in order completely form the h1 lower stem and subsequently

bind it. However, other sgRNA mutants containing h1 mismatches exhibit high reac-

tivities on the 5’ side and low reactivities on the 3’ side, such as sgRNA r1. Therefore,

it remains unclear which side of the lower h1 stem is bound first.

Our in-cell SHAPE-Seq data also suggests that the h2 loop is one of the earlier RNA

elements recognized by dCas9. In mutants where the h2 structure is greatly disrupted

(e.g. sgRNAs r3, r4, and r19) we do not observe major decreases in the lower h1 stem

(maintained in the original RR2 opt context), which serves as a good indicator of dCas9

binding (Figure E.3). Thus, it appears that h2 is bound by dCas9 before h1. While

our mutants cannot rule out that h3 and h4 bind before h2, recent results studying

a split Cas9 protein suggest that removing h1 and h2 only increases the equilibrium

dissociation constant of the sgRNA:Cas9 complex by two-fold, while removing h3 and

h4 increases it by nearly 10-fold [316]. Our results in combination with the works of

Briner et al. and Wright et al. would preliminarily suggest a model by which dCas9

first weakly binds h3/h4, followed by h2 recognition, and ending with h1 binding

and lower helix closure. In this model, Cas9 binds the sgRNA in the 3’→5’ direction,

beginning with the least buried interactions and ending in the most buried.
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7.3.4 Initial designs for creating responsive sgRNAs

Having initially characterized the structural elements of the RR2 opt sgRNA, we next

turned toward applying our structural insights to add RNA regulator sequences into

the sgRNA scaffold. Our goal was to include RNA structures in the sgRNA that would

alter the overall sgRNA fold in response to a small molecule ligand, a protein, or an-

other RNA to switch between two different states: one that would permit dCas9 bind-

ing, and therefore gene repression, and another that would prevent dCas9 binding and

allow gene expression.

We began with three well-characterized RNA regulatory structures: the MS2 coat

protein aptamer [317], the theophylline aptamer [40, 318, 319], and the pT181 recogni-

tion hairpin [133]. Each of the RNA structures was incorporated into h1, h2, or h3 in

a variety of different sequence contexts and each design (‘d’ designation) was tested

for its ability to repress RFP (Figures 7.5 and E.4). As expected, we found that most

additions to h1 or h3 to be fairly straightforward, yielding high levels of repression.

However, additions to h2 were more difficult due to the helical shifting issue described

above, although two designs using the theophylline aptamer were shown to exhibit a

high level of repression. However, none of the tested designs demonstrated significant

levels of derepression, although only the theophylline designs were tested thoroughly.

The MS2 protein designs were abandoned early since the main goal of the study was to

operate at the speed of RNA dynamics and the pT181 designs showed no sign of dere-

pression when co-transformed with antisense RNAs on agar plates (data not shown).

In-cell SHAPE-Seq analysis of sgRNAs d1 and d2 (containing the pT181 recognition

hairpin) revealed no reactivity changes associated with antisense RNA binding (Fig-

ures 7.5 and E.4).
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Figure 7.5: Initial sgRNA designs containing RNA regulator motifs. (A) A selection
of three representative sgRNA designs (‘d’ designation) that included the
pT181 recognition hairpin (d2), MS2 coat protein aptamer (d4) or the theo-
phylline aptamer (d5). RNA regulator sequences were inserted in various
contexts within h1, h2, or h3. A complete list can be found in Figure E.4.
(B) Relative RFP fluorescence normalized by cell density (FL/OD) mea-
sured for each design. All RNA regulator sequences can be inserted into
the sgRNA platform and retain high levels of RFP expression, although no
design exhibited derepression when the activator RNA, protein, or ligand
was added. Error bars represent one standard deviation of four replicates.
(C) In-cell SHAPE-Seq analysis of sgRNA d2. The reactivity changes match
well to the unaltered RR2 opt, suggesting that the pT181 recognition hair-
pin or its antisense have no effect on dCas9 binding. Nucleotides are color-
coded according to reactivity intensity.
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7.3.5 Toehold-based sgRNA designs exhibit derepression

With the first three RNA regulatory structures proving to be largely unresponsive

within sgRNAs, we turned to a toehold design that has been shown to exhibit high

dynamic ranges for RNA translational systems in the synthetic biology community

[26, 37, 177, 320–322]. Toehold designs work via strand exchange to selectively expose

one half of a helix by displacement. A toehold design consists of helical RNA struc-

ture in which the strand that will not be displaced has an extra, unpaired extension,

or toehold, for an invading RNA to bind to. The invading ‘antisense’ RNA binds to

the toehold, creating a double-stranded region that subsequently grows into a longer

extended helix by displacing the other (non-toehold) strand, generating a more ther-

modynamically stable, longer helix [26].

In the context of the sgRNA, we applied the toehold design strategy (‘t’ designa-

tion) by splitting the sgRNA into two halves at h1 or h2 that base pair with each other

and interact with dCas9 in order to repress RFP (Figures 7.6 and E.5). As before, we

found that maintaining the bulged U in h2 critical for good repression of the split de-

sign, requiring a few rounds of optimization, while the additional sequence in h1 had

essentially no restrictions. Ultimately, we arrived at the sgRNA t5 and t6 designs that

exhibited roughly 13.3-fold and 8.0-fold activation of RFP expression upon overexpres-

sion of their respective antisense RNAs (Figure 7.6), roughly on par with current pub-

lished bacterial transcriptional activators [55, 263] and 2-3 times better than another

recently published sgRNA derepression system [323]. However, it has yet to be tested

what timescale the derepression occurs on, although early indications would suggest

that it dominated by cell division (i.e., sgRNA:dCas9 dilution rate).

228



96.4% 96.0%

82.9% 88.2%
96.7% 94.8%95.5%

87.4% 85.1%

65.2%

56.2%
58.9%

97.5%

w/ dCas9

w/ dCas9 + antisense
F

L
/O

D

0

103

2 103

3 103

GF1 RR2 opt t1 t2 t3 t4 t5 t6

A

B

GU GAACCGUACUGGAACUGC
G
U
U
U
A
A

G
A G

U
U
U

A
A

A
U
A
A
G
G
C
U A

G
U

C
C

G
U
U
A
U
C
A
A
C
U
U
G

A A
A
A
A
G
U G G

CC
A
C
C
G
A

G
U
C
G
G
U
G
C

5’
10 20

.... 3’

40

50

90 100

A
AU

U
G

U
U

G
U

C
U

G
A

U
U

A
A

C
A

A
C

A
G

A
C

A
A

U

U
CAA UAAAAA CC G

30

40

10

20

5’......

3’

RR2 opt, t5

GU GAACCGUACUGGAACUGC
G
U
U
U
A
A

G
A

A
A
G

U
U
U

A
A

A
U
A
A
G
G

U

C
C

G
U
U
A
U
C
A
A
C
U
U
G

A A
A
A
A
G
U G G

CC
A
C
C
G
A

G
U
C
G
G
U
G
C

5’
10 20

.... 3’

60
30

40
50

60

G
C

U
A

U
G

C
U

G
G
A A

A
C
A
G
C
A
U
A
G
C

30

40

50

30

60 RR2 opt, t6

C G
G
U
G
U
U
G
U
C
U
G
A
U
U

G
A
C
A
A
C
A
G
A
C

A
A

U

U CA A U AA A A A CC G......

3’

5’

70

10

20

Figure 7.6: Toehold sgRNA designs derepress RFP expression. (A) Relative RFP flu-
orescence normalized by cell density (FL/OD) measured for each toehold
design mutant (‘t’ designation). Many of the toehold designs show good
to excellent repression, although early designs did not show much dere-
pression in response to antisense expression. A complete list of the toehold
designs can be found in Figure E.5. Error bars represent one standard devi-
ation of four replicates. (B) The best toehold designs that split the sgRNA
at h1 (left; t5) or h2 (right; t6), exhibited 8.0- and 13.3-fold activation in
response to antisense expression, respectively.

7.3.6 Overall design considerations

Over the course of the sgRNA design process we observed a number of interesting

structural consequences of mutating the sgRNA sequence/structure, including the po-

tential helical shifts in h1 and h2 as described above. Generally, it appears that most
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mutations in the lower h1 stem are well tolerated as long as base pairing in that region

is preserved. The only two exceptions appear to be mutations that cause a potential

helical shift, and mutations that disrupt the bottom G:U base pair as it is known to

play a base-specific role in dCas9 binding [307, 309, 315]. In hairpin h2, maintenance

of the AAGG:CCGU helix and neighboring bulged U is critical for dCas9 binding. Ad-

ditional sequence can be placed above the bulged U, but there must be unpaired bases

directly above the bulged U, otherwise the h2 helical shift occurs, greatly lowering the

ability of dCas9 to bind the sgRNA.

We also observed that long dsRNA helices tend to be cleaved in the cell according

to sequence alignments in the in-cell SHAPE-Seq data (sgRNAs v8 and r9). We have

observed this phenomenon before [113], and it appears that helices that are 18 bps are

cleaved near the middle of the helix, probably by RNase III. Further, we suspect that

such RNase III cleavage is responsible for the overall failure of sgRNAs t1 and t2 to

derepress when their respective antisenses are expressed (Figure E.5) by cleaving off

their toeholds.

7.4 Future work

The current state of this work is unfinished. While we have made excellent progress

toward responsive-sgRNA designs, there remains more work to be done to finalize the

designs and gather more in-cell SHAPE-Seq data to support the conclusions. Below, we

discuss steps to take to finalize the designs as well as the future outlook for responsive

sgRNAs.
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7.4.1 Creating orthogonal variants

One of the current drawbacks of the sgRNA t5 and t6 designs is a lack of both anti-

sense and targeting orthogonality. During development of the t series of designs, we

tested two potential variants of the t4 design, variants KW1 and KW2, by changing

the sequence of the toehold (Figure E.6). However, regardless of the t4 variant sgRNA

tested, each responded roughly the same to each of the antisense variants. We sus-

pect that the lack of orthogonality is due the interaction of the antisense RNA with the

toehold-containing half of the sgRNA before the two halves of the sgRNA can interact

with each other. A possible solution to this problem is to alter the helical region above

h2 as well as the toehold sequence to provide a greater difference between orthologs.

The second orthogonality issue stems from difficulties in easily transferring the t4

design to a different target sequence. We tested the sgRNA t4 design using the GF1

GFP-targeting sequence and found that it was a poor repressor (Figure E.7). Likely, the

GFP targeting sequence is base pairing with the 3’ tail of the added helical region, pre-

venting the necessary interstrand sgRNA duplex from forming properly. In fact, there

is indeed a potential for over 15 base pairs to form. Thus, testing a set of differently

pairing helices as described above for antisense orthogonality will likely solve these

issues for target orthogonality as well. The best case scenario is to develop a set of

interaction helices and unique toeholds that can be selected from and computationally

screened with software such has NUPACK [324] to ensure that the target sequence and

the added orthogonal sequences are cross-compatible.
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7.4.2 Building complex logics

One of the long term goals of this work is to able to create more complex logics and

circuitry using the responsive sgRNAs. Because CRISPRi is such an efficient repressor

and can be easily targeted to a wide selection of PAM sites, the potential for creating

biological circuitry with responsive sgRNAs is huge. However, in order to be able to

create higher-order functions operating at the RNA timescale, we need a diverse set of

RNA regulators. So far, RNA-only NOR [135, 136] and AND [55] logic gates have been

constructed in small orthogonal libraries.

By combining the sgRNA t5 and t6 designs, where three RNAs would interact to-

gether to form the complete sgRNA, we would be able to create an additional OR gate.

In the three sgRNA fragment configuration, the expression of an antisense targeting

either h1 or h2 would dissociate the sgRNA and prevent it from binding dCas9. Thus,

gene expression is permitted if the antisense to h1 or h2 is present. Even without com-

bining the sgRNA t5 and t6 designs, individual sgRNA variants could be layered to re-

press each others antisense RNAs or constituent sgRNA fragments, creating complex

circuitry, including the potential for an RNA-only oscillator that has yet to be achieved.

However, tuning the expression levels of the different sgRNA fragments will likely be

an important parameter when designing high-order logics, as the responsive sgRNAs

have yet to be tested targeting a multi-copy target such as a plasmid.

7.4.3 Understanding the mechanism of derepression

While we have observed derepression with our t series sgRNA designs, we have yet

to elucidate the exact mechanism by which they function. Our original goal was to

produce a sgRNA design that would remove the sgRNA from within a complex with
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dCas9, however that may not be occuring with the current t series designs. Our ob-

servation of poor orthogonality between the t4 orthologs (Figure E.6) suggests that

antisense-sgRNA fragment pairing occurs before the complete sgRNA forms. Thus,

the antisense appears to sequester the sgRNA fragment and prevent it from forming

the complete sgRNA, rather than dissociating the completed sgRNA either inside or

outside a complex with dCas9. However, the ability of the antisense to prevent sgRNA

association does not preclude it from dissociating the complete sgRNA. Because the an-

tisense is expressed in great excess over the sgRNA fragments, it is in fact more likely

that an antisense RNA would interact with the sgRNA fragment before its matching

half.

To discover the mechanism of complex formation, we will employ three strate-

gies. First, SHAPE-Seq analysis of the complexes in vitro using all combinations of

sgRNA fragments, antisense, and dCas9 would reveal which RNAs are interacting

and if dCas9 is bound. By forming the complete sgRNA:dCas9, then adding the an-

tisense RNA before probing with SHAPE reagents, we would be able to determine if

the dCas9 was dissociated by the appearance of the characteristic high reactivities in

the targeting sequence and h1. Second, gel shift assays performed in parallel with the

SHAPE-Seq experiments would allow for the direct visualization of complex forma-

tion/dissociation and support the SHAPE-Seq results. Last, establishing a time course

of transcription repression/derepression would reveal the timescale that the dCas9

binding changes occur on, providing the most direct evidence of achieving the goal

of fast dynamics we set at the beginning of this work. Testing the timescale could

be done by inducing expression of the antisense RNA and measuring the change in

fluorescence or mRNA concentration (via qPCR) over time. If the change occurs in

the timescale of RFP maturation or mRNA degradation, we could expect that the

sgRNA:dCas9 is being dissociated, but if the change occurs on the timescale of dCas9
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dilution, the sgRNA t5/t6 designs likely only function to prevent complete sgRNA

formation.

7.4.4 Expanding to higher organisms

The toehold designs operate using RNA-RNA interactions and dCas9 repression, both

of which function in all types of organisms, unlike the current CRISPR derepressor

design that relies on E. coli cellular machinery [323]. Therefore, we could expect that the

sgRNA t series designs should be transferrable to higher organisms to interface with

already published eukaryotic CRISPR gene regulation methods [58, 59]. Transferring

the design would require recloning the sgRNA into eurkaryotic expression vectors, but

would be aided by the fact that the current design is already based on the eukaryotic

optimized version.
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7.6 Materials and Methods

7.6.1 Plasmids

Plasmids for dCas9 and sgRNA expression were kindly provided by Stanley Qi (Stan-

ford University) and have been previously described in Qi et al. [57]. In brief, the

plasmid expressing dCas9 contained the S. pyogenes dCas9 coding sequence (CDS)

downstream of a tet-inducible promoter within a vector containing the p15A origin

of replicate and a chloramphenicol acetyltransferase gene for antibiotic resistance. The

sgRNA plasmid contained the sgRNA sequences described in Qi et al. [57] down-

stream of a strong constitutive promoter (J23119), terminated with the TrrnB operon

fragment [135], within a vector containing the ColE1 origin of replication (high copy)

and an ampicillin resistance gene. As described in Section 7.3.2, the sgRNA was al-

tered to replace the strong J23119 promoter with the weaker J23150 variant and the

TrrnB operon fragment was replaced with the in-cell SHAPE-Seq amenable dual ter-

minators described in Chapter 3 [113]. The dCas9 expression plasmid was unaltered

throughout the study.

To generate mutants for the v, d, and r series of sgRNAs, primers were purchased

for inverse PCR (iPCR) followed by ligation to introduce mutations, deletions, or new

sequence into the sgRNA plasmid. To clone the plasmids for the t series, iPCR was

used to create two different plasmids for the sgRNA halves; one that replaced the 5’

half of the sgRNA with the first 13 nts of RNA-IN variant S4 (Chapter 3) [176] or re-

placed the 3’ half of the sgRNA with the reverse complement of the first 13 nts of RNA-

IN S4. Then, PCR was used to linearize one of plasmids and amplify the promoter-

sgRNA fragment-terminator fragment, which there then stitched together using Gib-

son Assembly [181]. The t series antisense vector was created by stitching together a
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kanamycin resistance gene, the BBR1 origin of replication, and a mobility gene using

Gibson Assembly. To generate the t series antisenses, iPCR was used to first introduce

the antisense sequence desired into sgRNA expression plasmid (containing the J23119

promoter and SHAPE-Seq terminators) before transfer into the antisense vector via

Gibson Assembly.

7.6.2 Strains, growth media, and RNA expression

For all experiments except the t series the sgRNA expression plasmid and the dCas9

expression plasmid (or a control lacking its CDS) were transformed into chemically

competent E. coli TG1 or MG1655 cells. The t series experiments also included the

sgRNA antisense plasmid (or a control lacking an antisense sequence) in the trans-

formation. Transformed cells were plated on LB+Agar media containing 100 µg/mL

carbenicillin, 34 µg/mL chloramphenicol, and 100 µg/mL kanamycin (for t series ex-

periments) and incubated overnight at 37 ◦C. The next day, individual colonies were

picked and grown in 200 µL of LB (in-cell SHAPE-Seq experiments) or EZ rich MOPS

media (Teknova; functional assays) with the appropriate antibiotics in a 2 mL 96-well

block (Costar) and grown approximately 17 hr overnight at 37 ◦C at 1,000 rpm in a

VorTemp 56 (Labnet) benchtop shaker.

At this point, three different subculture methods were used. For in-cell SHAPE-Seq

experiments 24 µL of the LB overnight culture was added to 1.2 mL of M9 media (1:50

dilution) containing antibiotics and 1 µM aTc to induce dCas9 expression, and grown

for 6 hours. Functional assays were carried out different depending on which series

the sgRNA belonged to. The sgRNA ‘d’ and ‘t’ series were by adding 4 µL of the EZ

rich media overnight culture to 196 µL of EZ rich media (1:50 dilution) with antibiotics
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and 1 µM aTc and grown for 3 hours. The sgRNA ‘v’ and ‘r’ series functional assays

were instead performed by adding 1.2 µL of the EZ rich media overnight culture to

1.2 mL (1:1000 dilution) of EZ rich media with antibiotics and 1 µM aTc and grown for

6 hours. Upon complete the of subculture growth period, 100 µL of subculture was

mixed with 100 µL PBS for fluorescence measurements.

7.6.3 Fluorescence assay

Fluorescence intensity was assayed using wavelengths 575 nm and 610 nm for excita-

tion and emission, respectively. Fluorescence was normalized by OD600 after subtract-

ing a media blank. Relative fluorescence levels of each culture were determined by

normalizing the fluorescence readout by optical density (FL/OD) and subtracting the

FL/OD of cells transformed with control sgRNA and dCas9 expression plasmids (that

did not contain an sgRNA or dCas9 mRNA sequence) to correct for cell autofluores-

cence.

7.6.4 RNA modification and extraction for in-cell SHAPE-Seq

RNA was modified in cells with 1-methyl-7-nitroisatoic anhydride (1M7) by adding

500 µL of subculture to either 13.3 µL 250 mM 1M7 in DMSO (6.5 mM final) (+) or 13.3

µL DMSO (-) for 3 min before RNA extraction. Immediately following RNA modifica-

tion, both modified (+) and control (-) samples were pelleted and resuspended in 100

µL of Max Bacterial Enhancement Reagent (Life Technologies) preincubated at 95 ◦C.

All samples were then extracted with TRIzol Reagent (Life Technologies) according to

the manufacturer’s protocol and dissolved in 10 µL of water.
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7.6.5 Reverse transcription

To each dissolved RNA sample, 3 µL of 0.5 µM reverse transcription primer (5’ Biotin-

TTTATCGGCCGAAGCAGGTAG) were added. Then the samples were denatured at

95◦C for 2 min, then 65◦C for 5 min. After denaturing, each RNA sample was then

snap-cooled on ice for 1 min before addition of RT master mix [6 µL 5X First Strand

Buffer (Life Technologies), 1 µL 10 mM dNTPs, 0.5 µL H2O, and 0.5 µL Superscript III

(Life Technologies)] and incubation at 52 ◦C for 25 min followed by 65 ◦C for 5 min.

After RT the RNA was hydrolyzed with 1 µL 10 M NaOH then partially neutralized

with 5 µL of 1 M hydrochloric acid and ethanol precipitated by addition of 78 µL of

cold EtOH. The precipitated pellets were dissolved in 22.5 µL of nuclease-free H2O.

7.6.6 DNA adapter ligation

To the solution containing the cDNA 3 µL 10X CircLigase Buffer (Epicentre),

1.5 µL 50 mM MnCl2, 1.5 µL 1 mM ATP, 0.5 µL 100 µM DNA adapter (5’-

Phos-AGATCGGAAGAGCACACGTCTGAACTCCAGTCAC-3C Spacer-3’), and 1 µL

CircLigase I (Epicentre) were added. The reaction was incubated at 60 ◦C for 2 hr,

then 80 ◦C for 10 min. The ligated DNA was EtOH precipitated, dissolved in 20 µL

of nuclease-free H2O, purified using 36 µL of Agencourt XP beads (Beckman Coulter;

according to manufacturer’s instructions), and eluted with 20 µL TE buffer.

7.6.7 Quality analysis

For quality analysis, a separate PCR reaction for each (+) and (-) sample

was mixed by combining: 13.75 µL nuclease-free H2O, 5 µL 5X Phusion
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Buffer (NEB), 0.5 µL 10 mM dNTPs, 1.5 µL of 1 µM labeling primer (Fluor-

GTGACTGGAGTTCAGACGTGTGCTC), 1.5 µL of 1 µM primer PE F (5’-AATGATA

CGGCGACCACCGAGATCTACACTCTTTCCCTACACGACGCTCTTCCGATCT-3’),

1 µL of 0.1 µM selection primer (5’-CTTTCCCTACACGACGCTCTTCCGATCT(RRRY

/YYYR)TTTATCGGCCGAAGCAGGTAGA*G*G*C-3’), 1.5 µL ssDNA library (+ or -),

and 0.25 µL Phusion DNA polymerase (NEB) Two different fluorescent primers were

purchased from Applied Biosystems containing either the VIC or NED fluorophores

(replacing ‘Fluor’ above), and added for either (+) or (-) samples, respectively. The

selection primers were purchased from Integrated DNA Technologies and contain an

internal barcode, RRRY or YYYR, to indicate (+) or (-) sequences, respectively, during

sequencing. Asterisks represent phosphorothioate modifications included to prevent

the 3’→5’ exonuclease activity of Phusion polymerase. The quality analysis library

reactions were amplified for 15 cycles according NEBs recommendations, using an an-

nealing temperature of 65 ◦C and an extension time of 15 seconds. To the completed

reactions, 50 µL nuclease-free H2O was added and ethanol precipitated. The resulting

pellet was dissolved in formamide and analyzed with an ABI 3730xl capillary elec-

trophoresis device.

7.6.8 Library preparation and next generation sequencing

To construct sequencing libraries, a separate PCR for each (+) and (-) sample was mixed

by combining: 33.5 µL nuclease-free H2O, 10 µL 5X Phusion Buffer (NEB), 0.5 µL 10 mM

dNTPs, 0.25 µL of 100 µM TruSeq indexing primer (5’-CAAGCAGAAGACGGCATAC

GAGATxxxxxxGTGACTGGAGTTCAGACGTGTGCTC-3’), 0.25 µL of 100 µM primer

PE F, 2 µL of 0.1 µM selection primer (+ or -, as noted above), 3 µL ssDNA library (+

or -), and 0.5 µL Phusion DNA polymerase (NEB). Multiple TruSeq indexes were used,
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were the ‘xxxxxx’ is replaced with the unique TruSeq barcoding sequence. Amplifi-

cation was performed as indicated in ‘Quality analysis’ above. Completed reactions

were chilled at 4 ◦C for 2 min before addition of 5 U exonuclease I (NEB) to remove

unextended primer when subsequently incubated at 37 ◦C for 30 min. Following incu-

bation, 90 µL of Agencourt XP beads (Beckman Coulter) were added for purification

according to manufacturer’s instructions. The complete libraries were eluted with 20

µL TE buffer and quantified with the Qubit 2.0 Fluorometer (Life Technologies).

To prepare the libraries for Illumina sequencing, the average length of each sample

was determined using the results from the quality analysis in order to calculate the

molarity of each (+) or (-) separately. Sequencing pools were mixed to be equimolar,

such that all of the sequencing libraries were present in the solution at the same level.

Sequencing was performed using the Illumina MiSeq v3 kit with 2x35 bp paired end

reads.

7.6.9 Data analysis with Spats

Reads analysis was performed with Spats v1.0.0 (https://github.com/LucksLab/

spats/releases/), using cutadapt v1.5 [267] and Bowtie 0.12.8 [182] to do the

adapter removal pre-processing. Unique mapping of each paired-end read to the tar-

gets file generated a reactivity value θi, representing the probability of modification at

nucleotide i relative to the rest of the nucleotides in the RNA. The θi values were nor-

malized to ρi values according to previous SHAPE-Seq work [113, 122, 123] such that

the average value of ρi across an entire RNA molecule is one. The normalization to ρi

values also allowed for fair comparison between sgRNAs of different lengths.

240

https://github.com/LucksLab/spats/releases/
https://github.com/LucksLab/spats/releases/


CHAPTER 8

STRUCTURAL ANALYSIS OF CUCUMBER MOSAIC VIRUS RNA3

8.1 Abstract

Cucumber mosaic virus (CMV) has one of the widest known host ranges of a virus, in-

fecting over 1,200 species of more than 100 plant families. Composed of a tripartite

positive-sense RNA genome, CMV contains a number of characterized RNA struc-

tures in all three genome segments that are important to its viral life cycle. Here, we

explore the structural features of the third genome segment, RNA3, using selective

2’-hyroxyl acylation analyzed by primer extension sequencing (SHAPE-Seq). RNA3

contains three non-coding regions that separate two opening reading frames encoding

the virus’s movement and capsid proteins. We use our obtained structural informa-

tion to examine the global fold of RNA3 and the isolated structures of the non-coding

regions. We comment on length-dependent structural differences in the 5’ UTR that

suggest a potential long-range interaction and observe structural changes that suggest

replicase binding to conserved structures in the 3’ UTR. Our SHAPE-Seq data provides

a new dataset to help researchers uncover the structural features of CMV and related

viruses that are important to its replication cycle.

8.2 Introduction

The RNA structure of viral RNAs (vRNA) is intimately related to essential viral func-

tions including replication, translation, and encapsidation. Recent efforts to determine

The work presented in this chapter is being prepared as a manuscript in conjunction with Jeremy
Thompson and Keith Perry in Plant Pathology at Cornell University.
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vRNA structures have led to a broader understanding of the relationship between viral

RNA structure and function and how it pertains to the virus infection cycle [325–329].

Plant viruses have played a central role in expanding our knowledge of vRNA

structure. Structural predictions of the 3’ terminus of the Turnip yellow mosaic virus

revealed the existence of a structure similar to that of tRNA that was later termed a

pseudoknot [330–332]. Similar structures were also confirmed for Brome mosaic virus

(BMV) [333–335] and Tobacco mosaic virus [336–338] leading to the dissection of their

function by mutational analyses [339–343].

Cucumber mosaic virus (CMV) likely has the widest known host range of any

known virus, infecting over 1,200 species in more 100 plant families [143]. It is a tripar-

tite positive sense single stranded RNA (ssRNA) virus encoding five genes (Figure 8.1).

The longest genome segment, RNA1 (∼3,200 nts) encodes the 1a protein that contains

methyltransferase and helicase domains. RNA2 (∼3,000 nts) encodes two proteins:

protein 2a that contains RNA-dependent RNA polymerase domain and protein 2b si-

lencing suppressor, expressed from an overlapping reading frame. RNA3 is bicistronic

and encodes the movement protein (MP) and coat protein (CP), respectively, separated

by the intergenic region (IGR). CP is translated from subgenomic RNA4, whose pro-

moter lies in the IGR [344].
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Figure 8.1: Genome layout of the Cucumber Mosaic Virus. Cucumber Mosaic Virus
(CMV) is a tripartite (+)-sense ssRNA virus made up of RNAs 1-3. RNA1
encodes protein 1a that has methyltransferase (MT) and helicase (HEL) ac-
tivities. RNA2 encodes protein 2a containing the RNA-dependent RNA
polymerase domain and protein 2b, a silencing suppressor. RNA3 contains
two ORFs, one for the movement protein (MP) and one for the coat protein
(CP). CP is expressed via a subgenomic RNA (RNA4). All of the genome
segments have a 5’ m7G cap and a tRNA-like structure at the 3’ end.

Each RNA segment is capped at the 5’ end and has a highly conserved tRNA-like

pseudoknot structure at the 3’ terminus that is used to initiate negative strand synthe-

sis [144, 345, 346]. It was determined that the last 135 nts of the tRNA-like structure

are sufficient to promote viral accumulation [347, 348]. Within the 135 nts, one stem-

loop structure (SLC) was shown to interact with the viral replicase and is required

for RNA synthesis [349, 350], with a CA dinucleotide in the trinucleotide loop of SLC

being essential for replicase interaction [341]. The conserved structures upstream of

the tRNA-like structure, including a complete map of 3’ untranslated region (UTR) of

CMV RNA3, have been identified using a combination of enzymatic probing and co-

variation analyses [335, 351, 352]. However, beyond being associated with high levels

of recombination, the function of the rest of the 3’ UTR is not known [351–353].
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Another well-studied structure is the IGR of RNA3. The RNA3 IGR contains a

highly conserved box-B motif involved in Pol III transcription that, for BMV, has been

shown in yeast to form a hairpin loop analogous to the TΨC-stem loop in tRNA [354].

Box-B motifs are also present in the 5’ UTRs of RNA1 and RNA2 in CMV and other

related viruses and have been demonstrated to have a role in replication and interact

with the 1a protein in BMV [355–357].

Much of the structural work performed to date, however, only focuses on small,

isolated regions of the viral genome. Further, little to no study on RNA structure in

open reading frames (ORFs) has been performed. However, the recent development of

many high-throughput probing techniques [109] is allowing for the complete coverage

of viral genome structures in a single experiment. To date, structural information exists

for four ssRNA positive sense viral genomes: hepatitis C [328], human immunodefi-

ciency virus [326], satellite tobacco mosaic virus [358], and tomato bushy stunt virus

[327]. By structurally characterizing large regions of viral genomes at once, potentially

interesting structures can be discovered much more rapidly and in the proper context.

In this study, we use selective 2’-hydroxyl acylation analyzed by primer exten-

sion sequencing (SHAPE-Seq) v2.1 (Chapter 4) [123] to analyze the complete sequence

of RNA3 from CMV strain Bn57 infected cell lysates [359]. We directly compare the

structural features observed in lysates to those observed when refolding purified vi-

ral RNA in vitro and propose a secondary structure map of RNA3 consistent with our

SHAPE-Seq data. We also observe structural features in the 3’ UTR consistent with the

tRNA-like structure and replicase binding in cell lysates. This work is the first applica-

tion of high-throughput chemical probing to plant viruses and the first demonstration

of direct modification in plant cell lysates.
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8.3 Results and Discussion

To obtain structural information for the entire RNA3 of CMV strain Bn57, we used the

SHAPE-Seq v2.1 technique as described in Watters et al. [123] to analyze eight regions

approximately 250-400 nts each (Figure 8.2A). SHAPE-Seq provides structural infor-

mation about an RNA by covalently modifying positions that are structurally flexible.

The modifications are detected using reverse transcriptase, which stops one nt before

the modified position. Next-generation sequencing and bioinformatics then determine

the frequency and position of modifications across the entire RNA to determine each

nucleotides reactivity. The calculated reactivity map serves as a structural ‘fingerprint’

that can be used to restrain secondary structure predictions algorithms [123]. Below,

we compare the structural elements of RNA3 in three different contexts that include

in vitro transcribed RNA3 subgenomic segments, RNA from purified virions, and in-

fected cell lysates.

8.3.1 5’ UTR structural features

To date, little to no work has been done to characterize the structure of the RNA3 5’

UTR, which lacks the box-B motif present in the 5’ UTRs of RNA1 and RNA2. How-

ever, the appearance of many elements of the RNA3 5’ UTR are consistent across many

species, including a ‘UG’ repeat present in all subgroups and a direct repeat in sub-

group I [360], suggesting that the 5’ UTR is important for the viral life cycle.
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Figure 8.2: Structures of the isolated untranslated regions of CMV RNA3. (A) RNAs
used in this study. Priming locations for reverse transcription are indicated
with arrows. Red arrows indicate the priming site used to analyze each
UTR. (B) Secondary structure of the 5’ UTR folded using ShapeKnots [102]
with SHAPE restraints obtained from the average of refolded in vitro tran-
script probing experiments with the full RNA3 (m = 1.1, b = -0.3 [122]). (B)
Secondary structure from the middle of the IGR folded with SHAPE re-
straints as described in (A). The displayed structure agrees well with the
proposed structure in [354]. (C) Secondary structure of the 3’ UTR folded
with SHAPE restraints as described in (A), including a forced pseudoknot
interaction at the 3’ end [334] The structure matches well to previously ob-
served 3’ UTR structures [352].
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We performed SHAPE-Seq analysis on the RNA3 5’ UTR using a priming site start-

ing at the MP start codon (Figure 8.2A). We first began by analyzing in vitro purified

transcripts of the just the 5’ UTR, the 5’ UTR through the end of the IGR (5+I), and the

full length transcript to look for potential long-range interactions within the virus. In

general, the reactivity maps for the 5’ UTR are similar between the in vitro contexts,

however, the reactivity of the GUCGUGUUG nucleotide sequence (nts 40-48 and 62-

70) decreases when the MP ORF and IGR are present (Figure F.1). Interestingly, the

reactivity pattern of that sequence is similar between both repeats, suggesting it is in

the same structural context in both. These results may hint at a long-range interaction

between the 5’ UTR and either the MP ORF or IGR, although we did not observe any

direct evidence of one.

We also examined the 5’ UTR SHAPE-Seq reactivities in the context of the full

RNA3 sequence either purified from virions or probed directly in infected cell lysates,

although little difference was observed between the 5+I reactivity map and those for

the full RNA3. Next, we folded the 5’ UTR sequence with ShapeKnots [102] using

the SHAPE reactivities as restraints, resulting it the structure show in Figure 8.2B. The

same structure was observed when folding the entire RNA3 at once (Figure 8.3), in-

dicating that if there is a long-range interaction present it may involve non-canonical

base pairing or an unusual motif. Last, the lack of reactivity, or changes therein, of

the ‘UG’ repeats was surprising given that such a strongly conserved sequence would

be expected to participate in a defining structure or protein binding. However, there

is no clear evidence for an obvious role of the ‘UG’ repeat sequence from the SHAPE

reactivity data alone.
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8.4 IGR structural features

We next examined the IGR with SHAPE-Seq. First, we compared the 5+I RNA to the

full RNA3 sequence probed in lysates or in vitro, using RNA3 from purified virions or

in vitro transcripts. We observed generally similar reactivity trends between the puri-

fied virions and infected cell lysates, as well as the 5+I RNA, except for ∼40 nts near

the 3’ end (Figure F.2). There are two possible causes: 1) the 3’ end of the IGR inter-

acts with either the CP ORF or the 3’ UTR, or 2) there is high abundance of RNA4 in

the purified virus and lysate, which has a different structural context in that region.

The 5’ end of RNA4 (nt 1184 predicted) is at the beginning of the difference between

the reactivity maps, leading to the possibility that RNA4, if highly transcribed, has an

entirely different structural context than in the entire RNA3, as has been suggested by

Kwon and Chug [361]. However, because of the sequence homology between RNA3

and RNA4, SHAPE-Seq would be unable to measure individual structural motifs, and

would instead report a population average. To assess the possibility of structural in-

terference by RNA4, we also examined refolded full length RNA3 in vitro transcripts.

Interestingly, we observed that the 5’ and 3’ ends of the reactivity map of the refolded

transcripts did not match to either the 5+I RNA or the other full length RNAs. Instead,

the refolded transcripts had low reactivities in the 5’ end and high reactivities at the 3’

end. These differences may point to a possible interaction between RNA3 and RNA4

during folding.

Using the reactivities from experiments with refolded full length in vitro transcripts

to restrain ShapeKnots with the isolated IGR sequence yields the structure depicted

in Figure 8.2C. The structure we obtained contains an elongated stem-loop structure

that was originally proposed by Baumstark et al. in the brome mosaic virus [354].

They observed that the apical loop resembles the TΨC loop from tRNAAsp. However,
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restraining the IGR fold with the reactivity data from purified virions or infected cell

lysates results in an alternative branched structure (Figure F.3), but may be a result of

RNA4 altering the SHAPE-Seq results as discussed above.

8.4.1 3’ UTR structural features and replicase binding

Of the three UTRs in RNA3, the 3’ UTR is the most well-studied [331, 333, 335–337, 347,

349, 351, 352, 362], consisting of a series of stem-loops, some of which are thought to

contain pseudoknots, followed by the tRNA-like structure described above [331, 333,

335, 336, 351, 352]. Again, using ShapeKnots, we restrained the fold of the 3’ UTR the

refolded in vitro transcript RNA reactivity data and obtained the structure shown in

Figure 8.2D, which matches well to literature.

When comparing the lysate and purified virions in vitro refolding results, we ob-

served a few regions where the reactivities differed (Figure F.3). In the first 100 nts,

positions 1944, 1945, 1947, 1971, and 2003 of the isolated 3’ UTR appear higher in

vitro, while positions 1920, 1921, 1930, 1998, and 1999 appear higher in the lysate. All

of these bases appear in single-stranded regions according to our predicted structure

(Figure 8.3D), but the lack of larger windows of reactivity differences in the first 100 nts

of the 3’ UTR make it difficult to assign specific meaning to the observed differences.

We also observed higher reactivities in the in vitro data at positions 2154, 2155, 2164,

and 2165 of the isolated 3’ UTR. Of these nucleotides, A2154 and A2155 correspond

to the three-nucleotide apical loop of the SLC structure, with A243 being part of the

conserved CA dinucleotide motif. Positions U2164 and U2165 are in the nearby inner

loop of the SLC. The low reactivities in the lysate correspond directly to the binding

sites of the replicase [349, 362].

250



Our observation of replicase binding is one of the first examples of chemical prob-

ing being used to identify how proteins interact with viral RNA. By comparing chem-

ical probing data from infected cell lysates and in vitro refolding experiments, we can

obtain extra information about the role of RNA structure in viral replication.

Figure 8.3: Predicted secondary structure of CMV RNA3 using purified virions. Sec-
ondary structure prediction of the CMV RNA3 using the reactivities ob-
tained with the purified viral RNA to restrain the Fold algorithm of RNAs-
tructure [101] (m = 1.1 and b = −0.3). Coding regions are indicated with
yellow and non-coding regions with gray. As depicted the 3’ UTR tRNA-
like structure is incorrect due to the inability of Fold to include pseudoknots
in structural predictions.
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8.4.2 Complete reactivity map of RNA3

Last, we used SHAPE-Seq to examine the entire RNA3 structure of refolded in vitro

using purified viral RNA and in vitro transcripts as well as infected cell lysates us-

ing eight priming locations. The window of reactivities measured from each prim-

ing location was normalized such that the average reactivity value across it was one.

The windows were then assembled together, and overlaps were resolved by selecting

whichever priming location generated more sequencing reads (Figures F.5 and F.6).

We then used the complete RNA3 reactivity map from purified virions to re-

strain a secondary structure fold of RNA3 using the Fold algorithm of RNAstructure

(Figure 8.3) [101]. The RNA3 structure appears highly branched with many short stem-

loops. When folded the context of the entire RNA3 with the purified virion data we

observed that the IGR and 3’ UTR did not fold independently, but instead interact with

the coding regions. Both the purified virion and infected cell lysate data generated the

same restrained fold (Figure 8.3). As before, we also did not observe the elongated

stem-loop observed in Baumstark et al. [354]. We also observed an incorrect fold for

the 3’ UTR lacking the pseudoknot, but it is mainly due to the inability of Fold to find

pseudoknotted structures. Interestingly, folding the entire RNA3 with the reactivity

data from the in vitro transcripts yields a different structure than the RNAs generated

from lysate or virions (Figure F.7). The alternate structure from the in vitro transcript

data does exhibit the expected elongated stem-loop structure in the IGR as well as the

correct structure for the tRNA-like structure in the 3’ UTR (except for the pseudoknot

interaction that is outside the capabilities of Fold). The differences between the two

structures are likely due to the presence of the rest of the viral RNAs (RNA1, RNA2,

RNA4), which may interact with each other in a previously unknown fashion.
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8.5 Conclusion

The high-throughput nature of techniques like SHAPE-Seq is making genome-level

structural information increasingly accessible for RNA viruses. In this work, we have

provided structural information for CMV RNA3 that will assist other researchers to

unlock the remaining secrets of the CMV replication life cycle. We have also outlined

a general approach for looking for important structural features by comparing in vitro

structural measurements to those made directly in cell lysates. We expect that similar

structural studies like ours will greatly speed up the rate of discovery of new and

exciting RNA viral replication mechanisms.
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8.7 Materials and Methods

8.7.1 RNA preparation

Run-off DNA templates were constructed for the isolated UTRs by amplifying the

Bn57-CMV RNA3 UTR sequences in pBn57-3 [359] with Taq polymerase (New Eng-

land Biolabs) and primers that bracket the UTR sequences. The forward primers con-

tained a 17 nt T7 RNA polymerase promoter. Transcription reactions (1.0 mL, 37 ◦C,

1214 h) contained 40 mM Tris (pH 8.0), 20 mM MgCl2, 10 mM DTT, 2 mM spermidine,

0.01% (vol/vol) Triton X-100, 5 mM each NTP, 50 µL of PCR-generated template, 0.04

U/µL SuperaseIN RNase Inhibitor (Ambion), and 0.1 mg/mL of T7 RNA polymerase.

The RNA products were purified by denaturing polyacrylamide gel electrophoresis,

excised from the gel via UV shadowing, and recovered by passive elution and ethanol

precipitation. The purified RNA was dissolved in 50 µL TE buffer pH 8.0. Concentra-

tions were measured with the Qubit Fluorometer (Life Technologies).

Cell lysates were prepared by grinding 20 mg of symptomatic N. tabacum leaf, in-

oculated two weeks prior with Bn57-CMV, in lysis buffer (150 mM KCl, 25 mM Tris pH

7.5, 5 mM EDTA, 5 mM MgCl2, 0.5% NP-40, 1X HALT protease inhibitor cocktail (Ther-

moFisher), 0.5 mM DTT, 100 U/ml RNase OUTTM (ThermoFisher) and snap frozen in

liquid nitrogen. Virion RNA was isolated by taking 100 µL of purified virions and

adding 400 µL phenol, 100 µL chloroform, and 100 µL disruption buffer (200 mM Tris

pH 8.5, 1M NaCl, 2 mM EDTA, 1% SDS). This mix was then vortexed for 30 seocnds

and centrifuged at 13,000 x g for 5 min. The supernatant was then transferred to a new

tube along with 100 µL phenol and 50 µL chloroform, vortexed again for 30 seconds,

and centrifuged at 13,000 x g for 5 min. Nucleic acids in the resulting supernatant were

then ethanol precipitated and resuspended in 50µL sterile distilled water.
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8.7.2 RNA modification and purification

Frozen cell lysates were first thawed slowly on ice, then quickly spun to pellet any

cell debris. The cleared lysates were then incubated at 20 ◦C for 15 min. Then 180

µL of the cleared lysates were added to either 20 µL dimethyl sulfoxide (DMSO; (-)

control) or 65 mM 1-methyl-7-nitroisatoic anhydride (1M7; (+) sample) in DMSO and

incubated for 5 min at 20 ◦C to complete modification. Then 600 µL of TRIzol reagent

(Life Technologies) was added to the lysate samples and extracted according to the

manufacturer’s protocol using 20 mg of glycogen as a carrier. The resulting pellet was

dissolved in 10 µL RNase-free H2O. For purified RNA samples 3 µg of viral RNA, or

10 pmol of in vitro transcribed RNA, were dissolved in 12 µL of RNase-free H2O then

incubated for 95 ◦C for 2 min and snap-cooled on ice for 1 min. The viral RNA was

refolded by adding 6 µL of 3.3X folding buffer (333 mM HEPES, 333 mM NaCl, 33 mM

MgCl2) and incubating at 20 ◦C for 20 min. Then, the 18 µL of folded viral RNA were

split, adding 9 µL of RNA to 1 µL of either DMSO or 65 mM 1M7. The RNAs were

modified for 3 min at 20 ◦C then ethanol precipitated, using glycogen as a carrier, and

dissolved in 10 µL RNase-free H2O.

8.7.3 Reverse transcription

To the 10 µL of modified RNA (or unmodified control), 3 µL reverse transcription

primer mix was added, containing 0.5 µM of each oligonucleotide A-H (Table F.1),

spanning the length of RNA3. The resulting mix was heated to 95 ◦C for 2 min, then

incubated at 65 ◦C for 5 min before placing on ice for ∼30 seconds. Next, 7 µL of SSIII

master mix was added, containing: 0.5 µL of Superscript III (Life Technologies), 4 µL

5X First Strand Buffer (Life Technologies), 1 µL 100 mM (DTT), 1 µL 10 mM dNTPs,
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and 0.5 µL RNase-free H2O. The complete reaction mix was then incubated at 42 ◦C for

1 min, followed by extension at 52 ◦C for 25 min and deactivation at 65 ◦C for 5 min.

The RNA was hydrolyzed by addition of 1 µL of 4 M NaOH solution and heating to 95

◦C for 5 min. The basic solution containing the cDNA was partially neutralized with

2 µL of 1 M HCl and precipitated with 69 µL cold EtOH with thorough washing with

70% EtOH. The washed pellet, free of base, was dissolved in 22.5 µL of nuclease-free

H2O.

8.7.4 Adapter ligation

To the cDNA, 3 µL 10X CircLigase Buffer (Epicentre), 1.5 µL 50 mM MnCl2, 1.5 µL 1 mM

ATP, 0.5 µL 100 µM DNA adapter (oligonucleotide I; Table F.1), and 1 µL CircLigase I

(Epicentre) were added. The reaction was incubated at 60 ◦C for 2 hr, then 80 ◦C for

10 min to inactivate the ligase. The ligated DNA was EtOH precipitated with 20 mg

glycogen as a carrier and dissolved in 20 µL of nuclease-free H2O. Then the cDNA was

purified using 36 µL of Agencourt XP beads (Beckman Coulter), according to manu-

facturer’s instructions and eluted with 20 µL TE buffer.

8.7.5 Quality analysis

For quality analysis (QA), a separate PCR reaction for each (+) and (-) sample was

mixed by combining: 13.75 µL nuclease-free H2O, 5 µL 5X Phusion Buffer (New Eng-

land Biolabs), 0.5 µL 10 mM dNTPs, 1.5 µL of 1 µM labeling primer (oligonucleotides

J/K; Table F.1), 1.5 µL of 1 µM primer PE F (oligonucleotide L; Table F.1), 1 µL of 0.1 µM

selection primer mix (0.1 µM each of oligonucleotides M-T or U-AB; Table F.1), 1.5 µL
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ssDNA library (+ or -), and 0.25 µL Phusion DNA polymerase (New England Biolabs).

Both fluorescent primers were purchased from Applied Biosystems and the selection

primers were purchased from Integrated DNA Technologies. Phosphorothioate modi-

fications were added to prevent the 3’→5’ exonuclease activity of Phusion polymerase

(Table F.1). Amplification was performed for 15 cycles, then 50 µL nuclease-free H2O

was added, and the diluted reaction was ethanol precipitated. The resulting pellet was

dissolved in formamide and analyzed with an ABI 3730xl capillary electrophoresis de-

vice.

8.7.6 Library preparation and next generation sequencing

To construct sequencing libraries, a separate PCR for each (+) and (-) sample was mixed

by combining: 33.5 µL nuclease-free H2O, 10 µL 5X Phusion Buffer (New England Bio-

labs), 0.5 µL 10 mM dNTPs, 0.25 µL of 100 µM TruSeq indexing primer (oligonucleotide

AC; (Table F.1)), 0.25 µL of 100 µM primer PE F, 2 µL of 0.1 µM selection primer mix

(+ or -, as noted above), 3 µL ssDNA library (+ or -), and 0.5 µL Phusion DNA poly-

merase (New England Biolabs). Amplification was performed as indicated in ‘Quality

analysis’ above. Completed reactions were chilled at 4 ◦C for 2 min before addition of

5 U exonuclease I (New England Biolabs) to remove unextended primer. The reactions

were then incubated at 37 ◦C for 30 min. After incubation, the libraries were purified

using 90 µL of Agencourt XP beads (Beckman Coulter) according to manufacturer’s

instructions. The complete libraries were eluted with 20 µL TE buffer and quantified

with the Qubit 2.0 Fluorometer (Life Technologies).

To prepare the libraries for sequencing, the average length of each sample was

determined using the results from the quality analysis in order to calculate the molarity
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of each (+) or (-) separately. Sequencing pools were mixed to be equimolar, such that all

of the sequencing libraries were present in the solution at the same level. Sequencing

was performed on the Illumina MiSeq using 2x35 bp paired end reads.

8.7.7 Data analysis with Spats

Reads analysis was performed with Spats v1.0.0 (https://github.com/LucksLab/

spats/releases/), using cutadapt v1.5 [267] and Bowtie 0.12.8 [182] to do the

adapter removal pre-processing. Because of the length of RNA3 and the tendency of

reverse transcriptase to ‘fall off’ during RT, the output of Spats contains distinct win-

dows of ∼300-400 nt of meaningful reactivity data upstream of each priming site. To

combine all of the reactivity data together the calculated βi reactivity values for each

nucleotide i, representing the probability that nucleotide i was modified, were first

normalized to Bi values within each reactivity window according to:

Bi =

L
∑

j=1

βiL

β j

(8.1)

where L is the length of the reactivity window. At overlapping positions between

reactivity windows, the number of good alignments present in each window deter-

mined where the boundary lines were drawn. If both windows exhibited similar read

alignments, the window of the RT priming site closer to the 3’ end of RNA3 was se-

lected.
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CHAPTER 9

STRUCTURAL FEATURES OF PROTEIN BINDING WITH RNASE P AND ITS

SUBSTRATES

9.1 Abstract

RNase P is an ancient enzyme present in all three domains of life, best known for

its role in cleaving the 5’ leader of precursor tRNAs (pre-tRNAs) during tRNA matura-

tion. Two types of RNase P exist in nature: a well-studied ribozyme, which functions as

part of a ribonucleoprotein (RNP), and a proteinaceous version (PRORP) that exists in

eukaryotes. In this work, we used SHAPE-Seq to study how protein cofactor binding

to the archaeal RNase P ribozyme alters the RNA’s structural features. Specifically, the

binding of the L7Ae protein to kink-turns present in the substrate specificity domains

of Methanocaldococcus jannaschii (Mja) and Pyrococcus furiosus (Pfu) RNase P RNA led

to pronounced decrease in the reactivity of sites interacting with the L7Ae protein. We

also examined changes that occur in a pre-tRNA when it binds a proteinaceous RNase

P. We also provide experimental evidence to show that PRORP binds to nucleotides

in the D-loop of pre-tRNA and loosens the D stem. Collectively, our results demon-

strate how SHAPE-Seq can be used as a tool to infer protein-RNA interactions, which

determine the structure and function of RNase P in different evolutionary contexts.

The work presented in this chapter was done in collaboration with the Gopalan Lab at the Ohio
State University.
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9.2 Introduction

RNase P was one of the first ribozymes ever discovered [363, 364]. Ribozymes are

RNAs that perform catalysis [2], and their discovery began a new chapter in our bio-

logical understanding of the roles RNA plays in the cell [154]. RNase P cleaves a host

of RNAs including 4.5S RNA (in bacteria), precursor tmRNA, mRNA transcripts, ri-

boswitches, and precursor tRNAs (pre-tRNAs) [365–368]. However, RNase P is most

commonly known for its major cellular function of cleaving the 5’ leader sequences

from pre-tRNAs (Figure 9.1A) [201, 205, 369, 370]. Mature tRNAs are critical for cell vi-

ability [371], as they are key adaptors for translation of the triplet code. However, they

are typically transcribed in a pre-tRNA form that is not easily recognized by aminoa-

cyl transferases, the proteins that ‘charge’ tRNAs for translation. RNase P binds these

pre-tRNAs and cleaves the 5’ leader sequence as part of the tRNA maturation process

[201, 205, 369, 370]. Interestingly, all forms of life have some type of RNase P, making

it one of the most conserved RNAs known (Figure 9.1B) [149].

Most structures of bacterial and archaeal RNase P RNA fall into one of a few types.

Bacterial RPRs can be classified as type A (ancestral), B (Bacillus), or C (Chloroflexi)

[372, 373]. Meanwhile, archaeal RPRs are classified as type A, M (Methanococci), or T

(Pyrobaculum) [374–378]. Most of the five unique types maintain a pair of conserved

motifs that are important for substrate recognition (the ‘S’ domain) and catalysis (the

‘C’ domain) (Figure 9.1C-E). The S and C domains fold independently to form the

conserved core of RNase P and are sufficient for activity with certain RPRs without

assistance from protein cofactors [370]. In different species the structural periphery,

which includes regions for protein cofactor binding, differs in how it forms around

the core. In bacteria, a single protein interacts with the RPR to improve catalysis, but

further in the evolutionary timeline the number of RNase P protein cofactors tends to
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increase while the catalytic activity of the isolated RPR decreases [11, 205]. Archaeal

RNase P has ≥5 or more protein cofactors (including one ribosomal protein), while the

human RNase P holoenzyme contains at least 10 proteins [11]. One theory suggests

that the increasing number of proteins provides a higher level of processing flexibility

and fidelity [379].
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Figure 9.1: Characteristics of RNase P. (A) RNase P cleaves the 5’ leader of a precur-
sor tRNA (pre-tRNA) at the site indicated as part of the tRNA maturation
process. (B) RNase P is a well-conserved RNA that spans all three domains
of life. Over evolutionary history, bacterial RNase P RNAs (RPRs) evolved
to work in concert with 1 protein cofactor. Archaeal and Eukaryal RPRs
evolved to work with multiple proteins. Three example RPRs are shown
for Escherichia coli (E. coli), Pyrococcus furiosus (Pfu), and Methanocaldococcus
jannaschii (Mja) in (C), (D), and (E) as prototypes for bacterial type A and ar-
chaeal types A and M, respectively. The specificity domain (S domain) and
catalytic domain (C domain) are indicated with light blue and black, respec-
tively. Predicted (Mja) [153] and discovered (Pfu) [152] kink-turn motifs in
the archaeal RPRs are marked in red in (D) and (E).
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The structures have been solved for the proteins that interact with the bacterial and

archaeal RPRs [380–384], leading to a great deal of insight into how the bacterial protein

interacts with its RPR to improve substrate recognition [205, 370, 373]. However, the

roles that the protein components serve in archaeal and eurkaryal RNase P remains

poorly understood [373], although it is known that two of the archaeal proteins im-

prove substrate affinity [385], and two others increase turnover rate [386]. The fifth ar-

chaeal RPR protein cofactor was recently discovered to be the ribosomal protein L7Ae

[153], known to interact with an RNA motif known as a kink-turn [387]. The binding of

L7Ae to kink-turns within both M type and A type archaeal RPRs was demonstrated

using Methanococcus maripaludis (Mma) [153] and Pyrococcus furiosus (Pfu) [152]. The

addition of L7Ae along with the other four aforementioned proteins increased the op-

timal reaction temperature and cleavage rate to nearly the activity observed with the

native holoenzyme [152].

The discovery of a proteinaceous RNase P (PRORP) in Arabidopsis thaliana [388]

and human [389] that did not contain an RPR showed that RNase P could use either

an RNA- or protein-based active site. In Arabidopsis, three different PRORP proteins

function as single proteins to process pre-tRNAs [150], unlike the human PRORP that

exists as part of a three-protein complex [390]. One of the Arabidopsis PRORP variants

(PRORP1), which was localized to mitochondria and chloroplasts, has the ability to

rescue an RNase P knockout in E. coli, demonstrating the same functional equivalency

as the bacterial RNase P [150, 391]. Interestingly, PRORP does appear to maintain

the general organization of two domains that separately manage RNA binding and

catalysis (Figure 9.2) [150, 201, 392, 393].
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Figure 9.2: Proteinaceous RNase P structure. (A) Structure of the proteinaceous RNase
P from A. thaliana (PRORP1), colored by domain. The PPR domain (red) is
responsible for pre-tRNA recognition, the metallonuclease domain (blue)
cleaves the 5’ leader sequence, and the central domain (yellow) links the
PPR and metallonuclease domains. (B) Proposed structural docking of
PRORP1 on to a tRNA structure. The PDBs used were originally deposited
by Howard et al. [394] (PRORP1; 4G23) and Byrne et al. [103] (tRNAphe;
3L0U).

In this work, we examine the role that protein binding has on RNA structure in

terms of RNase P substrate recognition and cleavage, both from the viewpoint of the

‘classical’ ribozyme RNase P, via the archaeal Mja (archaeal type M) and Pfu RPRs, as

well as PRORP1 from A. thaliana organelles (herein referred to as simply ‘PRORP’). By

examining changes in the nucleotide flexibilities before and after protein addition, we

locate protein-binding sites within the RPRs or pre-tRNAs (for PRORP experiments)

and suggest how the bound proteins might alter local structures to promote substrate

recognition and/or cleavage.
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9.3 Results and Discussion

9.3.1 L7Ae binds kink-turn motifs in archaeal RNase P

We began our study on the role of protein binding on RNase P structure and function

with two archaeal ribozymes from Pyrococcus furiosus (Pfu) and Methanocaldococcus jan-

naschii (Mja) (Figure 9.1D,E). In both species, four RNase P proteins (RPPs) have been

identified [11] that bind their RPRs as two distinct heterodimers to improve substrate

recognition and catalysis [385, 386, 395–398]. Recently, a fifth protein, L7Ae, a well-

characterized protein class known to bind RNA kink-turn motifs in a variety of cellular

contexts [399, 400], was identified as an archaeal protein cofactor [153, 401]. The L7Ae

binding site within the Mma RPR was found by searching within the RPR sequence

for potential kink-turn motif sites and either functionally testing each potential site by

mutational analysis [153] or directly modifying the L7Ae protein with an iron com-

plex to locally cleave the RPR via generated hydroxyl radicals [152]. However, both

methods are time/labor intensive and not likely to be used to experimentally validate

kink-turns in a large set of RPRs or other RNAs.

To rapidly identify L7Ae binding sites, we applied the recently developed SHAPE-

Seq v2.1 technique [123] to search for regions in the RPRs that exhibit decreased RNA

flexibility upon binding to L7Ae. We first examined the Pfu RPR, as two different kink-

turn motifs had been previously identified within it, and both serve as L7Ae binding

sites [152].

By comparing the relative reactivity of each nucleotide within the Pfu RPR with

and without the addition of the Pfu L7Ae protein, we were able to observe how L7Ae

binding affects RPR structure (Figures 9.3A and G.1). Notably, we see reactivity de-
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creases in both sites previously identified to contain kink-turns. Interestingly, while

the reactivity drops are clear for first kink-turn (indicated by red shading), the second

kink-turn (indicated with blue shading) exhibits a weaker change in reactivity, mainly

due to the overall lower flexibility in the region before L7Ae addition. The proximity

of a pseudoknot within the C-domain kink-turn 2 to may serve to stabilize the sheared

G•A base pairs, which are not as stable in kink-turn 1 (Figure 9.1C). In fact, the pres-

ence of L7Ae may be required to stabilize kink-turn 1 for its binding or, alternatively,

the properly formed kink-turn 1 exists rarely in the RPR structural population, but

long enough for L7Ae to bind and drive the equilibrium of the structural population

as a whole toward the L7Ae-bound form.

267



Figure 9.3: Characterization of L7Ae binding in the two archaeal RPRs from Pyrococ-
cus furiosus (Pfu) and Methanocaldococcus jannaschii (Mja). (A) Differences in
Pfu RPR reactivity after Pfu L7Ae is added during in vitro folding. The two
kink-turn motifs present in Pfu RPR are highlighted in red and blue. When
L7Ae is added, kink-turn reactivities decrease (insets). Side by side bars for
the entire Pfu RPR can be found in Figure G.1. Data represent an average of
two or four replicates with or without L7Ae present, respectively. (B) Same
analysis as (A) for the Mja RPR, which contains only 1 kink-turn motif high-
lighted in green. Zoomed regions surrounding the kink-turn demonstrate
that both Mja and Pfu L7Ae can bind the Mja RPR kink-turn and lower re-
activity. Side by side bars for the entire Mja RPR can be found in Figure G.2.
Data represent an average of two replicates for Mja RPR without L7Ae, one
replicate each with L7Ae. All error bars in (A) and (B) represent one stan-
dard deviation. (C) Secondary structures of the kink-turns highlighted red,
blue, and green above for Pfu kink-turn 1, Pfu kink-turn 2, and the Mja
kink-turn, respectively. Nucleotides are colored according to reactivity in-
tensity with and without the indicated L7Ae protein. High reactivities in
certain kink-turn positions suggest single-strandedness and are thus drawn
as such.
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We also examined the Mja RPR with SHAPE-Seq to locate a potential L7Ae bind-

ing site, as suggested by comparison to the known binding site in the closely related

Mma RPR [153]. Upon examining the reactivity maps of the Mja RPR with and with-

out L7Ae, we were quickly able to locate a large region of decreased reactivity in the

presence of L7Ae between nucleotides (nts) 126-141 and 147-153 (Figures 9.3B,C and

G.2). Like kink-turn 1 in the Pfu RPR, the kink-turn motif in the Mja RPR appears to

be fairly unstructured without protein binding (Figure 9.1C). We also observed that

the stabilizing of the Mja RPR kink-turn led to increased reactivities in the loop be-

tween nts 141-146 (Figure 9.1E). Interestingly, we found that L7Ae from Pfu could enact

the same structural changes in the Mja RPR, leading to even higher reactivities in the

aforementioneD-loop.

By observing reactivity changes in RPR with SHAPE-Seq, we can gain insight into

how the RPPs and L7Ae remodel RNase P for faster and more accurate pre-tRNA pro-

cessing [402].

9.3.2 Observing the independence of the S and C domains with

SHAPE-Seq

Past work has demonstrated that the S and C domains of RNase P fold independently

[403, 404], making it possible to generate functional circular permutants [71, 405].

These circular permutants are created by disrupting the RPR sequence in a loop to

create new 5’ and 3’ ends while also linking the original 5’ and 3’ ends together to cre-

ate a new loop (Figure 9.4A). Changing the RPR termini generates new contexts for

RNA folding, potentially aiding overcoming folding traps [71].
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Figure 9.4: Analysis of an Mja RPR circular permutant. (A) Structure of the Mja RPR
circular permutant (cp) studied. Bases in lowercase were artificially added
to create the cp. (B) Alignment of the equivalent nucleotides between the
wt and cp Mja RPR, numbered according to each nucleotide’s position in
its respective RPR context. The reactivity maps match well between the wt
and cp, except for nts 210-250 (wt numbering), suggesting that either the
circular permutant introduces some instability in that region, or that the
data is noisy in that region. The highlighted region represents nts 59-66
in the artificially added sequence to connect the wt 5’ and 3’ ends. Two
additional 5’ Gs were included in the Mja RPRs that are not shown. The
reactivity data shown for the wt is an average of 2 measurements with error
bars that represent one standard deviation.
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To examine the modularity of the RNase P domains, we collected SHAPE-Seq

data on a circular permutant (cp) of the Mja RPR and compared it to the wt Mja RPR

(Figure 9.3). Across the Mja RPR, we found remarkable similarity in the reactivity pat-

terns between the wt and cp. One major difference did exist, however, as the first 45 nts

of the cp construct exhibited much higher reactivities than the wt. It is unclear whether

this difference was due to a lack of experimental replicates or a destabilization effect

introduced by the circular permutation. Due to the averaging nature of the ρ reactivity

measurement (as the sum of all ρ values equals the length of the RNA), the increased

reactivity at the 5’ end of the cp RPR leads to lower reactivities downstream. Further

experiments would need to be performed to discern the cause of the high reactivities.

We also examined the C domain of the Pfu RPR in isolation relative to the complete

RPR (Figure G.3). As expected, the reactivity traces of the isolated C domain match

very well to the complete RPR, except across nts 223-229 (in the wt numbering) where

reactivities are higher for the isolated domain. However, these nts directly abut the

junction point between nts 63 and 223 (wt numbering) that distinguishes the C domain.

Likely, these nucleotides lose some of their structure, and thus increase in reactivity, to

allow the nearby pseudoknot to form.

9.3.3 PRORP Binds the D-loop of pre-tRNAs

While there is an expansive amount of literature discussing the RNase P ribozyme,

the proteinaceous versions of RNase P, which were discovered only eight years ago,

are not as well understood [150, 388–393, 406–409]. Conservation analysis and crys-

tal structure data have indicated that PRORP1 in plant mitochondria and chloroplasts

is organized into an RNA binding domain containing multiple pentatricopeptide re-
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peat (PPR) motifs and a metallonuclease (NYN) domain [150, 409]. Interaction studies

between PRORP and its pre-tRNA substrate have suggested that the PPR domains rec-

ognize the D-loop/TΨC loop stack to bring the NYN domain in proximity to the 5’

leader sequence for cleavage [393, 408, 409]. However, these studies relied on the use

of local protection assays that are subject to solvent accessibility biases and therefore

exhibit too much noise to clearly identify single-base interactions between PRORP and

its pre-tRNA substrate.

To gain a better understanding of the interactions occuring between PRORP and

its substrate, we again turned to SHAPE-Seq v2.1 [123] to identify reactivity changes

within the pre-tRNA upon PRORP binding. We began by analyzing the Arabidopsis

pre-tRNACys in isolation before adding the wt PRORP, also from Arabidopsis (PRORP1),

in calcium buffer to prevent cleavage. Upon PRORP addition to 5-fold excess, we ob-

served a drop in the reactivities of G22 and G23 in the D-loop, as well as an increase in

A24 (Figure 9.5). Nucleotides in the D stem also appeared to show a modest increase in

reactivity, although the signal/noise ratios are not high. Interestingly, no clear reactiv-

ity changes are observed in the TΨC loop, although the loop is generally unreactive to

the SHAPE probe without PRORP [122], a fact that makes mapping changes difficult.

Next, we examined the effect of the K101A and K439A mutations previously de-

scribed in Chen et al. on the ability of PRORP to bind pre-tRNA [393]. The K101A

mutation occurs in the PPR domain, and the K439A mutation in the NYN domain.

Comparing the wt PRORP binding to the mutants revealed very similar patterns (Fig-

ures 9.6 and G.4), with all three variants exhibiting protection of G22 and G23. Also,

slight reactivity increases in the D stem were again observed for all variants. These

results, in combination with those from Chen et al. [393], suggest that while K101 is

localized to the D/TΨC loop stack, it is not likely interacting with the pre-tRNA.
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Figure 9.5: PRORP binds to the D-loop of pre-tRNACys. Shown at the top is secondary
structure of pre-tRNACys from Arabidopsis with a 5 nt leader sequence. The
nucleotides are colored by reactivity intensity (bars, bottom) after refolding
in vitro with Ca2+ buffer in the absence (left) or presence (right) of 5-fold
excess PRORP. Nucleotides G22 and G23 show clear decreases in reactivity
upon PRORP binding, while neighboring nucleotides in the D stem exhibit
increases. The boxes and tan shading represent the same nucleotide posi-
tions, which were observed to exhibit protection from PRORP in Gobert et
al. [392]. No decreases in the TΨC loop were observed in the presence of
PRORP, however the TΨC loop exhibited low reactivity in the absence of
PRORP, making changes hard to detect.
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Figure 9.6: PRORP mutants exhibit similar pre-tRNA binding patterns as the wt.
The difference in reactivity that occurs upon addition of 20-fold excess of
PRORP is shown for the wt PRORP as well as two mutants: K101A and
K439A from Chen et al. [393]. The D-loop is highlighted with tan. The
K101A mutation occurs in a PPR domain within PRORP important for sub-
strate binding (and exhibited a high degree of protection with pre-tRNA
[393]), while the K439A mutation is in the NYN domain. However, when
either mutant PRORP is incubated with pre-tRNACys roughly the same
changes in reactivity are observed as the wt. The consistency of this re-
sult suggests that while K101 is likely near a critical residue in PRORP for
pre-tRNA binding, K101 itself is not crucial for substrate binding. Data rep-
resent an average of two replicates for wt PRORP and one replicate each for
the mutants. The individual reactivity maps can be found in Figure G.4.
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We also examined an alternate form of the pre-tRNA containing longer leader

and trailer sequences with the expectation that the increased number of bases may

reduce the run-to-run variability that we observed in SHAPE-Seq data of the pre-

tRNA/PRORP binding experiments. We performed the same PRORP binding experi-

ment in triplicate, observing the same features as described above, although one repli-

cate contributed to a considerable amount of noise (Figure G.5).

no PRORP

with PRORP

D-Loop

pCys pre-tRNA
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UGGAGACGGGGUGGGGCUUGUAGCUCAGAGGAUUAGAGCACGUGGCUACGAACCACGGUGUCGGGGGUUCGAAUCCCUCCUCGCCCA

Figure 9.7: Direct priming two pre-tRNAs shows similar patterns of PRORP protec-
tion. In both pCys and pArg pre-tRNAs, we observe protection of two
bases in the D-loop when PRORP is present. In pCys, it is positions 4 and
5 in the D-loop that are protected, while positions 5 and 6 are protected for
pArg.
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Last, we examined the cysteine and arginine pre-tRNAs, pCys and pArg, respec-

tively, with longer 3’ tails in order to directly prime the RT reaction, thus removing

the need for ligation. Again, we observed protections in the D-loop from the addition

of PRORP in both pre-tRNAs, providing evidence that PRORP recognizes the D-loop,

regardless of the anticodon sequence. Interestingly, however, the protected bases were

different in the two pre-tRNAs, with positions 4 and 5 protected in pCys and 5 and 6

in pArg. The difference in the protected positions may be due to the local 3D context

of the loop nts, given that both dinucleotide pairs are in the center of their respective

D-loops.

9.4 Future work

The preliminary data collected in this work demonstrates that SHAPE-Seq is a useful

tool to examine protein binding in the context of RNase P biochemistry. We observed

clear reactivity changes associated with L7Ae binding to RPRs as well as decreases in

D-loop reactivities in pre-tRNAs bound by PRORP. We outline future directions that

are likely to be productive.

9.4.1 Examining other RPRs and RPPs with SHAPE-Seq

Our initial studies of RPRs contained a larger set than just Mja and Pfu, and suggested

that similar SHAPE-Seq measurements could be made for other RPRs with variable

sizes and GC content. By extension, RPRs from other domains would be amenable to

SHAPE-Seq analysis and could provide useful insight into RPR structure and catalysis.

This would be particularly valuable for eukaryal RPRs, as little is known about them.
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Our promising results with L7Ae highlight the potential to gather information

about RPP binding via SHAPE-Seq. While less useful for bacterial RPRs, as the crystal

structure of the RPP-RPR complex has been solved [195], the archaeal and eukaryal

RPPs are less well characterized. For example, the four archaeal RPPs have been as-

signed functions [385, 386, 395–398], but the exact binding sites are unknown and no

crystal structure exists. The difficulty in determining the locations of RPP binding sites

in a wide variety of species is compounded are new families RPRs are constantly being

discovered with different structural motifs [375, 378].

While studies to assay the effect of RPP binding on RPR catalytic activity are fairly

straightforward, determining a binding site could require time-consuming mutagen-

esis and RNA cleavage studies [152]. Using the SHAPE-Seq approach, the wt RPPs

and RPRs can be used directly in the experiment without modification, removing the

concern of complicating side effects from potentially altering the RNA or protein form

and/or function. It is conceivable that the entire RPR/RPP assembly process can be

monitored with SHAPE-Seq reactivity changes. The one drawback, however, is the

inability of SHAPE-Seq to resolve protein binding in structured regions, where reac-

tivities are very low and do not change upon binding to RPPs.

9.4.2 Studying RNase P inside cells

Much of the work on RNase Ps has been performed in vitro, outside of the cellular

context. In another study (Chapter 3), we demonstrated that in-cell SHAPE-Seq can

probe endogenous RNAs in living cells and obtained a reactivity map for the E. coli

RPR in the cell [113]. Comparing in vitro and in-cell reactivity maps of RPRs could yield

information about cellular state and tRNA processing and potentially help identify
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new protein cofactors. It would also be exciting to see in-cell SHAPE-Seq data collected

for archaeal RPRs, as little to no work has been done to examine RNA structures inside

living archaea.

9.4.3 Obtaining a deeper understanding of PRORP binding

The method by which PRORP binds pre-tRNAs is still fairly unknown. To improve our

understanding of PRORP binding, we are currently measuring pre-tRNAs with long

trailers in order to use the SHAPE-Seq technique with direct priming for reverse tran-

scription, as opposed to ligation. We expect to map reactivity changes that occur upon

PRORP binding with greater accuracy than we have achieved up to now (Figure G.5).

Beyond just observing PRORP binding in the D-loop, understanding what the reac-

tivity changes in the pre-tRNA physically mean may reveal functional roles of PRORP.

Given the observed increase in reactivities in the D stem, one possibility is that either

PRORP binds pre-tRNAs when they are in a λ conformation, or that PRORP binding

rearranges the pre-tRNA into the λ-form (Lai, Chen, and Gopalan, personal commu-

nication; Figure G.6) [410]. If indeed the λ-form is preferred by PRORP, there could

be greater implications for how tRNA modification enzyme bind and process tRNAs,

especially when considering the unusual forms some tRNAs maintain in non-nuclear

organelles, where PRORP is found. The λ-form binding preference of PRORP might

distinguish it from the RPR, and suggest that despite convergent evolution the RNA-

and protein-based active sites may recognize different pre-tRNA conformations.
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9.4.4 Cotranscriptional Folding of RNase P ribozymes

Many RPRs can function as true ribozymes, not requiring protein cofactors to cleave

pre-tRNA 5’ leader sequences. However, in vitro assays are constantly plagued with

misfolded structures that are not catalytically active. The order of folding of the RNase

P domains has been implicated as the culprit since in vitro refolding does not cap-

ture the cotranscriptional folding elements of RPR synthesis, and circularly permutant

RPR variants exhibit different levels of correct folding [71, 393]. If cotranscriptionally

folded, one would expect the entire S domain to fold first before the C domain because

the C domain would not have been synthesized yet.

To test the effects of the order of folding, a cotranscriptional SHAPE-Seq experi-

ment (Chapter 5) could be done on the wt RPR, as well as a few circular permutants.

It would also be interesting to combine elements of the RPP binding studies proposed

above to understand when and where RPPs bind during folding. These experiments

represent a significant challenge to the cotranscriptional SHAPE-Seq technique (as it

exists at the time this passage was written) in terms of length, as some RPRs can be

much longer than RNAs studied so far. However, we are making progress in that area

(Chapter 6).
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9.6 Materials and Methods

9.6.1 RNA folding and modification

All purified RNAs and proteins were provided by the Gopalan Lab at Ohio State Uni-

versity.

Experiments examining RNase P RNA structures were performed by first dissolv-

ing 1 pmol of the RNase P RNA in 12 µL H2O and incubating it at 50 ◦C for 50 min

followed by 37 ◦C for 10 min. Subsequently, 6 µL of 3.3X acetate buffer (50 mM Tris-

acetate (pH 8), 800 mM NH4OAc, and 10 mM Mg(OAc)2 or Ca(OAc)2) were mixed

with the RNA solution before addition of either 1 µL 10 µM L7Ae protein (in 1X acetate

buffer) or 1X acetate buffer only. The RNA was then incubated for another 10 min at 55

◦C. Modification was performed by adding 9.5 µL of the folded RNA to 0.5 µL of either

dimethyl sulfoxide [DMSO; (-) control] or 130 mM 1-methyl-7-nitroisatoic anhydride

in DMSO [1M7; (+) sample] and incubating for 2 min at 55 ◦C. To both (+) and (-) re-

actions, 40 µL of nuclease-free H2O were added followed by 150 µL of TRIzol reagent

(Life Technologies). The RNA was extracted according to the manufacturer’s protocol

and precipitated using glycogen as a carrier. The resulting pellets were dissolved in 10

µL of 10% DMSO.

Experiments examining proteinaceous RNase P (PRORP) entailed dissolving 1

pmol of pre-tRNA in 12 µL H2O and incubating it at 95 ◦C for 5 min before cooling
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to 37 ◦C (0.1 ◦C/s ramp rate) where it was held for an additional 10 min. Subsequently,

6 µL of 3.3X PRORP binding buffer (1X: 20 mM HEPES-KOH pH 7.2, 100 mM ammo-

nium acetate, 10 mM Ca(OAc)2, 4 mM DTT, and 5% glycerol) were added, followed

by an incubation step of 30 min at 37 ◦C. Then, 1 µL of either 5 µM or 20 µM PRORP

protein solution (in 1X PRORP buffer) or 1X PRORP buffer was added. The resulting

RNA-protein mixture was incubated at 22 ◦C for 15 min. Modification was performed

by adding 9.5 µL of sample to 0.5 µL of either dimethyl sulfoxide [DMSO; (-) control] or

130 mM 1-methyl-7-nitroisatoic anhydride in DMSO [1M7; (+) sample] and incubating

for 3 min at 22 ◦C. The RNA was then extracted and precipitated as described above.

The resulting pellets were also dissolved in 10 µL of 10% DMSO.

9.6.2 RNA Linker ligation

Linker ligation and all further steps used to prepare sequencing libraries have been

extensively described in Watters et al. [123] for SHAPE-Seq v2.1. Therefore, only a

brief description is provided here.

RNA linker was prepared by adenylating the oligonucleotide 5’-Phos-CUGACU

CGGGCACCAAGGA-ddC-3’ using the DNA adenylation kit sold by New England

Biolabs (NEB). The adenylated linker was then ligated to the modified and unmodified

RNA samples by adding 0.5 µL of SuperaseIN (Life Technologies), 6 µL 50% PEG 8000,

2 µL 10X T4 RNA Ligase Buffer (NEB), 1 µL of 2 µM 5’-adenylated RNA linker, and 0.5

µL T4 RNA Ligase, truncated KQ (200 U/µL; NEB) to the RNA mixture and incubated

overnight (>10 hrs) at room temperature.

284



9.6.3 Reverse transcription

Upon completion of the RNA ligation reaction, the RNA was ethanol precipitated and

dissolved in 10 µL RNase-free H2O. Next, 3 µL of 0.5 µM reverse transcription primer

(5’-Biotin-GTCCTTGGTGCCCGAGT-3’) were added. The resulting mix was then de-

natured completely by heating to 95◦C for 2 min, followed by an incubation at 65◦C for

5 min before placing on ice for ∼30 seconds before addition of 7 µL of SSIII master mix,

containing: 0.5 µL of Superscript III (Life Technologies), 4 µL 5X First Strand Buffer

(Life Technologies), 1 µL 100 mM (DTT), 1 µL 10 mM dNTPs, and 0.5 µL RNase-free

H2O. The reaction mix was further incubated at 42 ◦C for 1 min, then 52 ◦C for 25 min

and deactivated by heating at 65 ◦C for 5 min. The RNA was then hydrolyzed by the

addition of 1 µL of 4 M NaOH solution and heating at 95 ◦C for 5 min. The basic so-

lution containing the cDNA was partially neutralized, precipitated, and dissolved in

22.5 µL of nuclease-free H2O.

9.6.4 DNA adapter ligation

To the cDNA, 3 µL 10X CircLigase Buffer (Epicentre), 1.5 µL 50 mM MnCl2, 1.5 µL

1 mM ATP, 0.5 µL 100 µM DNA adapter (5’-Phos-AGATCGGAAGAGCACACGTC

TGAACTCCAGTCAC-3CSpacer-3’), and 1 µL CircLigase I (Epicentre) were added.

The reaction was incubated at 60 ◦C for 2 hrs, then 80 ◦C for 10 min to inactivate the

ligase. The ligated DNA was precipitated with ethanol, dissolved in 20 µL of nuclease-

free H2O, purified using 36 µL of Agencourt XP beads (Beckman Coulter; according to

manufacturer’s instructions), and eluted with 20 µL TE buffer.
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9.6.5 Quality analysis

For quality analysis (QA), a separate PCR reaction for each (+) and (-) sample was

mixed as described in Watters et al. [123] to fluorescently label the PCR amplicons

with the VIC and NED (ABI) fluorophores, respectively. Amplification was performed

for 15 cycles, then 50 µL nuclease-free H2O was added and the diluted reaction was

ethanol precipitated. The resulting pellet was dissolved in formamide and analyzed

with an ABI 3730xl capillary electrophoresis device at the Cornell Biotechnology Re-

source Center.

9.6.6 Library preparation and next-generation sequencing

To construct sequencing libraries, separate PCRs for each (+) and (-) sample was mixed

using the three oligonucleotide strategy according to the protocol in Watters et al. [123].

Amplification was performed as indicated in ‘Quality analysis’ above. Completed re-

actions were digested with 5 U exonuclease I (NEB) at 37 ◦C for 30 min to remove

excess primer. After incubation, the libraries were purified using 90 µL of Agencourt

XP beads (Beckman Coulter), eluted with 20 µL TE buffer, and quantified with the

Qubit 2.0 Fluorometer (Life Technologies).

To prepare the libraries for sequencing, the average length of each sample was

determined using the results from the quality analysis in order to calculate the molarity

of each (+) or (-) separately. Sequencing pools were mixed to be equimolar, such that all

of the sequencing libraries were present in the solution at the same level. Sequencing

was performed on the Illumina MiSeq using 2x35 bp paired end reads.
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9.6.7 Data analysis with Spats

Reads analysis was performed with Spats v1.0.0 (https://github.com/LucksLab/

spats/releases/), using cutadapt v1.5 [267] and Bowtie 0.12.8 [182] to remove the

sequencing adapters as part of the Spats pre-processing steps. Unique mapping of

each paired-end read to the targets file generated a reactivity value θi, representing

the probability of modification at nucleotide i relative to the rest of the nucleotides in

the RNA. The θi values were normalized to ρivalues according to previous SHAPE-Seq

work (Chapter 4) [113, 122, 123] such that the average value of ρi across an entire RNA

molecule is one. The normalization to ρi values also allowed for meaningful compari-

son between RNAs of different lengths.
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CHAPTER 10

CONCLUSIONS AND PERSPECTIVES

10.1 Conclusion

The work detailed in the previous chapters has resulted in significant advances in the

SHAPE-Seq chemical probing technique. Along with other contributors, I not only de-

veloped a method to accurately and repeatedly measure RNA structures inside living

cells, but we also made significant improvements to the in vitro SHAPE-Seq protocol.

Additionally, we created a new protocol to measure RNA cotranscriptional folding

events in vitro with unprecedented resolution and simplicity.

I then applied these new techniques to study the RNA structure-function relation-

ship in many new contexts that were previously unexplored. Our examination of the

structure and function of two synthetic translational regulators in E. coli cells was the

first of its kind, directly linking a functional outcome to changes at the structural level.

Similarly, my contributors and I proposed mechanisms for how cotranscriptional fold-

ing of two transcriptionally acting RNA regulators affected the final functional deci-

sions of the regulators. Our work demonstrates the importance of RNA cotranscrip-

tional folding; an element of RNA folding that has been underappreciated in RNA

biology for some time.

The work describing RNA structures in the CMV genome was also pioneering and

represents the first application of chemical probing techniques to plant cell lysates.

Probing directly in cell lysates allowed us to note differences between in vitro and cel-

lular probing conditions, leading to our observation of replicase binding in the tRNA-

like structure of CMV. I also saw structural differences between RNAs probed in vitro
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and in E. coli cells. Our comparisons add to the recent drive in the field to determine

what the effects of the cellular folding environment are on RNA structure.

Last, I studied RNA-protein interactions in the contexts of PRORP and the RNase P

ribozyme as well as sgRNA:dCas9 binding in the Type II CRISPR system. For RNase P,

clear drops in reactivity showed that the L7Ae protein cofactor binds to kink-turn mo-

tifs in the ribozyme and that PRORP binds to the D-loop of pre-tRNAs. dCas9 binding

triggered reactivity changes across the entire sgRNA, interpreted with the help of pub-

lished crystal structures that the SHAPE-Seq data agreed well with. My study of the

sgRNA:dCas9 complex also aided engineering efforts to create a new type of transcrip-

tional control, CRISPRi derepression, that could potentially eliminate the problems of

high background noise observed in many types of RNA regulators.

Altogether, I expect that all of the SHAPE-Seq improvements presented in this

work will greatly assist future researchers to understand, discover, and engineer the

structure-function relationship of many more RNAs, including those that have yet to

be found.

10.2 Future Directions and Perspectives

10.2.1 Genome-wide RNA structure probing techniques

In the last few years, there have been a plethora of in vivo NGS-based structure prob-

ing techniques that have been developed. During in-cell SHAPE-Seq development, a

string of NGS-based techniques using dimethyl sulfate (DMS) were developed for tran-

scriptome level studies, as well as one SHAPE-based technique [109]. However, many
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RNA biologists are unsure what to do with transcriptome-level data, especially given

the tendency of less abundant RNAs to be poorly covered. Further, DMS only reacts

with adenosine or cytidine. For the field to advance, a better measure of transcriptome

coverage is a must to ensure confidence in probing accuracy, especially where poor

coverage of rare RNAs is concerned.

The utility of transcriptome-wide studies is generally questionable for studying a

few RNAs at a time, which is the reason that in-cell SHAPE-Seq was not originally de-

veloped as a transcriptome-wide technique. Rather, they are best suited for database-

style data collection. Currently, structure probing information is fairly scattered in the

literature, and the few databases that exist are quite small [169, 411], although they are

slowly growing in size. The RNA community as a whole would greatly benefit from a

sequence-and-store approach akin to efforts underway with whole genome sequencing

and RNA-seq. One particularly interesting application of this sequence-and-store ap-

proach relates to the fields of cancer and genetic disease. Comparing the structurome

of many normal and ‘disease’ cell lines may reveal new causes of cancer or genetic dis-

ease that are caused by RNA structural defects. Such an idea is promising, but would

require mobilization of and collaboration in the structure probing field that does not

currently exist.

Last, in terms of SHAPE-Seq itself, movement to a transcriptome-wide style proto-

col would be fairly straightforward and is discussed in Section 4.7.1 of Chapter 4. In

short, the only change that is required is the method in which cDNA is generated, as

the techniques discussed in this work are focused on one or a few RNAs at a time. One

of two approaches to reverse transcribe total RNA would suffice. The first is to use

random priming with some sequence bias corrections as done in Siegfried et al. [112].

The second is to fragment the total RNA and ligate to the 3’ end of each fragment using
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SHAPE-Seq v2.1. Advantages of random priming include a simpler protocol and data

analysis, but uneven transcriptome coverage (due to primer binding bias) and a lack of

PCR selection present drawbacks. Conversely, fragmentation/ligation has the advan-

tage of PCR selection and limited sequence bias, but requires extra steps and analysis

software updates to remove the linker from sequencing reads, a difficult task.

10.2.2 RNA folding dynamics

Despite having been studied for over 30 years, the dynamics of RNA folding remains

a poorly understood topic in biology. The difficulty in understanding the process of

cotranscriptional folding mainly stems from the difficulty in capturing structural inter-

mediates during the process of transcription, as there are currently no techniques that

can do so. The best we can currently do to observe the folding process outside of tran-

scription is time-resolved NMR [412]. Unfortunately, current NMR-based techniques

cannot capture cotranscriptional events due to limitations in the number of atoms in

the system (due to the presence of RNAP).

Another way of measuring RNA folding as it occurs is using time-resolved Förster

energy transfer (FRET) [413], which can be used to measure the distance between two

points in an RNA over time. However, FRET pairs cannot be incorporated cotran-

scriptionally, although it would be technically possible to covalently add a FRET pair

to a halted elongation complex and then restart transcription to measure structural

changes. Because of the need for modified nucleotides to add the labels, however, this

would only be reasonably possible for an elongation complex that was assembled with

pre-transcribed RNA, somewhat defeating the purpose of measuring cotranscriptional

folding. Thus, only techniques remaining for studying cotranscriptional folding are
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chemical probing or single-molecule pulling experiments.

Our development of cotranscriptional SHAPE-Seq represents a huge step forward

in our ability to measure cotranscriptionally folded RNA structures. One of the biggest

benefits to the technique is the simplicity of the experiment, as it only requires standard

equipment that can be found in any biochemistry lab. Therefore, I suspect that the co-

transcriptional SHAPE-Seq approach will quickly become a cornerstone technique for

researchers interested in cotranscriptional folding. There are also many immediate ap-

plications of the technique to understanding RNA regulators, especially riboswitches

and termination/antitermination mechanisms. One particularly interesting example

would be measurement of tandem riboswitches [414, 415]. Cooperativity between the

aptamers has been reported [416], but the reason tandem aptamers evolved rather than

an improved single aptamer is not understood. Application of the cotranscriptional

SHAPE-Seq technique may help alleviate some of the confusion associated with these

riboswitches. It would also be interesting to see cotranscriptional SHAPE-Seq applied

to the classically studied RNA models used to examine cotranscriptional folding: the

Tetrahymena ribozyme and RNase P.

10.2.3 Improvements in RNA structural prediction

A frequent use of structural probing data is to try to improve computational predic-

tions of RNA structure. A number of secondary structure predictions algorithms ex-

ist that can incorporate reactivity data and have been repeatedly shown to increase

prediction accuracy [123]. However, a number of shortcomings exist that hinder the

utility of these secondary structural predictors. First, there are no energy rules associ-

ated with noncanonical base pairs as there are for canonical RNA base pairs [417, 418].
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Thus, noncanonical base pairing is frequently ignored in secondary structure predic-

tions, although it occurs at a fairly high frequency in nature. Second, many algorithms

are unable to predict pseudoknots, and those that do are limited to one [102]. Third,

kinetic elements of RNA folding are poorly modeled. A number of computational co-

transcriptional folding models have been devised [65], but they are still under heavy

development and are not well supported by experiment.

RNA secondary structure prediction algorithms are still useful, however, and pro-

vide a good starting point for deeper investigation. Research into 3D structure predic-

tion is making headway as well, but the computational requirements are intense and

more involved than for protein structures, limiting the approachability of 3D predic-

tion to the greater community. Computational time also limits pseudoknot discovery

as RNA sequences get longer and more possible pseudoknots must be vetted.

Despite all of the roadblocks to improving computational RNA structure predic-

tion, there are a number of directions the field could go in to begin making progress.

Inclusion of Hoogsteen base pairing in the nearest neighbor rules [418] would be the

easiest first step toward a more expanded set of noncanonical parameters and would

help improve energy models for predicted structures. Also, cotranscriptional structure

prediction models would greatly benefit from the incorporation of SHAPE reactivi-

ties to restrain folding or at the very least confirm or refute results from current unre-

strained models to better improve them. The application of coarse-grained 3D models

like oxRNA [266] to the cotranscriptional folding problem could also help improve

prediction accuracy and provide more prediction capabilities to the RNA biology com-

munity.
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10.2.4 Combining structural data and RNA regulator design

With the development of in-cell SHAPE-Seq, my contributors and I opened the door to

many possibilities for a combined structure and function approach to designing new

synthetic RNA regulators. By combining structural level information and functional

consequences from different regulator designs, more insight can be obtained about the

rules governing a particular design than by simple mutational analysis alone, as dis-

cussed in Chapter 7. However, there is an inherent time cost to performing this type of

combined analysis in terms of experimental preparation and sequencing turnaround.

For well-established design platforms, or designs expected to have a longer timeframe,

the time cost of performing structural analysis is usually well worth it, resulting in in-

sights that greatly speed development. Yet, the same time investment may present a

high barrier to quick, fail-fast design ideas.

Thus, automating SHAPE-Seq analysis to limit the amount of time spent collecting

structural data that could be instead focused on the next rounds of design would speed

up regulator development. As there is little remaining in the in-cell protocol left to

optimize, adapting the in-cell SHAPE-Seq technique for use in a microfluidics layout

would be highly beneficial. In an ideal scenario, a researcher interested in collecting

in-cell SHAPE-Seq data would first measure the functional result of the regulator in

question, then perform the in-cell SHAPE-Seq steps automatically in a microfluidics

device. Combined with automated cloning, as used by the Voigt lab [419], time spent

performing bench experiments could be replaced with data interpretation and faster

RNA circuitry design.
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10.2.5 (Next-)next-generation sequencing technologies

Nanopore sequencing has been hailed as the potential next generation in low-cost

high-throughput sequencing. To sequence a DNA molecule, electrical resistance is

measured across each base as it passes through a protein pore. Each base generates

a unique resistance, allowing a string of measured resistances to be converted to a se-

quence. SHAPE-Seq could benefit greatly from nanopore sequencing, as the low com-

plexity issues that plague it are a result of the fluorescence microscopy used in modern

sequence-by-synthesis technologies. More interesting perhaps is the possibility of us-

ing nanopore sequencing to directly detect modifications in the RNA by reading the

modification as a different resistance. However, if DNA conversion were still required,

no additional handle sequences should be required for sequencing, meaning that the

adapter ligation step would no longer be necessary, eliminating the problems associ-

ated with the unwanted ligation side product. Thus, nanopore sequencing could po-

tentially solve both problems of low complexity and side product amplification while

reducing the time and cost to perform SHAPE-Seq.

10.3 Improving the SHAPE-Seq Technique

Even with all of the improvements added to the SHAPE-Seq technique in this work,

there is still much that can be improved. Below, a number of potential improvements

that could be added to the SHAPE-Seq protocol are discussed, as well as a few areas

where better characterization of the technique would be beneficial.
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10.3.1 General improvements

One of the biggest challenges when using SHAPE-Seq is keeping the amount of un-

wanted ligation side product to a minimum. The selective PCR protocol introduced in

Chapter 3 greatly reduced the amount of side product that appears in the final dsDNA

sequencing library, but falls short of completely resolving the issue. Low abundance

targets still generate high levels of unwanted side product. Lowering oligonucleotide

concentrations helps somewhat, but is a poorly characterized solution. A better solu-

tion would be to selectively cleave the dimer products using a nuclease with the capa-

bility of resolving a single base mismatch. For example, Cas9 could be used to cleave

the dimer product if an oligonucleotide is introduced that is a reverse complement to

the unwanted dimer product. The potential drawbacks of this method, however, are

that commercially prepared Cas9 is fairly expensive, the technique introduces another

oligonucleotide, and a PAM sequence is still required. Alternatively a lower fidelity

method could be employed using the same reverse complement oligonucleotide and

a thermostable restriction enzyme. However, a restriction enzyme, TaqI, was tested

before PCR selection was developed and did not yield satisfactory results.

A second problem that current SHAPE-Seq methods face is the prevalence of low

complexity regions in sequencing libraries. These low complexity reads increase se-

quencing errors and require extra DNA be added to improve the library randomness,

which reduces the total sequencing read counts obtained. A general solution to the low

complexity problem is to move toward random priming, which is not ideal for mea-

suring a few short RNAs. Alternatively, libraries with variable numbers of random

bases between the RRRY and YYYR handles and the RT priming sequence would help

stagger individual sequencing reading frames, but would require software upgrades

that would be laborious. In the absence of a better solution, a deeper investigation into
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the unaligned sequencing reads from different experiments is warranted to determine

if upgrades to the Spats pipeline could reduce the number of reads lost to sequencing

errors.

Improvements to the Spats pipeline would also greatly benefit those interested in

using SHAPE-Seq both in the Lucks Lab and elsewhere. First, removing the depen-

dence of the fastx tools and boost would greatly simplify the installation process which

should be more user-friendly in future versions. Second, as mentioned above, the abil-

ity to include sequencing reads with ‘harmless’ mutations or insertions/deletions in

the reactivity calculation would greater reduce the number of sequencing reads re-

quired to obtain good reactivity maps. Last, with Illumina’s addition of a second set

of barcodes, separating the positive and negative channels with internal indexes may

no longer be necessary if future priming schemes are revamped. In that case, allow-

ing users to indicate positive and negative channel reads by inputting four fastq files

instead of two would shorten the time required to process sequencing data and allow

for more custom sequencing layouts.

10.3.2 in-cell SHAPE-Seq improvements

While much of the in-cell SHAPE-Seq protocol has been heavily optimized (Chapter 3),

there are still a few avenues worth exploration. First, in-cell SHAPE-Seq has a tendency

to exhibit run-to-run variability in terms of obtaining good quality cDNA libraries. The

most likely cause is inconsistency in the RNA extraction efficiency from sample-to-

sample. Yet, exactly what factors are most important to getting an optimal extraction

have not been well explored. While I suspect that the time between modification and

the addition of the TRIzol reagent is critical, no concrete evidence has been collected
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to support this conclusion. The observation that running more samples at once tends

to lower cDNA quality agrees with this hypothesis, but a better characterization of the

extraction process would be enlightening.

In-cell SHAPE-Seq would also benefit from a standardized RT primer concentra-

tion that is based on the total RNA concentration. As developed, in-cell SHAPE-Seq

uses standard oligonucleotide concentrations that assume high quality extractions. In-

stead, I would propose determining an optimal total RNA/RT primer concentration

ratio that is adjusted based on an additionally included step to measure the total RNA

concentration. However, an adjustment may be required to correct for differential lev-

els of expression between different RNA species being characterized.

10.3.3 Cotranscriptional improvements

The cotranscriptional SHAPE-Seq protocol that was developed in Chapter 5 is still

in its early stages. As currently designed, paused complexes for each intermediate

RNA length are generated by exhaustive PCR to create a library of intermediate DNA

template lengths that include a roadblock binding site on each end. For shorter RNAs,

exhaustive PCR is burdensome, but manageable. However, as the RNA of interest gets

longer, the cost of the required oligonucleotides increases as well as the difficulty of

ensuring every template length was amplified correctly.

During development of the exhaustive PCR/Gln111 roadblocking scheme, other

roadblocking ideas were tested that could be re-explored to reduce the burden of gen-

erating the DNA template. Namely, randomly incorporated biotin moieties in the

DNA template could serve as flexible roadblocks after the addition of streptavidin and

would only require a single PCR to generate a template library, simplifying mutational
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studies. Further development of the biotin-streptavidin method is currently underway

and appears promising.

The most difficult step in the cotranscriptional SHAPE-Seq protocol involves ini-

tiating transcription and modifying the RNA. The step is most easily performed with

two people, but inconsistencies in timing, etc. add variability to experiments, espe-

cially those where transcription is limited to 15 seconds or less. I propose to instead

move toward a stop-flow kinetic apparatus or microfluidics to allow for faster kinetic

measurements and more consistent timing of transcription and modification. The main

challenge with adopting a microfluidics platform, other than initial setup costs, is that

the scale of the cotranscriptional SHAPE-Seq reactions are smaller than a microfluidic

device is typically used for. Droplet mixing expertise would be required, but could

allow for a great deal of automation, especially if downstream processing steps could

be automated as well.

The inherent randomness of chemical modification position and transcript 3’ end

position could allow cotranscriptional SHAPE-Seq to avoid problems with low com-

plexity during sequencing. However, the introduction of the linker sequence in every

read generates a low complexity region that reduces the number of usable sequenc-

ing reads for reactivity calculation. A potential solution to this problem is to alterna-

tively barcode the positive and negative reads (using the proposed software update

suggested above) and use a custom sequencing primer that binds the linker region to

skip over the low complexity region during sequencing. Solving the low complex-

ity issue for cotranscriptional SHAPE-Seq would provide an immediate boost in good

sequencing reads and greatly improve the data quality of the calculated reactivity ma-

trices.
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10.4 Final Perspectives

Recent technological advances in RNA structure characterization and computational

modeling are changing the way we think about RNA structures and their role in bi-

ology. The last five years have witnessed a surge in the popularity of RNA struc-

ture probing techniques, fuelled in part by the development of many new methods

that capture structures transcriptome-wide. Other advances in the understanding of

RNA cotranscriptional folding, led by a combination of single-molecule pulling ex-

periments, chemical probing, and new computational folding approaches, are begin-

ning to shed light on its widespread importance in RNA folding. All of these new

techniques promise to change the way we as biologists and engineers study the RNA

structure-function relationship so that we may better understand and engineer the im-

mense variety of RNAs that govern life’s processes.
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APPENDIX A

SUPPORTING INFORMATION FOR SHAPE-SEQ 2.0: SYSTEMATIC

OPTIMIZATION AND EXTENSION OF HIGH-THROUGHPUT CHEMICAL

PROBING OF RNA SECONDARY STRUCTURE WITH NEXT GENERATION

SEQUENCING

A.1 Supplementary Tables

Table A.1: Sequences are listed as DNA sequence for convenient use in Spats. Blue
lettering indicates the structure cassette sequence initially developed for
SHAPE analysis using capillary electrophoresis [92], or the GG sequence
required for T7 RNA polymerase in vitro transcription. Green lettering
indicates an RNA-specific barcode used for multiplexing SHAPE-Seq v1.0
experiments [107, 108]. Red lettering indicates reverse transcriptase (RT)
priming site. Note that the SHAPE-Seq v2.0 uses an RT priming site that is
introduced after linker ligation (Figure A.4), so no explicit RT priming site
is present in the RNA, although it is appended to the RNA sequence before
Spats analysis.

Name Sequence Experiments Figure 

5S rRNA, E. 

coli 

 
  

GGCCTTCGGGCCAAATGCCTGGCGGCC
GTAGCGCGGTGGTCCCACCTGACCCCA
TGCCGAACTCAGAAGTGAAACGCCGTA
GCGCCGATGGTAGTGTGGGGTCTCCCC
ATGCGAGAGTAGGGAACTGCCAGGCAT
CCGATCCGCTTCGGCGGATCCAAATAAA
TCGGGCTTCGGTCCGGTTC 

QuSHAPE, 
SHAPE-Seq v1.0 

Figure 2, 
Figure 3, 
Figure 5,  
SI Figure 5, 
SI Figure 11, 
SI Figure 12, 
SI Figure 14 

Adenine 
riboswitch, V. 

vulnificus 

GGCCTTCGGGCCAAACGCTTCATATAAT
CCTAATGATATGGTTTGGGAGTTTCTAC
CAAGAGCCTTAAACTCTTGATTATGAAGT
GCCGATCCGCTTCGGCGGATCCAAACA
AATCGGGCTTCGGTCCGGTTC 

QuSHAPE, 
SHAPE-Seq v1.0 

Figure 2, 
Figure 5, 
SI Figure 5, 
SI Figure 12 

Cyclic di-
GMP 
riboswitch, V. 

cholerae 

GGTGTCACGCACAGGGCAAACCATTCG
AAAGAGTGGGACGCAAAGCCTCCGGCC
TAAACCAGAAGACATGGTAGGTAGCGG
GGTTACCGATGGCAAAATGCATACCCGA
TCCGCTTCGGCGGATCCAAATCGGGCTT
CGGTCCGGTTC 

QuSHAPE, 
SHAPE-Seq v1.0 

Figure 5, 
SI Figure 12 
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Table A.1 (Continued)
P4-P6, 
Tetrahymena 

group I intron 
ribozyme 

GGCCTTCGGGCCAAGAATTGCGGGAAA
GGGGTCAACAGCCGTTCAGTACCAAGT
CTCAGGGGAAACTTTGAGATGGCCTTGC
AAAGGGTATGGTAATAAGCTGACGGACA
TGGTCCTAACCACGCAGCCAAGTCCTAA
GTCAACAGATCTTCTGTTGATATGGATG
CAGTTCAAAACCCCGATCCGCTTCGGCG
GATCCAATAAAATCGGGCTTCGGTCCGG
TTC 

QuSHAPE, 
SHAPE-Seq v1.0 

Figure 2, 
Figure 5, 
SI Figure 5, 
SI Figure 12, 
SI Figure 14 

RNAse P, 
specificity 
domain, B. 

subtilis 

GGTCGTGCCTAGCGAAGTCATAAGCTAG
GGCAGTCTTTAGAGGCTGACGGCAGGA
AAAAAGCCTACGTCTTCGGATATGGCTG
AGTATCCTTGAAAGTGCCACAGTGACGA
AGTCTCACTAGAAATGGTGAGAGTGGAA
CGCGGTAAACCCCTCGACCGATCCGCT
TCGGCGGATCCCTTGAAATCGGGCTTC
GGTCCGGTTC 

QuSHAPE, 
SHAPE-Seq v1.0 

Figure 2, 
Figure 5 
SI Figure 5, 
SI Figure 6, 
SI Figure 12 

tRNA
phe

, E. 

coli  
GGCCTTCGGGCCAAGCGGATTTAGCTC
AGTTGGGAGAGCGCCAGACTGAAGATC
TGGAGGTCCTGTGTTCGATCCACAGAAT
TCGCACCACCGATCCGCTTCGGCGGAT
CCAAAGAAATCGGGCTTCGGTCCGGTTC 

QuSHAPE, 
SHAPE-Seq v1.0 

Figure 2, 
Figure 3, 
Figure 5,  
SI Figure 5 
SI Figure 6, 
SI Figure 11, 
SI Figure 12, 
SI Figure 14 

Hepatitis C 
virus IRES 
domain 

GGCCTTCGGGCCAACCATGAATCACTCC
CCTGTGAGGAACTACTGTCTTCACGCAG
AAAGCGTCTAGCCATGGCGTTAGTATGA
GTGTCGTGCAGCCTCCAGGACCCCCCC
TCCCGGGAGAGCCATAGTGGTCTGCGG
AACCGGTGAGTACACCGGAATTGCCAG
GACGACCGGGTCCTTTCTTGGATTAACC
CGCTCAATGCCTGGAGATTTGGGCGTG
CCCCCGCGAGACTGCTAGCCGAGTAGT
GTTGGGTCGCGAAAGGCCTTGTGGTAC
TGCCTGATAGGGTGCTTGCGAGTGCCC
CGGGAGGTCTCGTAGACCGTGCATCAT
GAGCACGAATCCTAAACCTCAACCGATC
CGCTTCGGCGGATCCAAGCAAATCGGG
CTTCGGTCCGGTTC 

QuSHAPE, 
SHAPE-Seq v1.0 

Figure 5,  
SI Figure 12 

SAM I 
riboswitch, T. 

tencongensis 

GGCCTTCGGGCCAATTCTTATCAAGAGA
AGCAGAGGGACTGGCCCGACGAAGCTT
CAGCAACCGGTGTAATGGCGATCAGCC
ATGACCAAGGTGCTAAATCCAGCAAGCT
CGAACAGCTTGGAAGATAAGAACCGATC
CGCTTCGGCGGATCCAACCAAATCGGG
CTTCGGTCCGGTTC 

QuSHAPE, 
SHAPE-Seq v1.0 

Figure 5, 
SI Figure 12 

TPP 
riboswitch, E. 

GGCCTTCGGGCCAAGACTCGGGGTGCC
CTTCTGCGTGAAGGCTGAGAAATACCCG

QuSHAPE, 
SHAPE-Seq v1.0 

Figure 5, 
SI Figure 12 
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Table A.1 (Continued)
TPP 
riboswitch, E. 
coli 

GGCCTTCGGGCCAAGACTCGGGGTGCC
CTTCTGCGTGAAGGCTGAGAAATACCCG
TATCACCTGATCTGGATAATGCCAGCGT
AGGGAAGTTCCCGATCCGCTTCGGCGG
ATCCATAAAAATCGGGCTTCGGTCCGGT
TC 

QuSHAPE, 
SHAPE-Seq v1.0 

Figure 5, 
SI Figure 12 

5S rRNA, E. 
coli 
 
  

GGATGCCTGGCGGCCGTAGCGCGGTG
GTCCCACCTGACCCCATGCCGAACTCA
GAAGTGAAACGCCGTAGCGCCGATGGT
AGTGTGGGGTCTCCCCATGCGAGAGTA
GGGAACTGCCAGGCAT 

SHAPE-Seq v2.0 Figure 5, 
SI Figure 12 

Adenine 
Riboswitch, 
V. vulnificus 

GGACGCTTCATATAATCCTAATGATATG
GTTTGGGAGTTTCTACCAAGAGCCTTAA
ACTCTTGATTATGAAGTG 

SHAPE-Seq v2.0 Figure 5, 
SI Figure 12 

Cyclic di-
GMP 
riboswitch, V. 
cholerae 

GGTGTCACGCACAGGGCAAACCATTCG
AAAGAGTGGGACGCAAAGCCTCCGGCC
TAAACCAGAAGACATGGTAGGTAGCGG
GGTTACCGATGGCAAAATGCATAC 

SHAPE-Seq v2.0 Figure 5, 
SI Figure 12 

P4-P6, 
Tetrahymena 
group I intron 
ribozyme 

GGAATTGCGGGAAAGGGGTCAACAGCC
GTTCAGTACCAAGTCTCAGGGGAAACTT
TGAGATGGCCTTGCAAAGGGTATGGTAA
TAAGCTGACGGACATGGTCCTAACCACG
CAGCCAAGTCCTAAGTCAACAGATCTTC
TGTTGATATGGATGCAGTTCAAAACC 

SHAPE-Seq v2.0 Figure 5, 
SI Figure 12 

RNAse P, 
specificity 
domain, B. 
subtilis 

GGTCGTGCCTAGCGAAGTCATAAGCTAG
GGCAGTCTTTAGAGGCTGACGGCAGGA
AAAAAGCCTACGTCTTCGGATATGGCTG
AGTATCCTTGAAAGTGCCACAGTGACGA
AGTCTCACTAGAAATGGTGAGAGTGGAA
CGCGGTAAACCCCTCGA 

SHAPE-Seq v2.0 Figure 5, 
SI Figure 12 

tRNA
phe

, E. 
coli 

GGCGGATTTAGCTCAGTTGGGAGAGCG
CCAGACTGAAGATCTGGAGGTCCTGTGT
TCGATCCACAGAATTCGCACCA 

SHAPE-Seq v2.0 Figure 5, 
SI Figure 12 

Hepatitis C 
virus IRES 
domain 

GGCCATGAATCACTCCCCTGTGAGGAAC
TACTGTCTTCACGCAGAAAGCGTCTAGC
CATGGCGTTAGTATGAGTGTCGTGCAGC
CTCCAGGACCCCCCCTCCCGGGAGAGC
CATAGTGGTCTGCGGAACCGGTGAGTA
CACCGGAATTGCCAGGACGACCGGGTC
CTTTCTTGGATTAACCCGCTCAATGCCT
GGAGATTTGGGCGTGCCCCCGCGAGAC
TGCTAGCCGAGTAGTGTTGGGTCGCGA
AAGGCCTTGTGGTACTGCCTGATAGGGT
GCTTGCGAGTGCCCCGGGAGGTCTCGT
AGACCGTGCATCATGAGCACGAATCCTA
AACCTCAA 

SHAPE-Seq v2.0 Figure 5, 
SI Figure 12 

SAM I 
riboswitch, T. 
tencongensis 

GGTTCTTATCAAGAGAAGCAGAGGGACT
GGCCCGACGAAGCTTCAGCAACCGGTG
TAATGGCGATCAGCCATGACCAAGGTGC

SHAPE-Seq v2.0 Figure 5, 
SI Figure 12 
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Table A.2: RNA folding buffer conditions and ligand concentrations used in replicate
experiments.

RNA Buffer / Ligand Reference
5S rRNA, E. coli 10 mM MgCl2, 100 mM NaCl and 100 mM

HEPES (pH 8.0)
[160]

Adenine riboswitch,
V. vulnificus

10 mM MgCl2, 100 mM NaCl and 100 mM
HEPES (pH 8.0), 5 µM Ligand

[160]

Cyclic di-GMP
riboswitch, V.
cholerae

10 mM MgCl2, 100 mM NaCl and 100 mM
HEPES (pH 8.0), 5 µM Ligand

[160]

P4-P6, Tetrahymena
group I intron
ribozyme

10 mM MgCl2, 100 mM NaCl and 100 mM
HEPES (pH 8.0)

[160]

RNAse P, specificity
domain, B. subtilis

10 mM MgCl2, 100 mM NaCl, and 100 mM
HEPES (pH 8.0)

[107]

tRNAphe, E. coli 10 mM MgCl2, 100 mM NaCl and 100 mM
HEPES (pH 8.0)

[160]

Hepatitis C virus
IRES domain

10 mM MgCl2, 100 mM NaCl and 100 mM
HEPES (pH 8.0)

[102]

SAM I riboswitch, T.
tencongensis

10 mM MgCl2, 100 mM NaCl and 100 mM
HEPES (pH 8.0), 5 µM Ligand

[102]

TPP riboswitch, E.
coli

10 mM MgCl2, 100 mM NaCl and 100 mM
HEPES (pH 8.0), 5 µM Ligand

[102]
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Table A.3: List of barcoded reverse transcription primers used during the SHAPE-
Seq v2.0 library generation. Illumina adapter sequences are in black,
the (+/−) handles are in green, internal barcodes are in red, and the RT
priming sites are in purple. Illumina TruSeq indexes can be found at:
http://supportres.illumina.com/documents/myillumina/

6378de81-c0cc-47d0-9281-724878bb1c30/2012-09-18_

illuminacustomersequenceletter.pdf

RNA RT Primer Sequences

Illumina
Index#

(TruSeq)
tRNAphe, E. coli /5Biosg/CTTTCCCTACACGACGCTCTTCCGAT

CTYYYRgtccttggtgcccgagtg
/5Biosg/CTTTCCCTACACGACGCTCTTCCGAT
CTRRRYgtccttggtgcccgagtg

1,2,3

Adenine
riboswitch, V.
vulnificus

/5Biosg/CTTTCCCTACACGACGCTCTTCCGAT
CTYYYRgtccttggtgcccgagtg
/5Biosg/CTTTCCCTACACGACGCTCTTCCGAT
CTRRRYgtccttggtgcccgagtg

4,5,6

5S rRNA, E. coli /5Biosg/CTTTCCCTACACGACGCTCTTCCGAT
CTYYYRgtccttggtgcccgagtg
/5Biosg/CTTTCCCTACACGACGCTCTTCCGAT
CTRRRYgtccttggtgcccgagtg

1,2,3

P4-P6,
Tetrahymena
group I intron
ribozyme

/5Biosg/CTTTCCCTACACGACGCTCTTCCGAT
CTYYYRCCgtccttggtgcccgagtg
/5Biosg/CTTTCCCTACACGACGCTCTTCCGAT
CTRRRYCCgtccttggtgcccgagtg

1,2,3

RNAse P,
specificity
domain, B. subtilis

/5Biosg/CTTTCCCTACACGACGCTCTTCCGAT
CTYYYRAgtccttggtgcccgagtg
/5Biosg/CTTTCCCTACACGACGCTCTTCCGAT
CTRRRYAgtccttggtgcccgagtg

4,5,6

TPP riboswitch, E.
coli

/5Biosg/CTTTCCCTACACGACGCTCTTCCGAT
CTYYYRAgtccttggtgcccgagtg
/5Biosg/CTTTCCCTACACGACGCTCTTCCGAT
CTRRRYAgtccttggtgcccgagtg

4,5,6

SAM I riboswitch,
T. tencongensis

/5Biosg/CTTTCCCTACACGACGCTCTTCCGAT
CTYYYRAgtccttggtgcccgagtg
/5Biosg/CTTTCCCTACACGACGCTCTTCCGAT
CTRRRYAgtccttggtgcccgagtg

10,11,12

Cyclic di-GMP
riboswitch, V.
cholerae

/5Biosg/CTTTCCCTACACGACGCTCTTCCGAT
CTYYYRCCgtccttggtgcccgagtg
/5Biosg/CTTTCCCTACACGACGCTCTTCCGAT
CTRRRYCCgtccttggtgcccgagtg

7,8,9
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Table A.3 (Continued)
RNA RT Primer Sequences Illumina

Index#
(TruSeq)

Hepatitis C virus
IRES domain

/5Biosg/CTTTCCCTACACGACGCTCTTCCGAT
CTYYYRCCgtccttggtgcccgagtg
/5Biosg/CTTTCCCTACACGACGCTCTTCCGAT
CTRRRYCCgtccttggtgcccgagtg

10,11,12
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Table A.4: RNA structure prediction accuracy using the RNAstructure [164] Fold algo-
rithm with no SHAPE-Seq constraints.

RNA Sensitivity PPV
5S rRNA 10/35 = 28.6% 10/40 = 25.0%

Adenine Riboswitch 21/21 = 100% 21/21 = 100%

Cyclic di-GMP riboswitch 21/28 = 75.0% 21/27 = 77.8%

P4-P6, Tetrahymena group I intron
ribozyme

46/48 = 95.8% 47/55 = 85.5%

RNAse P 23/42 = 54.8% 23/46 = 50.0%

tRNAphe 20/21 = 95.2% 20/20 = 100%

Hepatitis C IRES 41/104 = 39.4% 41/108 = 38.0%

SAM I riboswitch 29/39 = 74.4% 29/36 = 80.6%

TPP riboswitch 17/22 = 77.3% 17/20 = 85.0%

Total 228/360 = 63.3% 229/373 = 61.4%
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Table A.5: RNA structure prediction accuracy using SHAPE-Seq v2.0 reactivity data
(ρ’s) as constraints in the RNAstructure [164] Fold algorithm with m = 1.8
and b = -0.6.

RNA Sensitivity PPV
5S rRNA 34/35 = 97.1% 34/37 = 91.9%

Adenine Riboswitch 21/21 = 100% 21/21 = 100%

Cyclic di-GMP riboswitch 19/28 = 67.9% 19/24 = 79.2%

P4-P6, Tetrahymena group I intron
ribozyme

45/48 = 93.8% 46/51 = 90.2%

RNAse P 22/42 = 52.4% 22/44 = 50.0%

tRNAphe 21/21 = 100% 21/21 = 100%

Hepatitis C IRES 81/104 = 77.9% 81/96 = 84.4%

SAM I riboswitch 32/39 = 82.1% 32/37 = 86.5%

TPP riboswitch 17/22 = 77.3% 17/20 = 85.0%

Total 292/360 = 81.1% 293/351 = 83.5%
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Table A.6: RNA structure prediction accuracy using SHAPE-Seq v2.0 reactivity data
(ρ’s) as constraints in the RNAstructure [164] Fold algorithm with m = 1.1
and b = -0.3.

RNA Sensitivity PPV
5S rRNA 34/35 = 97.1% 34/37 = 91.9%

Adenine Riboswitch 21/21 = 100% 21/21 = 100%

Cyclic di-GMP riboswitch 21/28 = 75.0% 21/28 = 75.02%

P4-P6, Tetrahymena group I intron
ribozyme

44/48 = 91.7% 45/49 = 91.8%

RNAse P 33/42 = 78.6% 33/40 = 82.5%

tRNAphe 20/21 = 95.2% 20/20 = 100%

Hepatitis C IRES 81/104 = 77.9% 81/90 = 90.0%

SAM I riboswitch 32/39 = 82.1% 32/37 = 86.5%

TPP riboswitch 17/22 = 77.3% 17/20 = 85.0%

Total 303/360 = 84.2% 304/342 = 88.9%

309



Table A.7: Data deposition table. SHAPE-Seq reactivity spectra generated in this work
are freely available from the RNA Mapping Database (RMDB) [169] (http:
//rmdb.stanford.edu/repository/), accessible using the RMDB ID
numbers indicated below.

Name Library Type RMDB ID Figure
5S rRNA, E. coli SHAPE-Seq v1.0 5SSC 1M7 0001 Figure 2.2,

Figure A.5
5S rRNA, E. coli SHAPE-Seq v1.0

Minimal
5SSC 1M7 0002 Figure 2.2

5S rRNA, E. coli SHAPE-Seq v1.0
Inverted

5SSC 1M7 0003 Figure 2.2

5S rRNA, E. coli SHAPE-Seq v1.0
Indexed Replicates
1-3

5SSC 1M7 0004,
5SSC 1M7 0005,
5SSC 1M7 0006

Figure 2.3,
Figure 2.5,
Figure A.11,
Figure A.12

5S rRNA, E. coli SHAPE-Seq v2.0
Indexed Replicates
1-3

5SRRNA 1M7 0001,
5SRRNA 1M7 0002,
5SRRNA 1M7 0003

Figure 2.5,
Figure A.12,
Figure A.14

Adenine riboswitch,
V. vulnificus

SHAPE-Seq v1.0 ADDSC 1M7 0001 Figure 2.2,
Figure A.5

Adenine riboswitch,
V. vulnificus

SHAPE-Seq v1.0
Minimal

ADDSC 1M7 0002 Figure 2.2

Adenine riboswitch,
V. vulnificus

SHAPE-Seq v1.0
Inverted

ADDSC 1M7 0003 Figure 2.2

Adenine riboswitch,
V. vulnificus

SHAPE-Seq v1.0
Indexed Replicates
1-3

ADDSC 1M7 0004
ADDSC 1M7 0005,
ADDSC 1M7 0006

Figure 2.5,
Figure A.12

Adenine riboswitch,
V. vulnificus

SHAPE-Seq v2.0
Indexed Replicates
1-3

ADDRSW 1M7 0001,
ADDRSW 1M7 0002,
ADDRSW 1M7 0003

Figure 2.5,
Figure A.12

Cyclic di-GMP
riboswitch, V.
cholerae

SHAPE-Seq v1.0
Indexed Replicates
1-3

GMPSC 1M7 0001
GMPSC 1M7 0002,
GMPSC 1M7 0003

Figure 2.5,
Figure A.12

Cyclic di-GMP
riboswitch, V.
cholerae

SHAPE-Seq v2.0
Indexed Replicates
1-3

CIDGMP 1M7 0001,
CIDGMP 1M7 0002,
CIDGMP 1M7 0003

Figure 2.5,
Figure A.12

P4-P6, Tetrahymena
group I intron
ribozyme

SHAPE-Seq v1.0 TRIBSC 1M7 0001 Figure 2.2,
Figure A.5

P4-P6, Tetrahymena
group I intron
ribozyme

SHAPE-Seq v1.0
Minimal

TRIBSC 1M7 0002 Figure 2.2

310

http://rmdb.stanford.edu/repository/
http://rmdb.stanford.edu/repository/


Table A.7 (Continued)
Name Library Type RMDB ID Figure
P4-P6, Tetrahymena
group I intron
ribozyme

SHAPE-Seq v1.0
Inverted

TRIBSC 1M7 0003 Figure 2.2

P4-P6, Tetrahymena
group I intron
ribozyme

SHAPE-Seq v1.0
Indexed Replicates
1-3

TRIBSC 1M7 0004
TRIBSC 1M7 0005,
TRIBSC 1M7 0006

Figure 2.5,
Figure A.12

P4-P6, Tetrahymena
group I intron
ribozyme

SHAPE-Seq v2.0
Indexed Replicates
1-3

TRP4P6 1M7 0001,
TRP4P6 1M7 0002,
TRP4P6 1M7 0003

Figure 2.5,
Figure A.12,
Figure A.14

RNAse P, specificity
domain, B. subtilis

SHAPE-Seq v1.0 RNPSC 1M7 0001 Figure 2.2,
Figure A.5,
Figure A.6

RNAse P, specificity
domain, B. subtilis

SHAPE-Seq v1.0
Minimal

RNPSC 1M7 0002 Figure 2.2,
Figure A.6

RNAse P, specificity
domain, B. subtilis

SHAPE-Seq v1.0
Inverted

RNPSC 1M7 0003 Figure 2.2,
Figure A.6

RNAse P, specificity
domain, B. subtilis

SHAPE-Seq v1.0
Indexed Replicates
1-3

RNPSC 1M7 0004,
RNPSC 1M7 0005,
RNPSC 1M7 0006

Figure 2.5,
Figure A.12

RNAse P, specificity
domain, B. subtilis

SHAPE-Seq v2.0
Indexed Replicates
1-3

RNASEP 1M7 0001,
RNASEP 1M7 0002,
RNASEP 1M7 0003

Figure 2.5,
Figure A.12

tRNAphe, E. coli SHAPE-Seq v1.0 TRNASC 1M7 0001 Figure 2.2,
Figure A.5,
Figure A.6

tRNAphe, E. coli SHAPE-Seq v1.0
Minimal

TRNASC 1M7 0002 Figure 2.2,
Figure A.6

tRNAphe, E. coli SHAPE-Seq v1.0
Inverted

TRNASC 1M7 0003 Figure 2.2,
Figure A.6

tRNAphe, E. coli SHAPE-Seq v1.0
Indexed Replicates
1-3

TRNASC 1M7 0004,
TRNASC 1M7 0005,
TRNASC 1M7 0006

Figure 2.5,
Figure A.12

tRNAphe, E. coli SHAPE-Seq v2.0
Indexed Replicates
1-3

TRNAPH 1M7 0001,
TRNAPH 1M7 0002,
TRNAPH 1M7 0003

Figure 2.3,
Figure 2.5,
Figure A.11,
Figure A.12,
Figure A.14

Hepatitis C virus
IRES domain

SHAPE-Seq v1.0
Indexed Replicates
1-3

HEPCSC 1M7 0001,
HEPCSC 1M7 0002,
HEPCSC 1M7 0003

Figure 2.5,
Figure A.12
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Table A.7 (Continued)
Name Library Type RMDB ID Figure
Hepatitis C virus
IRES domain

SHAPE-Seq v2.0
Indexed Replicates
1-3

HCIRES 1M7 0001,
HCIRES 1M7 0002,
HCIRES 1M7 0003

Figure 2.5,
Figure A.12

SAM I riboswitch, T.
tencongensis

SHAPE-Seq v1.0
Indexed Replicates
1-3

SAMSC 1M7 0001,
SAMSC 1M7 0002,
SAMSC 1M7 0003

Figure 2.5,
Figure A.12

SAM I riboswitch, T.
tencongensis

SHAPE-Seq v2.0
Indexed Replicates
1-3

SAMRSW 1M7 0001,
SAMRSW 1M7 0002,
SAMRSW 1M7 0003

Figure 2.5,
Figure A.12

TPP riboswitch, E.
coli

SHAPE-Seq v1.0
Indexed Replicates
1-3

TPPSC 1M7 0001,
TPPSC 1M7 0002,
TPPSC 1M7 0003

Figure 2.5,
Figure A.12

TPP riboswitch, E.
coli

SHAPE-Seq v2.0
Indexed Replicates
1-3

TPPRSW 1M7 0001,
TPPRSW 1M7 0002,
TPPRSW 1M7 0003

Figure 2.5,
Figure A.12
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A.2 Supplementary Figures

Input RNA
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Figure A.1: SHAPE-CE Flowchart. Like SHAPE-Seq, SHAPE-CE begins by modifying
RNAs with a SHAPE reagent such as 1M7 [92]. However, unlike SHAPE-
Seq, reverse transcription (RT) is performed with fluorescent primers to
create a pool of cDNAs (whose length distribution reflects the distribution
of modification positions, like SHAPE-Seq). Two different fluorophores
distinguish the modified and control reactions, which are detected with
capillary electrophoresis (CE). The resulting CE traces are manually inte-
grated and subtracted to obtain a reactivity spectrum for an RNA. An ex-
ample with E. coli tRNAphe is shown. Not shown are additional di-deoxy-
terminated sequencing reactions that are used to align CE peaks to the
RNA sequence.
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Figure A.2: SHAPE-Seq v1.0 and Second Adapter Variation Library Construction
Schematics. The left hand side shows adapter and primer orientations
for library preparation (top), and which pieces of information are ob-
tained from the library during the sequencing process (bottom), for (a)
SHAPE-Seq v1.0, (b) the Minimal adapter configuration, and (c) the In-
verted adapter configuration. The right hand side shows DNA sequences
of primers and adapters (5’ to 3’ orientation), color-coded to match the
schematic.
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Figure A.3: SHAPE-Seq v1.0 library indexing strategy. The left hand side shows
adapter and primer orientations for library preparation (top), and which
pieces of information are obtained from the library during the sequenc-
ing process (bottom) for the SHAPE-Seq v1.0 Indexed library preparation
strategy (compare to Figure A.2A). The difference between SHAPE-Seq
v1.0 and SHAPE-Seq v1.0 Indexed is the presence of Illumina indexing se-
quences that are added during PCR and sequenced separately during the
Index Read. This allows multiple SHAPE-Seq libraries to be sequenced in
the same lane following standard Illumina indexing strategies. The right
hand side shows DNA sequences of primers and adapters (5’ to 3’ orienta-
tion), color-coded to match the schematic.
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Figure A.4: SHAPE-Seq v2.0 Library Construction Schematic. The left hand side shows
adapter and primer orientations for library preparation (top), and which
pieces of information are obtained from the library during the sequencing
process (bottom) for the Indexed library preparation strategy. The right
hand side shows DNA sequences of primers and adapters (5’ to 3’ orienta-
tion), color-coded to match the schematic. SHAPE-Seq v2.0 uses a ‘univer-
sal’ RT priming strategy as well as the standard Illumina library indexing
strategy.
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Figure A.5: QuSHAPE vs. SHAPE-Seq (v1.0) detailed comparisons. For each RNA,
SHAPE-Seq and QuSHAPE θ’s are plotted on top, with a zoomed window
on portions of the comparison shown on the bottom left. The bottom right
shows SHAPE-Seq vs. QuSHAPE θ’s plotted as a scatter plot, from which
the Pearson’ s correlation (R) between the two techniques is calculated.
Gray boxes represent regions for which no QuSHAPE data is available.
Due to difficulties encountered in the alignment step of the QuSHAPE
data analysis pipeline, we often found that a single QuSHAPE experiment
yielded only a fraction of the reactivities for an individual RNA. To remedy
this, we performed replicate QuSHAPE experiments for each RNA, and
calculated the average and standard deviation of the QuSHAPE reactivi-
ties for each nucleotide position. These QuSHAPE reactivities were then
converted to QuSHAPE θ’s by dividing by a normalization factor so that
they summed to 1 over the range of nucleotides for which reactivity data
was obtained. Overall, there was a strong degree of correlation between
the two methods for each of the RNAs. Specifically, the Pearson correla-
tions between θ’s for each RNA were: 0.88 (tRNAphe) 0.70 (RNase P), 0.62
(ribozyme) and 0.95 (adenine riboswitch aptamer). Only the historically
difficult 5S rRNA had a poor correlation (0.34).

318



0

5

10

15

20

25

30

35

40

45

50

55

0 5 10 15 20 25 30 35 40 45 50 55

T
h
e
ta

0

0.05

0.10

0.15

Nucleotide
30 32 34 36 38 40 42 44 46 48 50 52 54

SHAPE-Seq

QuSHAPE
R = 0.88

tRNA phe

T
h
e
ta

0

0.05

0.10

0.15

Nucleotide
10 20 30 40 50 60 70 80 90 100 110 120 130

S
H

A
P

E
-S

e
q

 T
h

e
ta

0

0.05

0.10

0.15

QuSHAPE Theta
0 0.02 0.04 0.06 0.08 0.10 0.12 0.14

0

0.01

0 0.01

a

0

5

10

15

20

25

30

35

40

45

50

55

0 5 10 15 20 25 30 35 40 45 50 55

T
h
e
ta

0

0.1

0.2

0.3

0.4

Nucleotide
25 30 35 40 45 50 55

SHAPE-Seq

QuSHAPE
R = 0.95

Adenine Riboswitch

T
h
e
ta

0

0.1

0.2

0.3

0.4

Nucleotide
0 10 20 30 40 50 60 70 80 90 100 110 120 130

S
H

A
P

E
-S

e
q

 T
h

e
ta

0

0.1

0.2

QuSHAPE Theta
0 0.05 0.10 0.15 0.20 0.25

0

0.005

0.010

0 0.005 0.010

b

0

5

10

15

20

25

30

35

40

45

50

55

0 5 10 15 20 25 30 35 40 45 50 55

T
h
e
ta

0

0.05

Nucleotide
40 45 50 55 60 65 70

SHAPE-Seq

QuSHAPE
R = 0.34

5S

T
h
e
ta

0

0.05

0.10

0.15

Nucleotide
0 20 40 60 80 100 120 140 160 180

S
H

A
P

E
-S

e
q

 T
h

e
ta

0

0.02

0.04

0.06

0.08

QuSHAPE Theta
0 0.01 0.02 0.03 0.04 0.05 0.06 0.07

0

0.02

0 0.01 0.02

c

319



Figure A.5 (Continued)
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Figure A.6: SHAPE-Seq v1.0 vs. Minimal or Inverted adapter variations for RNase
P and tRNA. (+) and (-) fragment distributions are plotted for (a) v1.0 vs.
Minimal for RNase P, and for (b) v1.0 vs. Inverted for tRNA. Pearson corre-
lation values for these comparisons are summarized in Figure 2.2. Arrows
denote specific places of discrepancy discussed in the text. Scatter plots
show θ value comparisons between the two libraries for the RNAs with
Pearson correlation values shown in the plots.
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100 nt

200 nt

cDNAMW 1 hr 2 hr 3 hr 6 hr Overnight

%Ligation 35% 32% 39% 46% 54%

Figure A.7: Time course of CircLigase I ligation efficiency. A 126 nt cDNA (gray ar-
row) was ligated to the 61 nt SHAPE-Seq v1.0 Illumina adapter (Figure A.1,
black arrow) for one, two, three, or six hours or overnight at 68 ◦C to gen-
erate a 187 nt ligation product (blue arrow). Slight ligation improvement
is observable over time by integration of the disappearance of the primer
band. Note, however, that the gel is stained with SYBR and only provides
general trends and is not absolutely quantitative. Ligation was halted af-
ter 2 hrs because the improvement gained by further incubation was less
important relative to the increase in protocol time.
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100 nt

200 nt

300 nt

400 nt
500 nt

DonorAcceptor

60 °C 60 °C68 °C 68 °C

CircLigase I CircLigase IIMW

Temperature
Rel. Lig. E!ciency 1.0 0.49 0.82 0.17

Figure A.8: Ligase comparison for addition of SHAPE-Seq second adapter. CircLigase
I and CircLigase II (Epicentre) were used to ligate the 50 nt RT primer
(donor) to the 61 nt Illumina adapter (acceptor) at both 68 ◦C and 60 ◦C
(manufacturer’s suggestion) for two hours. The expected ligation product
is denoted by the black arrow (101 nt). We found the optimum ligation
condition to be CircLigase I at 60 ◦C for two hours by determining the rel-
ative intensity of the ligated product band. Note, however, that the gel is
stained with SYBR gold and is not absolutely quantitative.
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Unblocked

RT primer

Blocked

RT primer Illumina Adapter

CircLigase I +- - - + +

Unblocked

RT primer

Blocked

RT primer

Figure A.9: Modification and optimization of RT primer blocking groups for adapter
ligation. Comparison of effect of blocking groups on the possible forma-
tion of RT primer concatemers. The top (blue) arrow shows the success-
fully ligated RT primer (gray arrow) + adapter (black arrow) (60 ◦C for 2
hours with Circligase I). The red arrow marks the location of adapter dimer
formation (studied further below in Figure A.10). No bands corresponding
to RT primer concatemers were observed.
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400 nt

500 nt

MW

3 carbon spacer phosphate di-deoxy-cytosine

5’ biotin 5’ unblocked 5’ biotin 5’ unblocked 5’ biotin 5’ unblocked- - -

Figure A.10: Effect of 3’ blocking group on second adapter concatemerization and lig-
ation efficiency. Three modifications (3 carbon spacer, phosphate, and di-
deoxy-cytosine) were added to the 3’ end of the adapter (black arrow),
which was then ligated (60 ◦C for 2 hours with Circligase I) to an RT
primer (gray arrow) that was either 5’ blocked (57 nt) with biotin or un-
blocked (54 nt). A third control lane for each 3’ modification consisting of
the ligation of the adapter without RT primer is shown (-). Regardless of
3’ modification, some adapter form concatemers during the ligation, with
concatemers showing up at 50 nt, near the size of the RT primers (gray
arrow). However, this effect is the weakest for the 3 carbon spacer modi-
fication, which also shows the least amount of adapter concatemer ligated
to the RT primer, seen as bands longer than the expected ligated product
which is 79 nt or 82 nt (white arrow). While no modification stood out
as the clear best, the 3’ 3-carbon spacer modification was chosen for its
relative cleanliness and lower cost than di-deoxy-cytosine.
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Figure A.11: SHAPE-Seq v1.0 fragment distributions for different numbers of PCR cy-
cles. (+) and (-) fragment distributions are plotted for SHAPE-Seq v1.0
with varying numbers of PCR cycles for (a) tRNAphe and (b) 5S rRNA
(see Figure 2.2). Pearson correlation values for specific comparisons are
shown in Figure 2.3.
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Figure A.12: SHAPE-Seq v2.0 vs. SHAPE-Seq v1.0. For each RNA, SHAPE-Seq v2.0
(blue) and SHAPE-Seq v1.0 (red) θ’s are plotted on top, with a zoomed
window on portions of the comparison shown on the bottom left. Er-
ror bars are calculated as standard deviations of reactivities at each nu-
cleotide from three independent replicate experiments. The bottom right
shows SHAPE-Seq v2.0 vs. v1.0 θ’s plotted as a scatter plot, from which
the Pearsons correlation (R) between the two techniques is calculated.
Gray boxes represent flanking structure cassette regions included in the
RNAs for SHAPE-Seq v1.0, but not present in the RNAs for SHAPE-Seq
v2.0 (see Table A.1).
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Figure A.12 (Continued)
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Figure A.12 (Continued)
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Figure A.13: Choice of 5 adenylated linker sequence for SHAPE-Seq v2.0 universal
priming strategy. Each linker choice was ligated onto an unmodified
strand of tRNAphe using T4 RNA Ligase 2, truncated KQ overnight at room
temperature. The gray arrow indicates the bands that correspond to the
full-length, unligated tRNA, the blue arrow above shows the bands cor-
responding to the successfully ligated tRNA+linker, and the bands at the
very bottom of the figure correspond to unligated linker. IDT1, IDT2
and IDT3 sequences are commercially available from Integrated DNA
Technologies, Inc. at: http://www.idtdna.com/pages/products/
mirna/mirna-cloning-products. IDT2 was chosen due to it having
the highest melting temperature with its RT primer (Figure A.4).
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Figure A.14: SHAPE-Seq v2.0 reactivities generated from the MiSeq and HiSeq plat-
forms. (+) and (-) fragment distributions for each RNA were compared
between sequencing platforms as in Figure 2.2. Pearson correlation
values for individual comparisons between fragment distributions, are
shown on the bottom.
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APPENDIX B

SUPPLEMENTARY INFORMATION FOR SIMULTANEOUS

CHARACTERIZATION OF CELLULAR RNA STRUCTURE AND FUNCTION

WITH IN-CELL SHAPE-SEQ

B.1 Supplementary Equations

Normalization of reactivities and constrained structure prediction. The Spats software

package (http://spats.sourceforge.net/) uses input sequencing reads [108,

122] to determine the θi value for each nucleotide, i, where θi represents the fraction

of modifications occurring at position i in an RNA of length L [97]. However, because

θi is dependent on L, we introduced a new normalization method in Loughrey et al.

[122] to convert θi to ρi, which is the normalized reactivity intensity for a nucleotide i

in an RNA of length L (which does not include the RT priming site), where 〈ρi〉 = 1. A

brief explanation of the normalization method is presented below:

First, determine L, the length of the RNA region under study that does not include

the bases specific to the RNA of interest in the selection primer. These bases constitute

the RT priming site and the extension into the cDNA that provides selection against

the dimer side products. For example, the sequence GCCTCTACCTGCTTCGGCC-

GATAAA should be excluded from the end of libraries that are generated from the

ECK120051404 RT priming site. Next, determine a normalization constant, n, such that

all of the θi values in L sum to 1 (Appendix B.1). These steps are necessary because

proper alignment of the sequencing reads to the RNA target requires the inclusion of

the RT priming site sequence, since it is read by the Illumina platform. However, the

RT priming site and the selection primer extension into the cDNA contain no structural

information although they are automatically included in the calculation of θi by Spats.
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Thus, subtle differences in the (+) and (-) samples can cause nucleotides in the RT prim-

ing site to appear reactive, although they are simply an artifact of the data processing

steps and contain no structural information. To exclude these spurious nucleotides

from the original calculation of θi generated by Spats, n is calculated as:

n =

L
∑

i=1

θi (B.1)

where L is the length of the RNA exclusive of the bases specific to the RNA of interest

in the selection primer used to generate the dsDNA libraries. Here, an index of 1 refers

to the 5’ end of the RNA. Next, θi is converted to ρi by multiplying by the length, L,

and dividing by the normalization factor (Appendix B.1) to set the total average of ρ to

1 (Appendix B.1).

ρi =
θiL

n
(B.2)

ρ̄ =

∑L
i=1 ρi

L
=

∑L
i=1

θiL

n

L
=

1

n

L
∑

i=1

θi =

∑L
i=1 θi
∑L

i=1 θi

= 1 (B.3)

The normalized ρi values can be used to constrain the RNAstructure [100, 122] sec-

ondary structure predication program using a pseudo free energy term, ∆G (Ap-

pendix B.1). Slope and intercept values were fit in Loughrey et al. [122] to be m = 1.1,

b = −0.3, which are the values used in this work.

∆G = m ln (ρi + 1) + b (B.4)
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B.2 Supplementary Tables

Table B.1: List of terminators screened for building the antisense platform. During
design of the antisense platform, we sought a small intrinsic terminator that
would serve as both an RT priming site and an efficient terminator of E. coli
transcription. Ten different terminators with varying stem-loop properties
were tested for RT priming site capability and the maintenance of ON/OFF
functionality of the sense-antisense pairs. A double terminator strategy was
ultimately used, combining the high termination efficiency of t500 with the
RT priming capability of ECK120051404.

Terminator Source Sequence
t500 Phage 82 mut CAAAGCCCGCCGAAAGGCGGGCTTTTTT

TT
T7 RNA pol gene T7 phage CTGGCTCACCTTCGGGTGGGCCTTTCTGC

GTTTATAAGG
T7 RNA pol T7 phage CCCTTGGGGCCTCTAAACGGGTCTTGAG

GGGTTTTTT
T3 RNA pol T3 phage CTGGCTCACCTTCACGGGTGGGCCTTTCT

TCGTTCCGGGCA
pT181 S. aureus CGATTCCTTAAACGAAATTGAGATTAAG

GAGTCGCTCTTTTTT
ECK120051404 Synthetic

([186])
CCTCTACCTGCTTCGGCCGATAAAGCCG
ACGATAATACTCC

ECK120010812-R Synthetic
([186])

AACGGTTTATTAGTCTGGAGACGGCAGA
CTATCCTCTTCCC

ECK120010840 Synthetic
([186])

CGTACCAGGCCCCTGCAATTTCAACAGG
GGCCTTTTTTTATCC

tryptophan
attenuator L126

E. coli ([186]) ACCCAGCCCGCCTAATAAGCGGGCTTTT
TTTTGAACA

p81 S. aureus GCGGGGAATGTATACAGTTCATGTATAT
ATTCCCCGCTTTTTTTTT
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Table B.2: RNA sequences and plasmids used in this study. The sense RNAs (crRNAs
and RNA-IN) are expressed before the superfolder GFP (SFGFP) sequence
[184]. The ribosome binding sites (RBS) within the regulator sequences and
the sense RT primer binding site are near the 5’ end of the SF-GFP sequence.
The antisense RNAs (taRNAs and RNA-OUT) are terminated by a double
terminator composed of the ECK120051404 terminator [186], which contains
the antisense RT primer binding site, and the t500 terminator. See Figure B.1
for plasmid construction order. For the endogenously expressed RNAs the
entire transcript is shown, with each specific RT priming site bolded and
underlined.

Name Sequence
btuB mRNA GCCGGTCCTGTGAGTTAATAGGGAATCCAGTGCGAATCTGGAGCTGACGCG

CAGCGGTAAGGAAAGGTGCGATGATTGCGTTATGCGGACACTGCCATTCG
GTGGGAAGTCATCATCTCTTAGTATCTTAGATACCCCTCCAAGCCCGAAGA
CCTGCCGGCCAACGTCGCATCTGGTTCTCATCATCGCGTAATATTGATGAA
ACCTGCGGCATCCTTCTTCTATTGTGGATGCTTTACAATGATTAAAAAAGCT
TCGCTGCTGACGGCGTGTTCCGTCACGGCATTTTCCGCTTGGGCACAGGAT
ACCAGCCCGGATACTCTCGTCGTTACTGCTAACCGTTTTGAACAGCCGCGC
AGCACTGTGCTTGCACCAACCACCGTTGTGACCCGTCAGGATATCGACCGC
TGGCAGTCGACCTCGGTCAATGATGTGCTGCGCCGTCTTCCGGGCGTCGAT
ATCACCCAAAACGGCGGTTCAGGTCAGCTCTCATCTATTTTTATTCGCGGTA
CAAATGCCAGTCATGTGTTGGTGTTAATTGATGGCGTACGCCTGAATCTGG
CGGGGGTGAGTGGTTCTGCCGACCTTAGCCAGTTCCCTATTGCGCTTGTCCA
GCGTGTTGAATATATCCGTGGGCCGCGCTCCGCTGTTTATGGTTCCGATGCA
ATAGGCGGGGTGGTGAATATCATCACGACGCGCGATGAACCCGGAACGGA
AATTTCAGCAGGGTGGGGAAGCAATAGTTATCAGAACTATGATGTCTCTAC
GCAGCAACAACTGGGGGATAAGACACGGGTAACGCTGTTGGGCGATTATG
CCCATACTCATGGTTATGATGTTGTTGCCTATGGTAATACCGGAACGCAAG
CGCAGACAGATAACGATGGTTTTTTAAGTAAAACGCTTTATGGCGCGCTGG
AGCATAACTTTACTGATGCCTGGAGCGGCTTTGTGCGCGGCTATGGCTATG
ATAACCGTACCAATTATGACGCGTATTATTCTCCCGGTTCACCGTTGCTCGA
TACCCGTAAACTCTATAGCCAAAGTTGGGACGCCGGGCTGCGCTATAACGG
CGAACTGATTAAATCACAACTCATTACCAGCTATAGCCATAGCAAAGATTA
CAACTACGATCCCCATTATGGTCGTTATGATTCGTCGGCGACGCTCGATGA
GATGAAGCAATACACCGTCCAGTGGGCAAACAATGTCATCGTTGGTCACG
GTAGTATTGGTGCGGGTGTCGACTGGCAGAAACAGACTACGACGCCGGGT
ACAGGTTATGTTGAGGATGGATATGATCAACGTAATACCGGCATCTATCTG
ACCGGGCTGCAACAAGTCGGCGATTTTACCTTTGAAGGCGCAGCACGCAGT
GACGATAACTCACAGTTTGGTCGTCATGGAACCTGGCAAACCAGCGCCGGT
TGGGAATTCATCGAAGGTTATCGCTTCATTGCTTCCTACGGGACATCTTATA
AGGCACCAAATCTGGGGCAAC
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Table B.2 (Continued)
Name Sequence
btuB mRNA
(cont.)

TGTATGGCTTCTACGGAAATCCGAATCTGGACCCGGAGAAAAGCAAACAG
TGGGAAGGCGCGTTTGAAGGCTTAACCGCTGGGGTGAACTGGCGTATTTCC
GGATATCGTAACGATGTCAGTGACTTGATCGATTATGATGATCACACCCTG
AAATATTACAACGAAGGGAAAGCGCGGATTAAGGGCGTCGAGGCGACCG
CCAATTTTGATACCGGACCACTGACGCATACTGTGAGTTATGATTATGTCG
ATGCGCGCAATGCGATTACCGACACGCCGTTGTTACGCCGTGCTAAACAGC
AGGTGAAATACCAGCTCGACTGGCAGTTGTATGACTTCGACTGGGGTATTA
CTTATCAGTATTTAGGCACTCGCTATGATAAGGATTACTCATCTTATCCTTA
TCAAACCGTTAAAATGGGCGGTGTGAGCTTGTGGGATCTTGCGGTTGCGTA
TCCGGTCACCTCTCACCTGACAGTTCGTGGTAAAATAGCCAACCTGTTCGA
CAAAGATTATGAGACAGTCTATGGCTACCAAACTGCAGGACGGGAATACA
CCTTGTCTGGCAGCTACACCTTCTGA

5S rRNA TGCCTGGCGGCCGTAGCGCGGTGGTCCCACCTGACCCCATGCCGAACTCAG
AAGTGAAACGCCGTAGCGCCGATGGTAGTGTGGGGTCTCCCCATGCGAGA
GTAGGGAACTGCCAGGCAT

RNase P GAAGCTGACCAGACAGTCGCCGCTTCGTCGTCGTCCTCTTCGGGGGAGACG
GGCGGAGGGGAGGAAAGTCCGGGCTCCATAGGGCAGGGTGCCAGGTAAC
GCCTGGGGGGGAAACCCACGACCAGTGCAACAGAGAGCAAACCGCCGAT
GGCCCGCGCAAGCGGGATCAGGTAAGGGTGAAAGGGTGCGGTAAGAGCG
CACCGCGCGGCTGGTAACAGTCCGTGGCACGGTAAACTCCACCCGGAGCA
AGGCCAAATAGGGGTTCATAAGGTACGGCCCGTACTGAACCCGGGTAGGC
TGCTTGAGCCAGTGAGCGATTGCTGGCCTAGATGAATGACTGTCCACGACA
GAACCCGGCTTATCGGTCAGTTTCACCT

crR10 GAATTCTACCTATCTGCTCTTGAATTTGGGTATTAAAGAGGAGAAAGGTAC
C SFGFP - TrrnB

crR12 GAATTCTACCATTCACCTCTTGGATTTGGGTATTAAAGAGGAGAAAGGTAC
C - SFGFP - TrrnB

taR10 ACACCCAAATTCATGAGCAGATTGGTAGTGGTGGTTAATGAAAATTAACTT
ACTACTACCTTTCTCTAGAG - ECK404 - t500

taR12 ACCCAAATCCAGGAGGTGATTGGTAGTGGTGGTTAATGAAAATTAACTTAC
TACTACCATATATCTCTAGAG - ECK404 - t500

RNA-IN S3 GGGAAAAATCAATAAGGAGACAACAAGATGTGCGAACTCGATGCT -
SFGFP (w/o AUG) - Double terminator

RNA-IN S4 GCCAAAAATCAATAAGGAGACAACAAGATGTGCGAACTCGATGCT - SFGFP
(w/o AUG) - Double terminator

RNA-IN S4
A25C

GCCAAAAATCAATAAGGAGACAACCAGATGTGCGAACTCGATGCT - SFGFP
(w/o AUG) - Double terminator

RNA-IN S4
C24A

GCCAAAAATCAATAAGGAGACAAAAAGATGTGCGAACTCGATGCT -
SFGFP (w/o AUG) - Double terminator

RNA-IN S4
C24A A25C

GCCAAAAATCAATAAGGAGACAAACAGATGTGCGAACTCGATGCT - SFGFP
(w/o AUG) - Double terminator

RNA-OUT
A3

TCGCACATCTTGTTGTCTGATTATTGATTTTTCCCGAAACCATTTGATCATAT
GACAAGATGTGTATG - ECK404 - t500

RNA-OUT
A4

TCGCACATCTTGTTGTCTGATTATTGATTTTTGGCGAAACCATTTGATCATAT
GACAAGATGTGTATG - ECK404 - t500
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Table B.2 (Continued)
Name Sequence
Superfolder
GFP (SFGFP)

ATGAGCAAAGGAGAAGAACTTTTCACTGGAGTTGTCCCAATTCTTGTTGAA
TTAGATGGTGATGTTAATGGGCACAAATTTTCTGTCCGTGGAGAGGGTGAA
GGTGATGCTACAAACGGAAAACTCACCCTTAAATTTATTTGCACTACTGGA
AAACTACCTGTTCCGTGGCCAACACTTGTCACTACTCTGACCTATGGTGTTC
AATGCTTTTCCCGTTATCCGGATCACATGAAACGGCATGACTTTTTCAAGAG
TGCCATGCCCGAAGGTTATGTACAGGAACGCACTATATCTTTCAAAGATGA
CGGGACCTACAAGACGCGTGCTGAAGTCAAGTTTGAAGGTGATACCCTTGT
TAATCGTATCGAGTTAAAGGGTATTGATTTTAAAGAAGATGGAAACATTCT
TGGACACAAACTCGAGTACAACTTTAACTCACACAATGTATACATCACGGC
AGACAAACAAAAGAATGGAATCAAAGCTAACTTCAAAATTCGCCACAAC
GTTGAAGATGGTTCCGTTCAACTAGCAGACCATTATCAACAAAATACTCCA
ATTGGCGATGGCCCTGTCCTTTTACCAGACAACCATTACCTGTCGACACAA
TCTGTCCTTTCGAAAGATCCCAACGAAAAGCGTGACCACATGGTCCTTCTT
GAGTTTGTAACTGCTGCTGGGATTACACATGGCATGGATGAGCTCTACAAA
TAA

TrrnB operon
fragment

GGATCTGAAGCTTGGGCCCGAACAAAAACTCATCTCAGAAGAGGATCTGA
ATAGCGCCGTCGACCATCATCATCATCATCATTGAGTTTAAACGGTCTCCA
GCTTGGCTGTTTTGGCGGATGAGAGAAGATTTTCAGCCTGATACAGATTAA
ATCAGAACGCAGAAGCGGTCTGATAAAACAGAATTTGCCTGGCGGCAGTA
GCGCGGTGGTCCCACCTGACCCCATGCCGAACTCAGAAGTGAAACGCCGT
AGCGCCGATGGTAGTGTGGGGTCTCCCCATGCGAGAGTAGGGAACTGCCA
GGCATCAAATAAAACGAAAGGCTCAGTCGAAAGACTGGGCCTTTCGTTTTA
TCTGTTGTTTGTCGGTGAACTGGATCCTTACTCGAGTCTAGA

ECK1200-
51404
(ECK404)
terminator

CCTCTACCTGCTTCGGCCGATAAAGCCGACGATAATACTCC

t500
terminator

CAAAGCCCGCCGAAAGGCGGGCTTTTTTTT

Double
terminator

GGATCCAAACTCGAGTAAGGATCTCCAGGCATCAAATAAAACGAAAGGCT
CAGTCGAAAGACTGGGCCTTTCGTTTTATCTGTTGTTTGTCGGTGAACGCTC
TCTACTAGAGTCACACTGGCTCACCTTCGGGTGGGCCTTTCTGCGTTTATAC
CTAGGGTACGGGTTTTGC
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Table B.2 (Continued)
Name Sequence
ColE1 ori
fragment

GGATCCTTACTCGAGTCTAGACTGCAGGCTTCCTCGCTCACTGACTCGCTGC
GCTCGGTCGTTCGGCTGCGGCGAGCGGTATCAGCTCACTCAAAGGCGGTAA
TACGGTTATCCACAGAATCAGGGGATAACGCAGGAAAGAACATGTGAGCA
AAAGGCCAGCAAAAGGCCAGGAACCGTAAAAAGGCCGCGTTGCTGGCGTT
TTTCCACAGGCTCCGCCCCCCTGACGAGCATCACAAAAATCGACGCTCAAG
TCAGAGGTGGCGAAACCCGACAGGACTATAAAGATACCAGGCGTTTCCCC
CTGGAAGCTCCCTCGTGCGCTCTCCTGTTCCGACCCTGCCGCTTACCGGATA
CCTGTCCGCCTTTCTCCCTTCGGGAAGCGTGGCGCTTTCTCATAGCTCACGC
TGTAGGTATCTCAGTTCGGTGTAGGTCGTTCGCTCCAAGCTGGGCTGTGTGC
ACGAACCCCCCGTTCAGCCCGACCGCTGCGCCTTATCCGGTAACTATCGTC
TTGAGTCCAACCCGGTAAGACACGACTTATCGCCACTGGCAGCAGCCACTG
GTAACAGGATTAGCAGAGCGAGGTATGTAGGCGGTGCTACAGAGTTCTTG
AAGTGGTGGCCTAACTACGGCTACACTAGAAGAACAGTATTTGGTATCTGC
GCTCTGCTGAAGCCAGTTACCTTCGGAAAAAGAGTTGGTAGCTCTTGATCC
GGCAAACAAACCACCGCTGGTAGCGGTGGTTTTTTTGTTTGCAAGCAGCAG
ATTACGCGCAGAAAAAAAGGATCTCAAGAAGATCCTTTGATCTTTTCTACG
GGGTCTGACGCTCAGTGGAACGAAAACTCACGTTAAGGGATTTTGGTCATG
A

p15A ori
fragment

GGTGAGAATCCAAGCCTCCGATCAACGTCTCATTTTCGCCAAAAGTTGGCC
CAGGGCTTCCCGGTATCAACAGGGACACCAGGATTTATTTATTCTGCGAAG
TGATCTTCCGTCACAGGTATTTATTCGGCGCAAAGTGCGTCGGGTGATGCTG
CCAACTTACTGATTTAGTGTATGATGGTGTTTTTGAGGTGCTCCAGTGGCTT
CTGTTTCTATCAGCTGTCCCTCCTGTTCAGCTACTGACGGGGTGGTGCGTAA
CGGCAAAAGCACCGCCGGACATCAGCGCTAGCGGAGTGTATACTGGCTTA
CTATGTTGGCACTGATGAGGGTGTCAGTGAAGTGCTTCATGTGGCAGGAGA
AAAAAGGCTGCACCGGTGCGTCAGCAGAATATGTGATACAGGATATATTC
CGCTTCCTCGCTCACTGACTCGCTACGCTCGGTCGTTCGACTGCGGCGAGC
GGAAATGGCTTACGAACGGGGCGGAGATTTCCTGGAAGATGCCAGGAAGA
TACTTAACAGGGAAGTGAGAGGGCCGCGGCAAAGCCGTTTTTCCATAGGC
TCCGCCCCCCTGACAAGCATCACGAAATCTGACGCTCAAATCAGTGGTGGC
GAAACCCGACAGGACTATAAAGATACCAGGCGTTTCCCCCTGGCGGCTCC
CTCGTGCGCTCTCCTGTTCCTGCCTTTCGGTTTACCGGTGTCATTCCGCTGTT
ATGGCCGCGTTTGTCTCATTCCACGCCTGACACTCAGTTCCGGGTAGGCAGT
TCGCTCCAAGCTGGACTGTATGCACGAACCCCCCGTTCAGTCCGACCGCTG
CGCCTTATCCGGTAACTATCGTCTTGAGTCCAACCCGGAAAGACATGCAAA
AGCACCACTGGCAGCAGCCACTGGTAATTGATTTAGAGGAGTTAGTCTTGA
AGTCATGCGCCGGTTAAGGCTAAACTGAAAGGACAAGTTTTGGTGACTGCG
CTCCTCCAAGCCAGTTACCTCGGTTCAAAGAGTTGGTAGCTCAGAGAACCT
TCGAAAAACCGCCCTGCAAGGCGGTTTTTTCGTTTTCAGAGCAAGAGATTA
CGCGCAGACCAAAACGATCTCAAGAAGATCATCTTATTAATCAGATAAAA
TATTTCTAGATTTCAGTGCAATTTATCTCTTCAAATGTAGCACCTGAAGTCA
GCCCCATACGATATAAGTTGTAATTCTCATGTTTGACAGCTTATCATCGATA
AGCTTCCGATGGCGCGCCGAGAGGCTTTACACTTTATGCTTCCGGCT
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Table B.2 (Continued)
Name Sequence
AmpR
fragment

GATTATCAAAAAGGATCTTCACCTAGATCCTTTTAAATTAAAAATGAAGTT
TTAAATCAATCTAAAGTATATATGAGTAAACTTGGTCTGACAGTTACCAAT
GCTTAATCAGTGAGGCACCTATCTCAGCGATCTGTCTATTTCGTTCATCCAT
AGTTGCCTGACTCCCCGTCGTGTAGATAACTACGATACGGGAGGGCTTACC
ATCTGGCCCCAGTGCTGCAATGATACCGCGAGACCCACGCTCACCGGCTCC
AGATTTATCAGCAATAAACCAGCCAGCCGGAAGGGCCGAGCGCAGAAGTG
GTCCTGCAACTTTATCCGCCTCCATCCAGTCTATTAATTGTTGCCGGGAAGC
TAGAGTAAGTAGTTCGCCAGTTAATAGTTTGCGCAACGTTGTTGCCATTGCT
ACAGGCATCGTGGTGTCACGCTCGTCGTTTGGTATGGCTTCATTCAGCTCCG
GTTCCCAACGATCAAGGCGAGTTACATGATCCCCCATGTTGTGCAAAAAAG
CGGTTAGCTCCTTCGGTCCTCCGATCGTTGTCAGAAGTAAGTTGGCCGCAGT
GTTATCACTCATGGTTATGGCAGCACTGCATAATTCTCTTACTGTCATGCCA
TCCGTAAGATGCTTTTCTGTGACTGGTGAGTACTCAACCAAGTCATTCTGAG
AATAGTGTATGCGGCGACCGAGTTGCTCTTGCCCGGCGTCAATACGGGATA
ATACCGCGCCACATAGCAGAACTTTAAAAGTGCTCATCATTGGAAAACGTT
CTTCGGGGCGAAAACTCTCAAGGATCTTACCGCTGTTGAGATCCAGTTCGA
TGTAACCCACTCGTGCACCCAACTGATCTTCAGCATCTTTTACTTTCACCAG
CGTTTCTGGGTGAGCAAAAACAGGAAGGCAAAATGCCGCAAAAAAGGGA
ATAAGGGCGACACGGAAATGTTGAATACTCATACTCTTCCTTTTTCAATATT
ATTGAAGCATTTATCAGGGTTATTGTCTCATGAGCGGATACATATTTGAATG
TATTTAGAAAAATAAACAAATAGGGGTTCCGCGCACATTTCCCCGAAAAG
TGCCACCTGACGTCTAAGAAACCATTATTATCATGACATTAACCTATAAAA
ATAGGCGTATCACGAGGCAGAATTTCAGATAAAAAAAATCCTTAGCTTTCG
CTAAGGATGATTTCTG

CmR
fragment

CTGCAGTTGATCGGGCACGTAAGAGGTTCCAACTTTCACCATAATGAAATA
AGATCACTACCGGGCGTATTTTTTGAGTTATCGAGATTTTCAGGAGCTAAG
GAAGCTAAAATGGAGAAAAAAATCACTGGATATACCACCGTTGATATATC
CCAATGGCATCGTAAAGAACATTTTGAGGCATTTCAGTCAGTTGCTCAATG
TACCTATAACCAGACCGTTCAGCTGGATATTACGGCCTTTTTAAAGACCGT
AAAGAAAAATAAGCACAAGTTTTATCCGGCCTTTATTCACATTCTTGCCCG
CCTGATGAATGCTCATCCGGAATTTCGTATGGCAATGAAAGACGGTGAGCT
GGTGATATGGGATAGTGTTCACCCTTGTTACACCGTTTTCCATGAGCAAACT
GAAACGTTTTCATCGCTCTGGAGTGAATACCACGACGATTTCCGGCAGTTT
CTACACATATATTCGCAAGATGTGGCGTGTTACGGTGAAAACCTGGCCTAT
TTCCCTAAAGGGTTTATTGAGAATATGTTTTTCGTCTCAGCCAATCCCTGGG
TGAGTTTCACCAGTTTTGATTTAAACGTGGCCAATATGGACAACTTCTTCGC
CCCCGTTTTCACCATGGGCAAATATTATACGCAAGGCGACAAGGTGCTGAT
GCCGCTGGCGATTCAGGTTCATCATGCCGTTTGTGATGGCTTCCATGTCGGC
AGAATGCTTAATGAATTACAACAGTACTGCGATGAGTGGCAGGGCGGGGC
GTAATTTGATATCGAGCTCGCTTGGACTCCTGTTGATAGATCCAGTAATGAC
CTCAGAACTCCATCTGGATTTGTTCAGAACGCTCGGTTGCCGCCGGGCGTTT
TTTATT

J23119
promoter
variants

GAATTC(TAAAGATC/GAA)TTTGACAGCTAGCTCAGTCCTAGGTATAAT(AC
TAGT/GAATTC)
(riboregulators/RNA-OUT-RNA-IN)
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Table B.2 (Continued)
Name Sequence
Example
plasmid
(crR10)

GAATTCTAAAGATCTTTGACAGCTAGCTCAGTCCTAGGTATAATACTAGTG
AATTCTACCTATCTGCTCTTGAATTTGGGTATTAAAGAGGAGAAAGGTACC
ATGAGCAAAGGAGAAGAACTTTTCACTGGAGTTGTCCCAATTCTTGTTGAA
TTAGATGGTGATGTTAATGGGCACAAATTTTCTGTCCGTGGAGAGGGTGAA
GGTGATGCTACAAACGGAAAACTCACCCTTAAATTTATTTGCACTACTGGA
AAACTACCTGTTCCGTGGCCAACACTTGTCACTACTCTGACCTATGGTGTTC
AATGCTTTTCCCGTTATCCGGATCACATGAAACGGCATGACTTTTTCAAGAG
TGCCATGCCCGAAGGTTATGTACAGGAACGCACTATATCTTTCAAAGATGA
CGGGACCTACAAGACGCGTGCTGAAGTCAAGTTTGAAGGTGATACCCTTGT
TAATCGTATCGAGTTAAAGGGTATTGATTTTAAAGAAGATGGAAACATTCT
TGGACACAAACTCGAGTACAACTTTAACTCACACAATGTATACATCACGGC
AGACAAACAAAAGAATGGAATCAAAGCTAACTTCAAAATTCGCCACAAC
GTTGAAGATGGTTCCGTTCAACTAGCAGACCATTATCAACAAAATACTCCA
ATTGGCGATGGCCCTGTCCTTTTACCAGACAACCATTACCTGTCGACACAA
TCTGTCCTTTCGAAAGATCCCAACGAAAAGCGTGACCACATGGTCCTTCTT
GAGTTTGTAACTGCTGCTGGGATTACACATGGCATGGATGAGCTCTACAAA
TAAGGATCTGAAGCTTGGGCCCGAACAAAAACTCATCTCAGAAGAGGATC
TGAATAGCGCCGTCGACCATCATCATCATCATCATTGAGTTTAAACGGTCT
CCAGCTTGGCTGTTTTGGCGGATGAGAGAAGATTTTCAGCCTGATACAGAT
TAAATCAGAACGCAGAAGCGGTCTGATAAAACAGAATTTGCCTGGCGGCA
GTAGCGCGGTGGTCCCACCTGACCCCATGCCGAACTCAGAAGTGAAACGC
CGTAGCGCCGATGGTAGTGTGGGGTCTCCCCATGCGAGAGTAGGGAACTG
CCAGGCATCAAATAAAACGAAAGGCTCAGTCGAAAGACTGGGCCTTTCGT
TTTATCTGTTGTTTGTCGGTGAACTGGATCCTTACTCGAGTCTAGACTGCAG
TTGATCGGGCACGTAAGAGGTTCCAACTTTCACCATAATGAAATAAGATCA
CTACCGGGCGTATTTTTTGAGTTATCGAGATTTTCAGGAGCTAAGGAAGCT
AAAATGGAGAAAAAAATCACTGGATATACCACCGTTGATATATCCCAATG
GCATCGTAAAGAACATTTTGAGGCATTTCAGTCAGTTGCTCAATGTACCTAT
AACCAGACCGTTCAGCTGGATATTACGGCCTTTTTAAAGACCGTAAAGAAA
AATAAGCACAAGTTTTATCCGGCCTTTATTCACATTCTTGCCCGCCTGATGA
ATGCTCATCCGGAATTTCGTATGGCAATGAAAGACGGTGAGCTGGTGATAT
GGGATAGTGTTCACCCTTGTTACACCGTTTTCCATGAGCAAACTGAAACGTT
TTCATCGCTCTGGAGTGAATACCACGACGATTTCCGGCAGTTTCTACACATA
TATTCGCAAGATGTGGCGTGTTACGGTGAAAACCTGGCCTATTTCCCTAAA
GGGTTTATTGAGAATATGTTTTTCGTCTCAGCCAATCCCTGGGTGAGTTTCA
CCAGTTTTGATTTAAACGTGGCCAATATGGACAACTTCTTCGCCCCCGTTTT
CACCATGGGCAAATATTATACGCAAGGCGACAAGGTGCTGATGCCGCTGG
CGATTCAGGTTCATCATGCCGTTTGTGATGGCTTCCATGTCGGCAGAATGCT
TAATGAATTACAACAGTACTGCGATG
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Table B.2 (Continued)
Name Sequence
Example
plasmid
(crR10)
(cont.)

TGGGCAAATATTATACGCAAGGCGACAAGGTGCTGATGCCGCTGGCGATT
CAGGTTCATCATGCCGTTTGTGATGGCTTCCATGTCGGCAGAATGCTTAATG
AATTACAACAGTACTGCGATGAGTGGCAGGGCGGGGCGTAATTTGATATC
GAGCTCGCTTGGACTCCTGTTGATAGATCCAGTAATGACCTCAGAACTCCA
TCTGGATTTGTTCAGAACGCTCGGTTGCCGCCGGGCGTTTTTTATTGGTGAG
AATCCAAGCCTCCGATCAACGTCTCATTTTCGCCAAAAGTTGGCCCAGGGC
TTCCCGGTATCAACAGGGACACCAGGATTTATTTATTCTGCGAAGTGATCTT
CCGTCACAGGTATTTATTCGGCGCAAAGTGCGTCGGGTGATGCTGCCAACT
TACTGATTTAGTGTATGATGGTGTTTTTGAGGTGCTCCAGTGGCTTCTGTTTC
TATCAGCTGTCCCTCCTGTTCAGCTACTGACGGGGTGGTGCGTAACGGCAA
AAGCACCGCCGGACATCAGCGCTAGCGGAGTGTATACTGGCTTACTATGTT
GGCACTGATGAGGGTGTCAGTGAAGTGCTTCATGTGGCAGGAGAAAAAAG
GCTGCACCGGTGCGTCAGCAGAATATGTGATACAGGATATATTCCGCTTCC
TCGCTCACTGACTCGCTACGCTCGGTCGTTCGACTGCGGCGAGCGGAAATG
GCTTACGAACGGGGCGGAGATTTCCTGGAAGATGCCAGGAAGATACTTAA
CAGGGAAGTGAGAGGGCCGCGGCAAAGCCGTTTTTCCATAGGCTCCGCCC
CCCTGACAAGCATCACGAAATCTGACGCTCAAATCAGTGGTGGCGAAACC
CGACAGGACTATAAAGATACCAGGCGTTTCCCCCTGGCGGCTCCCTCGTGC
GCTCTCCTGTTCCTGCCTTTCGGTTTACCGGTGTCATTCCGCTGTTATGGCCG
CGTTTGTCTCATTCCACGCCTGACACTCAGTTCCGGGTAGGCAGTTCGCTCC
AAGCTGGACTGTATGCACGAACCCCCCGTTCAGTCCGACCGCTGCGCCTTA
TCCGGTAACTATCGTCTTGAGTCCAACCCGGAAAGACATGCAAAAGCACC
ACTGGCAGCAGCCACTGGTAATTGATTTAGAGGAGTTAGTCTTGAAGTCAT
GCGCCGGTTAAGGCTAAACTGAAAGGACAAGTTTTGGTGACTGCGCTCCTC
CAAGCCAGTTACCTCGGTTCAAAGAGTTGGTAGCTCAGAGAACCTTCGAAA
AACCGCCCTGCAAGGCGGTTTTTTCGTTTTCAGAGCAAGAGATTACGCGCA
GACCAAAACGATCTCAAGAAGATCATCTTATTAATCAGATAAAATATTTCT
AGATTTCAGTGCAATTTATCTCTTCAAATGTAGCACCTGAAGTCAGCCCCAT
ACGATATAAGTTGTAATTCTCATGTTTGACAGCTTATCATCGATAAGCTTCC
GATGGCGCGCCGAGAGGCTTTACACTTTATGCTTCCGGCT
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Table B.3: Oligonucleotides used in this study. Below is a table of oligonucleotides
used during the in-cell SHAPE-Seq experiments with the platform de-
scribed in Figure B.1 and the endogenously expressed RNAs. Primers used
during platform construction are not included. This table is mainly meant
to serve as a reference. Abbreviations within primer sequences are as fol-
lows: ‘/5Biosg/’ is a 5’ biotin moiety, ‘/5Phos/’ is a 5’ monophosphate
group, ‘/3SpC3/’ is a 3’ 3-carbon spacer group, VIC and NED are fluo-
rophores (ABI), and asterisks indicate a phosphorothioate backbone modifi-
cation. These abbreviations were used for compatibility with the Integrated
DNA Technologies ordering notation.

Name Sequence Abbr.

Reverse Transcription

ECK120051404
Terminator
(ECK404)

/5Biosg/TTTATCGGCCGAAGCAGGTAG A

Super Folder GFP
(SFGFP)

/5Biosg/CAACAAGAATTGGGACAACTCCAGTG B

5S rRNA (E. coli) ATGCCTGGCAGTTCCCTA C

RNase P specificity
region (E. coli)

CCGTACCTTATGAACCCCTATTTGG D

btuB riboswitch 5
UTR (E. coli)

GCATCCACAATAGAAGAAGGATGC E

Adapter Ligation

A adapter b (A b)
(ssDNA adapter)

/5Phos/AGATCGGAAGAGCACACGTCTGAACTC
CAGTCAC/3SpC3/

F

Fluorescent Quality Analysis

Reverse QA
primer (+)

VIC-GTGACTGGAGTTCAGACAAGCAGAACGTG
TGCTC

G

Reverse QA
primer (-)

NED-GTGACTGGAGTTCAGACAAGCAGAACGTG
TGCTC

H

Primers for Building dsDNA Libraries

PE forward† AATGATACGGCGACCACCGAGATCTACACTCTT
TCCCTACACGACGCTCTTCCGATCT

I

ECK404 (+)
selection primer
(forward)

CTTTCCCTACACGACGCTCTTCCGATCTRRRYTT
TATCGGCCGAAGCAGGTAgA*G*G*C

J

ECK404 (-)
selection primer
(forward)

CTTTCCCTACACGACGCTCTTCCGATCTYYYRtTT
ATCGGCCGAAGCAGGTAgA*G*G*C

K

SF-GFP (+)
selection primer
(forward)

CTTTCCCTACACGACGCTCTTCCGATCTRRRYCA
ACAAGAATTGGGACAACTCCAGT*G*A*A*A*A*G

L
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Table B.3 (Continued)
Name Sequence Abbr.

SF-GFP (-)
selection primer
(forward)

CTTTCCCTACACGACGCTCTTCCGATCTYYYRCA
ACAAGAATTGGGACAACTCCAGT*G*A*A*A*A*G

M

5S rRNA (+)
selection primer
(forward)

CTTTCCCTACACGACGCTCTTCCGATCTRRRYAT
GCCTGGCAGTTCCCTA*C*T*C

N

5S rRNA (-)
selection primer
(forward)

CTTTCCCTACACGACGCTCTTCCGATCTYYYRAT
GCCTGGCAGTTCCCTA*C*T*C

O

RNase P (+)
selection primer
(forward)

CTTTCCCTACACGACGCTCTTCCGATCTRRRYCC
GTACCTTATGAACCCCTATTTGG*C*C*T

P

RNase P (-)
selection primer
(forward)

CTTTCCCTACACGACGCTCTTCCGATCTYYYRCC
GTACCTTATGAACCCCTATTTGG*C*C*T

Q

btuB (+) selection
primer (forward)

CTTTCCCTACACGACGCTCTTCCGATCTRRRYGC
ATCCACAATAGAAGAAGGATGC*C*G*C*A

R

btuB (-) selection
primer (forward)

CTTTCCCTACACGACGCTCTTCCGATCTYYYRGC
ATCCACAATAGAAGAAGGATGC*C*G*C*A

S

Illumina Multiplexing Primers

Illumina Index #1† CAAGCAGAAGACGGCATACGAGATCGTGATGT
GACTGGAGTTCAGACGTGTGCTC

T

Illumina Index #2† CAAGCAGAAGACGGCATACGAGATACATCGGT
GACTGGAGTTCAGACGTGTGCTC

U

Illumina Index #3† CAAGCAGAAGACGGCATACGAGATGCCTAAGT
GACTGGAGTTCAGACGTGTGCTC

V

Illumina Index #4† CAAGCAGAAGACGGCATACGAGATTGGTCAGT
GACTGGAGTTCAGACGTGTGCTC

W

Illumina Index #5† CAAGCAGAAGACGGCATACGAGATCACTGTGT
GACTGGAGTTCAGACGTGTGCTC

X

Illumina Index #6† CAAGCAGAAGACGGCATACGAGATATTGGCGT
GACTGGAGTTCAGACGTGTGCTC

Y

Illumina Index #7† CAAGCAGAAGACGGCATACGAGATGATCTGGT
GACTGGAGTTCAGACGTGTGCTC

Z

Illumina Index #8† CAAGCAGAAGACGGCATACGAGATTCAAGTGT
GACTGGAGTTCAGACGTGTGCTC

AA

Illumina Index #9† CAAGCAGAAGACGGCATACGAGATCTGATCGT
GACTGGAGTTCAGACGTGTGCTC

AB

Illumina Index
#10†

CAAGCAGAAGACGGCATACGAGATAAGCTAGT
GACTGGAGTTCAGACGTGTGCTC

AC
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Table B.3 (Continued)
Name Sequence Abbr.

Illumina Index
#11†

CAAGCAGAAGACGGCATACGAGATGTAGCCGT
GACTGGAGTTCAGACGTGTGCTC

AD

Illumina Index
#12†

CAAGCAGAAGACGGCATACGAGATTACAAGGT
GACTGGAGTTCAGACGTGTGCTC

AE

Illumina Index
#13†

CAAGCAGAAGACGGCATACGAGATTTGACTGT
GACTGGAGTTCAGACGTGTGCTC

AF

Illumina Index
#14†

CAAGCAGAAGACGGCATACGAGATGGAACTGT
GACTGGAGTTCAGACGTGTGCTC

AG

Illumina Index
#15†

CAAGCAGAAGACGGCATACGAGATTGACATGT
GACTGGAGTTCAGACGTGTGCTC

AH

Illumina Index
#16†

CAAGCAGAAGACGGCATACGAGATGGACGGGT
GACTGGAGTTCAGACGTGTGCTC

AI

Illumina Index
#18†

CAAGCAGAAGACGGCATACGAGATGCGGACGT
GACTGGAGTTCAGACGTGTGCTC

AJ

Illumina Index
#19†

CAAGCAGAAGACGGCATACGAGATTTTCACGT
GACTGGAGTTCAGACGTGTGCTC

AK

Illumina Index
#20†

CAAGCAGAAGACGGCATACGAGATGGCCACGT
GACTGGAGTTCAGACGTGTGCTC

AL

Illumina Index
#21†

CAAGCAGAAGACGGCATACGAGATCGAAACGT
GACTGGAGTTCAGACGTGTGCTC

AM

Illumina Index
#22†

CAAGCAGAAGACGGCATACGAGATCGTACGGT
GACTGGAGTTCAGACGTGTGCTC

AN

Illumina Index
#23†

CAAGCAGAAGACGGCATACGAGATCCACTCGT
GACTGGAGTTCAGACGTGTGCTC

AO

Illumina Index
#25†

CAAGCAGAAGACGGCATACGAGATATCAGTGT
GACTGGAGTTCAGACGTGTGCTC

AP

Illumina Index
#27†

CAAGCAGAAGACGGCATACGAGATAGGAATGT
GACTGGAGTTCAGACGTGTGCTC

AQ

† Oligonucleotide sequences c© 2007-2013 Illumina, Inc. All rights reserved.
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Table B.4: RMDB data deposition table. SHAPE-Seq reactivity spectra generated in
this work are freely available from the RNA Mapping Database (RMDB)
(http://rmdb.stanford.edu/repository/) [169], accessible using
the RMDB ID numbers indicated in the table below. Any other reactivity
data from this work can be provided upon request.

RMDB ID Contents Figure(s) used in

CRR10 1M7 0001 Triplicate data of crR10 co-expressed with the
antisense control plasmid

Figures 3.3, B.5,
B.6, B.8 and B.10

CRR10 1M7 0002 Triplicate data of crR10 co-expressed with
taR10

Figures 3.3, B.8
and B.10

CRR12 1M7 0001 Triplicate data of crR12 co-expressed with the
antisense control plasmid

Figures 3.2, 3.3,
B.5, B.10 and B.22

CRR12 1M7 0002 Triplicate data of crR12 co-expressed with
taR12

Figures 3.3, B.10
and B.22

TAR10 1M7 0001 Triplicate data of taR10 expressed alone Figures B.5, B.6
and B.9

TAR12 1M7 0001 Triplicate data of taR12 expressed alone Figures 3.2, B.5,
B.9 and B.22

RNAINS3 1M7 0001 Triplicate data of RNA-IN S3 expressed alone Figures B.12
and B.15

RNAINS4 1M7 0001 Triplicate data of RNA-IN S4 expressed alone Figures 3.4
and B.14

INS4DBL 1M7 0001 Triplicate data of RNA-IN S4 C24A A25C dou-
ble mutant co-expressed with the antisense
control plasmid

Figures 3.4, B.18
and B.23

INS4DBL 1M7 0002 Triplicate data of RNA-IN S4 C24A A25C dou-
ble mutant co-expressed with RNA-OUT A4

Figures 3.4, B.18
and B.23

RNAOUT3 1M7 0001 Triplicate data of RNA-OUT A3 expressed
alone

Figures B.12
and B.23

RNAOUT4 1M7 0001 Triplicate data of RNA-OUT A4 expressed
alone

Figures 3.4
and B.19

5SRRNA 1M7 0007 Triplicate data of endogenous E. coli 5S rRNA Figures 3.5, B.21
and B.24

BTUBR 1M7 0001 Five replicates of endogenous E. coli btuB ri-
boswitch leader sequence

Figures 3.5
and B.21

RNASEP 1M7 0001 Triplicate data of endogenous E. coli RNase P
specificity region

Figures 3.5
and B.21
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B.3 Supplementary Figures

Sense

Platform

(~3.1-3.3 kbp)

Antisense

Platform

(~2.2 kbp) t500 Terminator

ECK120051404

Terminator

ColE1 origin

Ampicillin Resistance J23119 Constitutive

Promoter

Chloramphenicol Resistance

(EcoRI-KO) Cassette 

TrrnB Operon

Fragment

 -or-

Double Terminator

RBS

p15A origin

Sense RNA

SFGFP

Antisense

sRNA

J23119 Constitutive

Promoter

Figure B.1: Standardized platform for expressing sense/antisense regulatory RNA
pairs in E. coli. Sense RNAs that control the translation of a downstream
superfolder GFP (SFGFP) sequence [184] are expressed in E. coli using a
constitutive promoter (σ70) as part of the Sense Platform. The Antisense
Platform similarly expresses an antisense RNA that can target the sense
RNA. The origins of replications were selected such that the antisense is
always in molar excess of the sense to facilitate RNA binding. Specific
sequences of RNA regulators are found in Table B.2. Note that the sense
platform shown below is for the riboregulators crR10 and crR12. The TrrnB
operon fragment of the sense platform is replaced with a double termina-
tor for the RNA-IN/OUT system. The Antisense Platform contains the
ECK120051404 and t500 intrinsic terminators [186]. The control antisense
plasmid lacks the antisense sRNA sequence, but is otherwise the same as
the Antisense Platform vector. A selection of the plasmids used in this
study was deposited in the addgene database and can be found by search-
ing for this paper. Other plasmids can be provided upon request.
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Figure B.2: In-cell SHAPE-Seq structural characterization overview. To perform in-
cell SHAPE-Seq, cells are grown (potentially with a plasmid, or combina-
tion of plasmids, containing the RNA(s) of interest) then split for fluores-
cence measurement and SHAPE probing (Figure 3.1). Cultures for SHAPE
probing are subjected to modification with 1M7 (+) or a DMSO control
(-). Subsequent RNA extraction, reverse transcription (halting at modi-
fications), and PCR prepare the cDNA fragments for next-generation se-
quencing. Bioinformatic analysis of sequenced reads with Spats (http:
//spats.sourceforge.net/) generates reactivity maps representing
the cellular flexibility of each nucleotide in an RNA [97, 98]. tRNAphe from
E. coli is shown as a hypothetical example.
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Figure B.3: Selective PCR amplification strategy for cDNA libraries. The cDNA gener-
ated from the reverse transcription step of in-cell SHAPE-Seq is ligated to
an adapter that contains part of the sequence required for Illumina TruSeq
barcoding (Figure B.2). To amplify the ssDNA library, primers contain-
ing the rest of the sequences for Illumina TruSeq barcoding are added to
a PCR reaction (red, blue), along with a selection primer (purple). The se-
lection primer contains several nucleotides on its 3’ end that extend into
the expected cDNA sequence. In this way, unextended RT primer ligated
to excess adapter (dimer side product) is unable to extend due to a 3’ mis-
match (right). This selective PCR greatly reduces the amount of dimer side
product that is amplified and removes the need for gel extraction.
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OFF

ON

Ribosome taRNA crRNA

taRNA - trans-activating RNA crRNA - cis-repressed RNA

with taRNA

Figure B.4: Mechanism of the synthetic translation-activating riboregulator system. In
the riboregulator system, the cis-repressed sense RNA (crRNA) is designed
to form a hairpin structure that occludes the RBS, blocking translation. The
riboregulator is thus in the OFF state when expressed by itself. A trans-
activating antisense RNA (taRNA) is designed to base pair with the 5’ re-
gion of the crRNA through a loop-linear interaction intermediate to expose
the RBS on the crRNA and allow translation. The riboregulator switches to
the ON state in the presence of a cognate taRNA [25].
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Structure Proposed by Isaacs, et al. In-cell SHAPE-Seq Structural Models
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Figure B.5: Structural analysis of the synthetic riboregulator translational activation
system using in-cell SHAPE-Seq data. Structures originally designed by
Isaacs et al. [25] for riboregulator sets taR12/crR12 and taR10/crR10 com-
pared to models of the cellular structural states generated from in-cell
SHAPE-Seq reactivities. The reactivities were used to constrain the sec-
ondary structure prediction program RNAstructure [164]. Nucleotide lo-
cations where the structures differ are highlighted in yellow (left). (a) Con-
straining the crR12 fold with the average reactivities calculated from in-cell
SHAPE-Seq indicates that the apical loop may be larger than originally pre-
dicted in cells. There are few differences between the predicted and con-
strained folds for the highly structured taR12: the U bulge near position 50
is in a different position in the cell, and the inner loop near position 20 is
predicted to be larger in cells. (b) The same analysis for taR10/crR10. This
analysis also found that the apical loop of crR10 was likely less structured
in the cell than originally predicted and the same U bulge in taR10 near
position 50 was in a different location. However, the taR10 inner loop near
positions 22-23 matched the structures predicted by Isaacs et al. [25, 164].
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Figure B.6: Characterization of the cellular structures of the taR10/crR10 synthetic ri-
boregulator RNA translational activator system. Reactivity maps and con-
strained secondary structure folds are shown for both taR10 (a) and crR10
(b) of the synthetic riboregulator activator system. Color-coded reactiv-
ity spectra represent averages over three independent in-cell SHAPE-Seq
experiments, with error bars representing one standard deviation of the re-
activities at each position. RNA structures represent minimum free energy
structures generated by RNAstructure [25, 164] using in-cell SHAPE-Seq
reactivity data as constraints (see Section 3.3). Nucleotides are color-coded
by reactivity intensity. Comparisons to original structural designs from Is-
sacs et al. [25] are shown in Figure B.5. The crR10 structural model was
generated from the first 70 nts of the sequence (55 nt shown), and the ter-
minators following taR10 were not included in the structural analysis. The
start codon (AUG) location is boxed and the coding sequence (CDS) is la-
beled.

354



ρ (reactivity)

0.25-0.5

0.5-0.75

0.75-1.25

1.25-2.0

2.0+

0-0.25

ρ
 (

re
a

c
ti
v
it
y
)

ρ
 (

re
a

c
ti
v
it
y
)

b

a

GAU UC
3’U CAUAA

A
A

UAG
UGG AG GACCUAAACCCA 5’

10

40
70

20

U AG UGGUG UGG

30

UGUAAGU

UU AA C
U

U A

50

C UA CUAC CAUA

60

AUG

5’

3’

GA A

A

G

A
G

A

G
A

C A
G U U

U U UC
C

U
UU

CC
A

CUU CU

G
UA UU

A G A G
A

G G A A
A

G G AU CC UG

1020

40 50

....A

AUGAUG

30

CDS

Figure B.7: Characterization of the cellular structures of the taR12/crR12 synthetic ri-
boregulator RNA translational activator system using in-cell dimethyl sul-
fate (DMS) probing. Reactivity maps for an in-cell dimethyl sulfate (DMS)
probing experiment (see Section 3.3) are shown for taR12 (a) and crR12 (b)
of the synthetic riboregulator system. Color-coded reactivity spectra rep-
resent the reactivity level at each position, calculated in the same way as
in-cell SHAPE-Seq reactivity data. G and U positions are marked with gray,
as DMS reacts with strong preference for As and Cs [125]. The structures
presented are the same from Figure 3.2 with DMS reactivities overlaid and
Gs and Us marked with gray. The start codon (AUG) in crR12 is boxed and
the coding sequence (CDS) is labeled. In general, there is good agreement
between the in-cell DMS reactivities shown here and the in-cell SHAPE
reactivities displayed in Figure 3.2 at A and C positions.
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Figure B.8: Structure-function characterization of the taR10/crR10 synthetic riboregu-
lator RNA translational activator system. Reactivity maps (a) and a sug-
gested RNA-RNA interaction structure with taR10 (b) are shown for crR10
of the synthetic riboregulator activator system. (a) Color-coded reactiv-
ity spectra for crR10 expressed in conjunction with the control plasmid
or taR10. Reactivities represent averages over three independent in-cell
SHAPE-Seq experiments, with error bars representing one standard de-
viation. Average fluorescence (FL/OD) values (normalized to crR10 ex-
pressed with the control antisense plasmid) on the right show a 5-fold acti-
vation of gene expression when taR10 interacts with crR10, with error bars
representing one standard deviation. The RBS (determined in Figure B.10)
and start codon (AUG) locations are boxed. (b) Structural model of the
crR10/taR10 binding complex derived from the mechanism proposed by
Isaacs et al. [25], refined using the average crR10 reactivities with taR10
present in (a). Nucleotides for crR10 are color coded by reactivity intensity.
(c) Reactivity and functional data of the RBS region, showing an increase
in RBS reactivity (left) and fluorescence (right) when taR10 is co-expressed
with crR10. Positions that are statistically significantly different (p <0.05)
according to a one-sided Welchs t-test are indicated with *.
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Figure B.9: In-cell SHAPE-Seq reactivities for the trans-activating RNA variants. In-
cell SHAPE-Seq reactivity spectra for variants taR12 and taR10 of the trans-
activating RNAs from the riboregulator system [25]. Color-coded reactiv-
ity spectra represent averages over three independent in-cell SHAPE-Seq
experiments, with error bars representing one standard deviation of the re-
activities at each position. (a) The reactivity spectra for the taR12 variant
with and without its cognate crR12 show clusters of high reactivity in the
GAAA loop (nt 39-43) and at the 5’ end, which is predicted to be single-
stranded when expressed alone (Figure B.5) and interact with the crR12
apical loop when it is expressed with crR12. Yet, no major changes in re-
activity are observed when crR12 is present, likely due to the higher copy
number of taR12 in the cell relative to crR12. (b) Reactivity spectra for the
taR10 variant with and without the cognate crR10. The pattern is similar
to that of taR12 above and also shows little change in the presence of the
sense RNA crR10. The GAAA tetraloop is in between nucleotides 40-44 in
taR10.
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Figure B.10: Determining the dominant RBS sequence in crRNAs using in-cell SHAPE-
Seq reactivities. Each crRNA contains an AG-rich region with the po-
tential to contain multiple six-nucleotide Shine-Dalgarno (SD) sequences
[420]. (a) To determine which six nucleotides comprise the dominant
SD sequence in crR12, a sliding window was used to analyze reactivity
changes in the AG-rich region when crR12 is interacting with taR12. The
reactivity of each window was calculated by summing the reactivities for
the six nucleotides in the window. Windows were calculated separately
for the OFF (crR12 with control plasmid) and ON (crR12 and taR12) states.
The differences between the ON and OFF state for each window were
used to determine which window displayed the largest change in reactiv-
ity. Nucleotides 36-41 of crR12 demonstrated the largest increase in reac-
tivity (3.88) and are one nucleotide away from the consensus AGGAGG,
suggesting 36-41 is likely the dominant SD sequence. (b) The same anal-
ysis was used to find the dominant SD sequence for crR10. The 36-41
nucleotide window was again found to have the highest increase in reac-
tivity (5.07).
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Figure B.11: Mechanism of the translation-repressing RNA-IN/OUT system. (a) In the
RNA-IN/OUT system modified by Mutalik et al. [176], the sense RNA
(RNA-IN) is expressed upstream of SFGFP and contains an exposed RBS
that allows the translation of SFGFP in the ON state. When the antisense
RNA (RNA-OUT) is present, RNA-IN is predicted to base-pair to the 5’
half of RNA-OUT, causing the RBS to become double-stranded and block
the translation of SFGFP, switching to the OFF state. As depicted, RNA-
OUT is predicted to be an extended stem-loop structure with two inner
bulges [176]). (b) By mutating the interaction region between RNA-IN
(first 5 nt of 5’ end) and RNA-OUT (apical loop), Mutalik et al. [176] gen-
erated many orthogonal, or independently acting, pairs of regulators. For
example, the RNA-IN variant S3 will be repressed by A3, but the muta-
tions between A3 and A4 do not allow A4 to significantly repress S3.

360



ρ (reactivity)
0.25-0.5 0.5-0.75 0.75-1.25 1.25-2.0 2.0+0-0.25

RNA-IN S3

ρ
 (

re
a

c
ti
v
it
y
)

G A U CG A A A AG A A U A

10

G AGA AG

20

CA A C A A AG UG

30

UGC AG ACUCG

40

A UGCU AGCA A

50

G AGA AG A AG A

60

5’ 3’....

a

b

RBS

ρ
 (

re
a

c
ti
v
it
y
)

G CCC

A

1020

50 60

RNA-OUT A3

3’

5’

U

U

UG

C

U

A

GU

A

A

U

G

UU

AAC

G

A

UU

GU

G

A

U

U

C

A

U

C

G

U

A

A

U

30

40

G

U

U

A

U
U

U

A

U

C

G

C

A

A

U

A

U

A

U

G

C
C

C

U
U

AUG CDS

AUG

Figure B.12: Characterization of the cellular structures of the S3/A3 RNA-IN/OUT
translational repressor system. Color-coded reactivity spectra are aver-
aged over three independent in-cell SHAPE-Seq experiments, with error
bars representing one standard deviation of the reactivities at each posi-
tion. RNA structures represent minimum free energy structures gener-
ated by RNAstructure [164] using in-cell SHAPE-Seq reactivity data as
constraints (see Section 3.3). Nucleotides are color-coded by reactivity in-
tensity. (a) Reactivity spectrum of the first 60 nts of RNA-IN S3 (top),
with nucleotides color-coded by reactivity on a single-stranded structural
model of this region (bottom). RBS and start codon (AUG) are boxed.
(b) Reactivity spectra (top) and reactivity-constrained secondary structure
model (bottom) for RNA-OUT A3 (antisense). As observed with RNA-
OUT A4 in Figure 4b, the interacting loop is predicted to be larger than
originally proposed by Mutalik et al. [176, 191] when SHAPE constraints
are applied. The terminators following RNA-OUT were not included in
the structural analysis. CDS = coding sequence.
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Figure B.13: RNA-IN/OUT S4/A4 interaction complexes appear to be cleaved by a
double-stranded RNase in the cell. Reactivity maps (colored bars), (-)
control fragment distributions (black bars), and percent expression (white
bars) for three independent replicates of in-cell SHAPE-Seq experiments
co-expressing both RNA-IN S4 and RNA-OUT A4. Despite all of the repli-
cates having a similar level of translational repression, the reactivity maps
have different patterns. We hypothesized that this was caused by the large
peak aligning to nucleotide 26 in the (-) control fragment length distribu-
tions in each replicate. The wt RNA-IN/OUT interacting duplex is known
to contain an RNase III cut site before nucleotide 15 in RNA-IN [176, 191],
although this cut site was removed in our system by Mutalik et al. by mu-
tating nucleotides 15 and 16 to GG, causing a local mismatch with RNA-
OUT (see Figure B.16) [176, 191]. We hypothesized that there may be a
second cut site for a double-stranded RNase between nucleotides 25 and
26, which would prevent reverse transcriptase from reading all the way to
the 5’ end of RNA-IN. If true, this would suggest that our measurement
would be probing two major states of the interacting RNAs between nu-
cleotides 1-25 at once: the uncut and cut states. Variability in the relative
level of dsRNA cleavage would then cause the variability in the reactivity
maps.
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Figure B.14: Structure-function analysis of the S4/A3 interaction from the RNA-
IN/OUT translational repressor. Color-coded reactivity spectra represent
averages over three independent in-cell SHAPE-Seq experiments, with
error bars representing one standard deviation of the reactivities at each
position. (a) Reactivity maps and fluorescence (FL/OD) of RNA-IN S4
(normalized to average S4 alone fluorescence) expressed alone (top) and
with RNA-OUT A3 (bottom). RBS and start codon (AUG) are boxed. Note
that RNA-OUT A3 is orthogonal to S4 and should therefore not cause a
change in gene expression. As expected, the reactivity patterns and fluo-
rescence of S4 do not show major changes between the two conditions, in-
dicating that the two RNAs are indeed not interacting. (b) (-) control frag-
ment distributions for one replicate of the libraries sequenced to produce
the reactivity maps in (a). Note that the degradation peak observed at
nucleotide 26 (Figure B.13) is not observed for the non-interacting RNAs
and thus is not due to the fact that both RNA-IN and RNA-OUT variants
were co-expressed. CDS = coding sequence.
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Figure B.15: Structure-function analysis of the S3/A4 interaction from the RNA-
IN/OUT translational repressor. Color-coded reactivity spectra represent
averages over three independent in-cell SHAPE-Seq experiments, with
error bars representing one standard deviation of the reactivities at each
position. (a) Reactivity maps and fluorescence (FL/OD) for RNA-IN S3
(normalized to average of S3 fluorescence) expressed alone (top) and with
RNA-OUT A4 (bottom). RBS and start codon (AUG) are boxed. Unlike for
the S4/A3 pair (Figure B.14), the S3/A4 pair shows small changes in the
reactivity maps of RNA-IN S3 and in the expression of SFGFP in the pres-
ence of RNA-OUT A4, although both exhibit a higher level of noise. (b) (-)
control fragment distributions for one replicate of the libraries sequenced
to produce the reactivity maps in (a). The fragment distribution shown for
the S3/A4 interaction is for a replicate deviating somewhat from the other
two in terms of nucleotide reactivities and fluorescent output, generating
most of the observed noise. CDS = coding sequence.
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Figure B.16: RNA-IN mutations to resist RNase cleavage between nucleotides 25 and
26. The structure on the far left depicts the interaction between RNA-IN
S4 and RNA-OUT A4 as proposed by Mutalik et al. after they blocked a
known RNase III cleavage site with an interior loop [176, 191]. Suspecting
that RNase III may also be involved in the observed cleavage between
RNA-IN nucleotides 25 and 26 (Figure B.13), we mutated the positions
that would most directly block RNase III cleavage between RNA-IN and
RNA-OUT. We introduced the C24A and A25C mutations, tested them
(Figure B.17), and ultimately characterized the double mutant in triplicate
with in-cell SHAPE-Seq (Figures 3.4c and B.18).
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Figure B.17: RNA-IN S4 mutations resist cleavage and maintain functionality. Color-
coded reactivity spectra represent one independent in-cell SHAPE-Seq
experiment with fluorescence (FL/OD) measurements on the right (ON
state normalized to one). (a) The RNA-IN S4 A25C mutant exhibits 70%
repression, which is lower than the original S4. However, mutation A25C
does not exhibit a peak in the fragment distribution at nucleotide 26 in
the presence of RNA-OUT A4, as was observed with the original S4 se-
quence in Figure B.13. Reactivities decrease near the 5’ end, and increase
modestly between nucleotides 21-27 when S4 A25C interacts with A4. (b)
RNA-IN S4 mutant C24A shows a similar reactivity decrease at the 5’ end
as S4 A25C in (a) and the absence of a peak in the fragment distribution at
nucleotide 26 in the presence of RNA-OUT A4. However, the C24A mu-
tant exhibited better repression (87%). (c) The C24A A25C double mutant
shows the same general features of (a) and (b), and was used for replicate
in-cell SHAPE-Seq experiments (Figure 3.4c). RBS and start codon (AUG)
are boxed. CDS = coding sequence.
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Figure B.18: Ribosome binding site analysis of RNA-IN S4 mutant C24A A25C. The
fluorescence measured (FL/OD; left) and ribosome binding site (RBS) re-
activities (right) of RNA-IN S4 mutant C24A A25C represent the average
of three independent in-cell SHAPE-Seq experiments, with error bars rep-
resenting one standard deviation. The S4 C24A A25C RBS nucleotides
show significant reactivity changes in the presence of RNA-OUT A4 at
nucleotides 16 and 17 (p <0.10), which increase in response to antisense
A4 binding. The increase in nucleotides 16 and 17 is expected due to the
designed double bulge at the previously known RNase III cut site [176,
191]. Positions that are significantly different (p <0.10) according to a
one-sided Welchs t-test are indicated with *.
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Figure B.19: In-cell SHAPE-Seq reactivities for the antisense RNA-OUT A4 with RNA-
IN variants. Color-coded reactivity spectra represent averages over three
independent in-cell SHAPE-Seq experiments, with error bars represent-
ing one standard deviation of the reactivities at each position. The
SHAPE-Seq reactivities of RNA-OUT A4 are shown without RNA-IN,
with RNA-IN S3 (remains ON), and with RNA-IN S4 mutant C24A A25C
(turns OFF). There are no major differences between A4 alone or with the
orthogonal S3. When S4 C24A A25C is present to interact with A4, there
are decreases in the reactivities of nucleotides 1, 2, and 31-34 and increases
in nucleotides 19, 26, 27, and 47. The nucleotides with decreasing reactiv-
ities correspond well to regions of A4 expected to interact with S4 C24A
A25C (Figure B.16). However, the locations of increasing reactivities are
generally unexpected except for nucleotide 19, which forms part of the
double bulge originally designed to prevent RNase III cleavage [176]. It
should be noted that the copy number difference between the RNA-OUT
and the RNA-IN plasmids should cause RNA-OUT to be present in ex-
cess, such that the dominating structure is likely the non-interacting one,
lessening the changes that are observable for RNA-OUT binding to RNA-
IN.
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Figure B.20: Increasing PCR selection does not affect reactivity calculation. (a) Reactiv-
ity map comparing the same crR12 replicate (expressed alone) sequenced
using 15 cycles of PCR with all oligonucleotides included (15x) or 15 cy-
cles of PCR without oligonucleotide I (Table B.3) followed by another 15
cycles after adding oligonucleotide I. The reactivity maps show very close
agreement as depicted in the correlation plot in (b), with a Pearson Corre-
lation Coefficient of 0.996.
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Figure B.21: Reactivity maps for endogenous RNA targets. Bar charts depicting the
reactivity values for the 5S rRNA, RNase P specificity region, and btuB ri-
boswitch domain used to color Figure 3.5. Color-coded reactivity spectra
represent averages over three (five for btuB riboswitch) independent in-
cell SHAPE-Seq experiments, with error bars representing one standard
deviation of the reactivities at each position. (a) 5S rRNA shows clusters
of reactivity in the 5’ half when probed within the cell in contrast to equi-
librium folded RNA in vitro (Figure B.24). The RT priming site on the
3’ end, where no reactivity information was obtained, is marked. (b) The
specificity region of RNase P shows well-distributed, highly reactive peak
clusters. (c) Reactivity map for the btuB adenosylcobalamin riboswitch,
which displays more unstructured nucleotides in the 5’ half.
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Figure B.22: In-cell vs. equilibrium in vitro refolding reactivity maps for the riboreg-
ulators. Bar charts comparing reactivities measured for the riboregula-
tor variant 12 RNAs in-cell (measured in triplicate) and an equilibrium
refolding experiment with in vitro purified RNA. Error bars for the in-
cell measurements represent one standard deviation. (a) Few differences
are observed for the crR12 RNA between in-cell (with control antisense
plasmid) and equilibrium measurements. The most notable difference is
near the 5’ end where the intensities differ somewhat and the most 5’ nu-
cleotide is reactive in vitro. (b) Like the crR12 alone case in (a), there are
few observable differences in the crR12 with taR12 case. We observe that
the average reactivity between nucleotides 24-40 is somewhat higher for
in-cell reactivities in some positions. Also, there is a reactive spike at po-
sition 10 in vitro, but it is likely a spurious peak and not representative.
(c) taR12 has a similar reactivity profile in vitro and in-cell. Nucleotides 4,
9, and 18-19 are somewhat higher in-cell while nucleotides 41, 44, 49, and
some within 60-68 are higher in vitro.
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Figure B.23: In-cell vs. equilibrium in vitro refolding reactivity maps for RNA-
IN/OUT. Bar charts comparing reactivities measured in-cell (RNA-IN S4
C24A A25C) and in vitro (RNA-IN S3 C24A A25C) for the RNA-IN dou-
ble mutants and RNA-OUT A3. Error bars for the in-cell measurements
represent one standard deviation. RNA-IN S3 C24A A25C was used in
place of S4 C24A A25C in refolding experiments to ease in vitro transcrip-
tion with T7 polymerase. (a) Few differences are observed for RNA-IN
between in-cell (with control antisense plasmid) and in vitro equilibrium
measurements. Nucleotides 6 and 7 are higher in-cell, while nucleotides
around positions 20 and 25 are higher in vitro. (b) The differences between
RNA-IN in-cell and in vitro are more pronounced when the cognate RNA-
OUT is added. The reactivities around the RBS region are generally higher
in vitro, while other nucleotides in RNA-IN are higher in-cell. (c) The reac-
tivity pattern for RNA-OUT A3 matches well between in-cell and in vitro
except for nucleotides in the 5’ end, which appear more reactive in vitro.
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Figure B.24: In-cell vs. equilibrium in vitro refolding reactivity maps of 5S rRNA from
E. coli. Reactivity maps comparing the 5S rRNA measured from in-cell
and in vitro experiments. Error bars represent one standard deviation. in
vitro data is taken from Loughrey et al. [122] and can be found in the
RMDB [169] with IDs: 5SRRNA 1M7 0001, 5SRRNA 1M7 0002, and 5SR-
RNA 1M7 0003. There are many reactivity differences between the in-cell
and in vitro conditions. Most notably, nucleotides 35-38 have greatly in-
creased reactivity in the cell, while nucleotides from position 44 to the 3’
end all greatly decrease in the cell. In contrast, we observe that the reac-
tivity clusters near positions 12 and 25 are similar between the in vitro and
in-cell conditions. Few reactivity changes in those regions would be ex-
pected because those nucleotides are in loop regions of the 5S rRNA that
face away from the ribosome into the solvent (Figure 3.5a). The region
around nucleotides 35-55 fits in a groove near the L5 protein [193, 200]
and is likely remodeled as it fits into the ribosome, which could cause the
differences in the reactivities in that region of the reactivity map.
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B.4 Supplementary Methods.

Detailed in-cell SHAPE-Seq protocol.

B.4.1 Materials

• E. coli strain NEBTurbo (cloning strain)

• E. coli strain TG1 (experimental strain)

• Sense and antisense platform vectors - See Figure B.1

• Oligonucleotides, see Table B.3

• Cloning Reagents

– 1.33X Gibson Assembly master mix (See below) [181]

– Phusion High-Fidelity PCR kit (NEB, cat. no. E0553S)

– Restriction enzyme DpnI (NEB, cat. no. R0176S)

– T4 DNA ligase (NEB, cat. no. M0202S)

– QIAprep spin Miniprep kits (Qiagen, cat. no. 27104)

– QIAquick PCR purification kit (Qiagen cat. no. 28104)

– Qiagen plasmid mini kit (Qiagen cat. no. 12123)

– LB medium (Life Technologies, cat. no. 12795-084)

– LB agar (BD, cat. no. 214530)

– 5X KCM solution (0.5 M KCl, 0.15 M CaCl2, 0.25 MgCl2)

– 2-YT medium (Invitrogen, cat. no. 22712-020)

– Agarose gel electrophoresis reagents

– Carbenicillin (Sigma-Aldrich, cat. no. C3416)

– Chloramphenicol (Sigma-Aldrich, cat. no. C1919)

• 1-methyl-7-nitroisatoic anhydride - see [226]

• Anhydrous dimethyl sulfoxide (Sigma-Aldrich, cat. no. D8418)

• PBS solution (pH 7.4)

• Kanamycin sulfate (Sigma-Aldrich, cat. no. K1377)

• TRIzol Max Bacterial Enchancement Reagent (Ambion, cat. no. 16096-040)

• TRIzol reagent (Ambion, cat. no. 15596-026)
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• Chloroform (Sigma-Aldrich, cat. no. 372978)

• Isopropyl alcohol (Sigma-Aldrich, cat. no. I9516)

• Ethanol (Sigma-Aldrich, cat. no. E7023)

• 10 mM dNTPs (NEB, cat no. N0447S)

• 0.1 M dithiothreitol (DTT) (Sigma-Aldrich, cat. no. D0632)

• Super Script III (SSIII) reverse transcriptase (Invitrogen, cat. no. 18080093)

• 5X SSIII First Strand Buffer (supplied with SSIII)

• Sodium Hydroxide (Sigma-Aldrich, cat. no. S8045)

• Hydrochloric Acid (Sigma-Aldrich, cat. no. H1758)

• CircLigase ssDNA Ligase, 10x CircLigase reaction buffer, 1 mM ATP, and 50 mM
MnCl2 (Epicentre, cat. no. CL4111K)

• 20 mg/mL glycogen (Invitrogen, cat. no. 10814-010)

• 3.0 M NaOAc (pH 5.5)

• Agencourt AMPure XP beads (Beckman Coulter, cat. no. A63880)

• TE Buffer (10 mM Tris-HCl, 1 mM EDTA, pH 7.5)

• GeneScan 500 LIZ standard (Applied Biosystems, cat. no. 4322682)

• Deionized formamide (Ambion, cat. no. AM9342)

• Exonuclease I (ExoI) (NEB, cat. no. M0293S)

• Qubit dsDNA High Sensitivity Kit (Invitrogen, cat. no. Q32854)

B.4.2 Equipment

Exact items used in this study in parentheses.

• 100 mm x 15 mm Petri dishes

• 0.7 mL, 1.5 mL microcentrifuge tubes

• QIAquick purification columns (Qiagen) or similar silica purification columns

• Thin-walled PCR tubes

• Optically clear 96-well reaction plates (Applied Biosystems, cat. no. N8010560)

• Clear bottom, black-sided 96-well plates (Corning, cat. no. 3631)

• 2 mL 96-well culture block (Corning, cat. no. 29445-164)

• Breathable adhesive cover for 96-well culture blocks (Sigma-Aldrich, cat. no.
Z763624)
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• Refrigerated microcentrifuge (to 4 ◦C)

• 96-well capable fluorescent spectrophotometer

• Thermal cycler

• Agarose gel electrophoresis setup

• Dry heating block

• Magnetic 96-well plate stand

• Shaking Incubator (96 deep-well compatible)

• Qubit 2.0 Fluorometer (Invitrogen, cat. no. Q32866)

• Unix, Linux or Mac OS X system for data analysis

B.4.3 Reagent Setup

1X Kanamycin in PBS: Prepare a 1000X solution of 100 mg/mL (working solution 100

µg/mL) kanamycin by dissolving in water. Add 10 µL of 1000X kanamycin to 10 mL

of PBS. Refrigerate dilution until ready to use.

Gibson assembly master mix: Mix 320 µL isothermal reaction buffer (25% PEG-8000,

500 mM Tris-HCl, 50 mM MgCl2, 50 mM DTT, 1 mM dNTPs, 5 mM NAD, pH 7.5), 0.64

µL of 10 U/µL T5 exonuclease, 20 µL of 2 U/µL Phusion DNA polymerase, 160 µL of 40

U/µL Taq DNA Ligase, and enough water to bring the total volume to 1.2 mL. Aliquot

15 µL at a time into microcentrifuge tubes and store at -20 ◦C. Pre-made Gibson assem-

bly master mix can be alternatively be purchased from New England Biolabs (cat. no.

E2611S).

Super Script III master mix: Mix 4 volumes of 5X SSIII First Strand Buffer (supplied

with SSIII), 1 volume of 0.1 M DTT, and 1 volume of 10 mM dNTPs. Store at -20 ◦C.
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B.4.4 Procedure for in-cell SHAPE-Seq in E. coli

Cloning

(∼1 week) This section should be skipped unless adding a new sense/antisense RNA

to platform for expression in E. coli.

1. Design primers suitable for Gibson Assembly of the sense/antisense insert and

platform vectors.

(a) To insert an RNA sequence in the antisense platform, amplify the antisense

vector with 5’-GCCTCTACCTGCTTCGGCCG-3’ and 5’-ACTAGTATTATA

CCTAGGACTGAGCTAGC-3’. Design primers for the insert using 5’-GC

TCAGTCCTAGGTATAATACTAGTxxxxx-3’ for the forward primer and 5

’-GCCGAAGCAGGTAGAGGCzzzzzz-3’ for the reverse (replace x’s with

primer sequence specific to 5’ end of antisense RNA and z’s with reverse

complement of 3’ end, both with a Tm of about 58 ◦C).

(b) To insert an RNA sequence in the sense platform, amplify the

sense vector with 5’- ATGCTAGCAAAGGAGAAGAACTTTTC-3’ and 5’-

ACTAGTATTATACCTAGGACTGAGCTAGC-3’. Design primers for the in-

sert using 5’-GCTCAGTCCTAGGTATAATACTAGTxxxxx-3’ for the forward

primer and 5’-GAAAAGTTCTTCTCCTTTGCTAGCATzzzzzz-3’ for the re-

verse (replace x’s with primer sequence specific to 5’ end of sense RNA and

z’s with reverse complement of 3’ end, both with a Tm of about 58 ◦C). Note

that the overlap for SFGFP contains the start codon - modify these overlaps

if other sequences are required near the start codon.

2. Perform PCR using the Phusion PCR kit (NEB) according to the manufacturer’s
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instructions, using the following thermal cycling conditions:

Cycle

Number

Denature Anneal Extend Hold

1 98 ◦C, 30 s

2-25 98 ◦C, 15 s 3 ◦C above

primer’s Tm

72 ◦C, 15 s/kb

26 72 ◦C, 5 min

4 ◦C

3. Digest PCR products with 1 µL DpnI at 37 ◦C for 30 min.

4. Check on agarose gel to verify the size of the PCR products.

5. Purify the PCR products using the QIAquick PCR purification kit.

6. Measure the DNA concentration of the DNA fragments to be assembled with the

Qubit or Nanodrop.

7. Thaw a tube of 1.33X Gibson assembly master mix on ice for each construct to

assemble. Keep on ice until use.

8. Add approximately 3:1 (molar ratio) insert:platform vector to be assembled to a

total volume of 5 µL, and a to 15 uL of 1.33X Gibson assembly master mix.

9. Incubate at 50 ◦C for 1 hr.

10. Place assembly products on ice to cool to at least room temperature.

11. Transform assembled DNA into chemically competent E. coli cells (we use KCM

competent NEBTurbo).

12. Incubate on ice for 20 min. Heat shock at 42 ◦C for 1.5 min and then place back

on ice for 1 min.
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13. Add 50 µL 2YT medium (or other rich media such as SOB or SOC) and incubate

the cells with vigorous shaking at 37◦C for 1 hr. While shaking, warm agar plates

with appropriate antibiotic at 37 ◦C.

14. Plate the cells and incubate overnight at 37 ◦C.

15. Grow and extract plasmids for sequencing, using the QIAQuick plasmid purifi-

cation kit.

16. Store sequence confirmed plasmids at -20 ◦C until ready to use.

Preparation for in-cell probing

(3 days, ∼3 hours of active effort) - Skip to Step 19 if targeting endogenously expressed

RNAs.

17. Determine which combinations of sense and antisense to test.

(a) Due to how intensive future steps are, it is advised to not do more than 10-12

total in-cell SHAPE-Seq experiments at a time. We recommend 1-4 for those

new to the protocol.

i. If characterizing more than 6 samples, it may be helpful to get a second

person to help during the modification and extraction steps.

18. (Co-)Transform the sense/antisense plasmid(s) into the strain being used for test-

ing functionality.

(a) Include empty plasmid controls to correct for autofluorescence later.

(b) We recommend co-transforming sense plasmids with a control antisense

plasmid when only the sense RNA is being studied to maintain consistency

between fluorescence measurements.
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19. Plate transformed cells on an LB+Agar plate with the appropriate antibiotics and

grow overnight at 37 ◦C.

(a) If targeting endogenously expressed RNAs, plate cells directly with no an-

tibiotics. Alternatively, this step could be skipped and cells could be grown

directly from glycerol stocks, etc.

20. To an autoclaved 96-well culture block, add 1 mL of LB with antibiotic (if re-

quired). Pick individual colonies from the plates and inoculate the media with

the corresponding antibiotic resistance(s). Grow the cells overnight on an incu-

bator shaker at 37 ◦C and 1,000 rpm.

(a) It is recommended to start this growth late in the day.

(b) Replace LB with other medium if desired.

21. The next day, add 24 µL of the primary inoculum to 1.2 mL fresh, pre-warmed

LB with antibiotic(s) (if required). Allow to grow for at least 3 hours at 37 ◦C and

1,000 rpm on the shaker.

(a) The time for growth can be adjusted based on the desired functional testing

assay and speed of growth of the cells.

(b) An OD600 of 0.3 or higher is recommended for probing, but not necessarily

required.

(c) Replace LB with other medium if desired.

(d) Alternative dilution factors and growing times can be used instead so long

as a suitable OD is reached.
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RNA Modification & Fluorescence Assay

(10-25 min)

22. During the 3 hour (or greater) subculture, prepare 15 µL of 250 mM 1M7 in neat

DMSO for each in-cell SHAPE-Seq experiment being performed. Also preheat

200 µL of TRIzol Max Bacterial Enhancement reagent at 95 ◦C for each in-cell

SHAPE-Seq experiment.

23. After the 3 hour (or greater) incubation is complete, take 150 µL of each culture

and put into labeled 1.5 mL microcentrifuge tubes. Spin these tubes at ≥ 15,000 x

g for 1 min and discard the used media. Set aside until Step 26.

24. Add 13.3 µL of 250 mM 1M7 to clean, empty adjacent wells for each culture. Also

add 13.3 uL of anhydrous DMSO to a second empty well for each culture. The

modification experiment will be performed in these wells. Using a multichannel

pipet, quickly add 500 µL of culture to the wells containing either 1M7 (positive

(+) channel) or DMSO (negative (-) channel).

25. Return the 96-well culture block to the shaker for 3 min.

26. During the 3 min incubation, resuspend the cultures from Step 23 in 200 µL cold

PBS with 1X kanamycin. Store these at 4 ◦C until Step 31.

27. Remove the block from the shaker and pipet the (+) and (-) samples into individ-

ual, labeled 1.5 mL microcentrifuge tubes.

28. Spin the tubes at 15,000 x g for 1 min and aspirate the used media. Resuspend

each pellet in 100 µL of the preheated TRIzol Max Bacterial Enhancement reagent.

29. Heat the samples in the TRIzol Max Bacterial Enhancement reagent at 95 ◦C for 4

min.
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30. Remove from heat and add 500 µL TRIzol reagent to each. Shake vigorously for

≥ 5 s to mix.

(a) Be careful that tubes are well sealed when shaking.

(b) CAUTION TRIzol contains phenol, which causes burns, lung edema, and

kidney damage.

(c) CAUTION TRIzol contains chloroform, a known carcinogen, and must be

handled with care.

(d) (Pause Point)

31. At this time, pipet the cells in PBS (from Step 26) into a 96-well plate with a clear

bottom. Include a well containing 200 µL of PBS with 1X kanamycin as a blank.

(a) Skip Steps 31-32 if not measuring a fluorescent output.

32. Measure OD600 and fluorescence (485 nm excitation, 520 nm emission - this may

be adjusted if you are using a different reporter system). Calculate the fold ac-

tivation/repression by subtracting the PBS blank from the OD and fluorescence

measurements for all cells. Normalize all of the wells for growth rate by divid-

ing fluorescence intensity (FL) by OD. Then subtract cell autofluorescence from

all wells using a non-fluorescent cell control wells FL/OD. The resulting FL/OD

values can be used to compare ON and OFF levels between different conditions.

RNA Extraction

(∼1.5 hours)

33. Incubate the TRIzol-containing tubes for ≥ 5 min at room temperature.
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34. Add 100 µL chloroform to each tube, shake vigorously for 10 s, and incubate at

room temperature for another 2 min.

(a) Be careful that tubes are well sealed when shaking.

35. Centrifuge the TRIzol-containing tubes at 12,000 x g and 4 ◦C for 15 min.

36. Carefully transfer the clear aqueous phases (up to 350 µL) to new 0.7 mL micro-

centrifuge tubes.

37. Add 250 µL cold 100% isopropyl alcohol and mix by inverting the tubes 6-8 times.

Incubate at room temperature for 10 min.

(a) Add 1 µL of 20 mg/mL glycogen if RNA yield is expected to be low.

38. Spin the tubes at ≥ 15,000 x g and 4 ◦C for 10 min. Aspirate the alcohol and wash

with 500 µL 70% EtOH. Respin the tubes for 2 min and aspirate the EtOH. Respin

again for 2 min and aspirate the remaining ethanol, allowing traces of remaining

EtOH to air dry.

39. Resuspend each resulting RNA sample (will be 2 for each in-cell SHAPE-Seq ex-

periment) in 10 µL RNase-free water.

(a) (Pause Point) The RNAs can be stored at -20 ◦C overnight.

Reverse Transcription

(1-1.5 hours)

40. Prepare a thermal cycler and start the following protocol (RT) to preheat the

block:
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Step Number Step Name Temperature Time

1 Hot start 95 ◦C ∞

2 Denature 95 ◦C 2 min

3 Denature 65 ◦C 5 min

4 Cooling 45 ◦C ∞

5 Pre-heat 45 ◦C 1 min

6 Extend 52 ◦C 25 min

7 Inactivate 65 ◦C 5 min

8 Infinite hold 4 ◦C ∞

41. Add 3 µL of 0.5 µM reverse transcription primer. If using the two-plasmid system,

use primer A for antisense RNA only, primer B for sense RNA only, or a mixture

of both primers A and B for sense and antisense mixtures. If targeting endoge-

nously expressed RNAs, use primers designed specifically for those RNAs, such

as primers C-E.

(a) For rare or weakly expressed RNAs, reduce the primer concentration to 50

nM.

(b) The primers in Table B.3 are for the RNAs described in this work, other

sequences can also be used.

(c) Be mindful of plasmid copy numbers when mixing RT primers, in the work

presented we used a 50-50 mixture. However, balancing the relative amount

of RT primer for different target abundances is recommended for future

work.

42. Start the RT protocol in Step 40.

43. When the thermal cycler block is preheated to 95 ◦C, place each tube on the ther-

mal cycler, and advance the steps.
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44. During the first 7 min of incubation (2x Denature), mix 6 µL of SSIII Master Mix

and 1 µL of 0.5X SSIII reverse transcriptase (diluted in its storage buffer) for each

RNA sample in a microcentrifuge tube.

(a) We recommend mixing some extra SSIII Master Mix and enzyme to avoid

running short during Step 45.

45. At the end of the first 65 ◦C step (2nd Denature), move all the tubes to ice for 30 s.

Then add 7 µL of the SSIII Master Mix/reverse transcriptase mix (from Step 44)

to each tube, mix well, and return to ice. Once all of the RNAs have received the

7 µL, return all the tubes to the thermal cycler and continue the thermal cycler

procedure.

(a) IMPORTANT - When adding the Master Mix/reverse transcriptase mix,

make sure to knock down the condensed water from the sides of the tubes

to maintain the reaction volume.

46. Upon completion of the RT protocol, remove all the tubes to ice and add 1 µL of

10 M NaOH.

47. Incubate the tubes at 95 ◦C for 5 min to hydrolyze the RNA.

48. Partially neutralize the solutions by adding 5 µL of 1 M HCl.

49. Ethanol precipitate by adding 78 µL of ice-cold 100% ethanol to each tube, invert-

ing 6-8 times, and incubating at -80 ◦C for 15 min.

(a) (Pause Point) The cDNA can be stored at -80 ◦C.

50. Centrifuge the tubes at ≥ 15,000 x g and 4 ◦C for 15 min. Aspirate the ethanol and

wash with 500 µL of 70% ethanol. Respin for 2 min, aspirate, respin for 2 min

again, and aspirate the remaining ethanol. Allow to air dry.

51. Resuspend each cDNA in 22.5 µL of RNase-free water.
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(a) (Pause Point) The cDNA can be stored at -20 ◦C.

A adapter b Ligation & Purification

( 4 hours)

52. Add 3 µL of 10x CircLigase reaction buffer, 1.5 µL 50 mM MnCl2, 1.5 µL 1 mM

ATP, 1 µL CircLigase, and 0.5 µL of 100 µM oligonucleotide F to each tube with

cDNA.

(a) For samples with reduced RT primer concentrations (from Step 41), reduce

oligonucleotide F concentration to 10 µM.

53. Incubate at 60 ◦C for 2 hrs, followed by a 10 min incubation at 80 ◦C to inactivate

CircLigase I.

(a) Meanwhile, thaw a tube of 20 mg/mL glycogen.

54. After the ligation is complete, add 70 µL RNase-free water, 10 µL 3.0 M sodium

acetate pH 5.5, 1 µL 20 mg/mL glycogen (for visualization), and 300 µL of ice-cold

100% ethanol. Mix.

(a) (Pause Point) The cDNA can be stored at -80 ◦C.

55. Incubate at -80 ◦C for 30 min then spin at ≥ 15,000 x g at 4 ◦C for 30 min. Aspirate

the ethanol, re-spin for 2 min, and aspirate any remaining ethanol. Resuspend

each cDNA in 20 µL water.

56. Resuspend a bottle of Agencout AMPure XP beads. Add 36 µL of bead slurry to

each tube containing cDNA and mix well by pipetting up and down.
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57. Continue purification of ssDNA libraries according to manufacturer’s protocol,

eluting in 20 µL TE buffer.

(a) We recommend using the 96-well plate method for a large number of sam-

ples.

(b) (Pause Point) The eluted cDNA can be stored at -20 ◦C.

Quality Control (QC)

(1 hour + CE time). An alternative method is mentioned in Step 76

58. Mix the following PCR or each sample: 1.5 µL ssDNA library, 1 µL of 1 µM primer

G (for (+) samples) or primer H (for (-) samples), 1 µL of 0.1 µM selection primer

(ex.: primer J (antisense samples), L (sense samples), or N, P, or R (endogenous)],

1.5 µL of 1 µM primer I, 5 µL of 5X Phusion reaction buffer (NEB), 0.5 µL of 10

mM dNTPs, 0.25 µL (0.5 U) Phusion Polymerase, and H2O to 25 µL.

(a) The selection primer chosen should match the RT primer sequence and con-

tain a further 3’ extension.

(b) For rare transcripts, exclude primer I in the initial reaction mix (see Step

59b).

(c) If using priming sites other than those designed in Table B.3, you will need

to design an alternative set of mismatch primers instead of primers J-S. To

do this, add the sequence CTTTCCCTACACGACGCTCTTCCGATCTYYYR

to the 5’ end of the RT primer for (-) samples, and CTTTCCCTACAC-

GACGCTCTTCCGATCTRRRY for (+) samples. Then, extend the 3’ end of

primer a few nucleotides into the cDNA sequence such that it mismatches
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the 5’ end of oligonucleotide F. Protect this mismatch from 3’→5’ exonucle-

ase activity with phosphorothioate modifications.

(d) Either positive or negative primer can be used as they are the same length

and will appear the same on the electropherogram output.

(e) For cDNAs containing more than 1 RT primer, mix a separate QC library

for each RT primer. For example, if using both sense and antisense, mix 2

QC reactions, one with primer J and one with primer L. If using more than

3-4 RT primers, you may want to combine some of the selection primers

together when doing QC and look for multiple full length peaks instead.

(f) When analyzing low abundance transcripts (not those used in the platforms

from Figure B.1), the number of cycles can be increased. However, non-

specific amplification will start to occur at significant levels after 15 cycles

of amplification when primer I is included in libraries derived from low

abundance transcripts.

(g) For rare transcripts, perform 15 cycles of amplification without primer I

(more cycles can be done if necessary). Then, add the 1.5 µL of 1 µM primer

I directly to the reaction and perform another 15 cycles of amplification to

finish building the libraries.

59. Run the LIB2CE15 protocol on a thermal cycler:

Cycle

Number

Denature Anneal Extend Hold

1 98 ◦C, 30 s

2-16 98 ◦C, 15 s 63 ◦C, 30 s 72 ◦C, 30 s

17 72 ◦C, 5 min

18 4 ◦C
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60. Add 50 µL H2O to the (+) reaction, then mix the (+) and (-) reaction products

together.

61. Ethanol precipitate each (+/-) reaction mixture by adding 10 µL 3.0 M NaOAc

pH 5.5 and 300 µL of ice-cold EtOH to each combined reaction pair.

62. Incubate the mixtures at -80 ◦C for 15 min.

63. Centrifuge each at ≥ 15,000 x g and 4 ◦C for 15 min.

64. Aspirate the EtOH, re-spin for 2 min, and aspirate the remaining EtOH. Air dry

the pellet.

65. Dissolve each pellet in 10 µL of deionized formamide and add 0.2-0.3 µL of

GeneScan 500 LIZ standard.

(a) We recommend heating at 85-95 ◦C for 5-10 min to aid dissolving.

66. Run each sample on a capillary electrophoresis (CE) machine.

67. Use the LIZ standard to identify peak lengths (We recommend SHAPEFinder

[105] for easy viewing). There should be a full-length peak clearly visible at

the length of the cDNA expected + RT primer length + 96 bp for the PCR over-

hangs for quality analysis. Peaks at RT primer length + 96 bp are indicative of RT

primer-A adapter b dimers. A good library trace should show considerable peak

height and a good full length:RT-A adapter b dimer ratio, with minor peaks in

between for RT stops.

(a) The antisense libraries have a dimer (no cDNA) length of 117 bp, while the

sense libraries have a dimer length of 122 bp. The fully extended peak (to

the 5’ end of the RNA) should be expected at 96 nt + length of the RNA

extended, including the RT primer length.
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(b) Shown in Figure B.25 is a good QC trace for the antisense taR12 from the

riboregulator system (96 nt long). Note that the dimer side product peak is

low, but the full-length cDNA peak is high. A large concentration of unex-

tended primer is normal, as the PCR described above does not consume all

the fluorescent primer.

Unextended primer

Dimer Side Product

 (117 nt)

139 150 16010075

Full Length taR12

(192 nt)

Intermediate Stops

(+) Channel (VIC)

(-) Channel (NED)

Figure B.25: CE quality control example. Positive (+; green) and negative (-; black)
channels quality analysis of a run using taR12.
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dsDNA Library Construction

( 1-2 hours)

68. Mix the following PCR for each sample: 3 µL ssDNA library, 2 µL of 0.1 µM

primer J (+) or K (-) (antisense samples) or primer L (+) or M (-) (sense samples),

0.25 µL of 100 µM primer I, 0.25 µL of 100 µM Illumina indexing primer T-AQ

(choose which one depending on indexes being used), 10 µL of 5X Phusion reac-

tion buffer (NEB), 0.5 µL of 10 mM dNTPs, 0.5 µL (1 U) Phusion Polymerase, and

H2O to 50 µL.

(a) As discussed in Step 58b, use the appropriate mismatch selection primers if

not using RT primers A or B.

(b) The relative amounts of primers or ssDNA library can be increased to in-

crease yields if desired or initial yields are low.

(c) If characterizing low abundance or rare transcripts and the split PCR

method from Steps 58-59 was used, similarly exclude primer I from the first

round of amplification, then add for the second as done in those steps (at the

concentration listed in this step).

69. Run the SEQPHU15 protocol on a thermal cycler:

(a) If a different number of cycles, other than 15, were used in Step 59, use that

number of cycles here as well. Also see Note 68c.
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Cycle

Number

Denature Anneal Extend Hold

1 98 ◦C, 30 s

2-16 98 ◦C, 15 s 65 ◦C, 30 s 72 ◦C, 30 s

17 72 ◦C, 5 min

18 4 ◦C

70. Chill the reactions at 4 ◦C for 5 min.

71. Add 0.25 µL (5 U) of ExoI to each library reaction.

72. Incubate at 37 ◦C for 30 min.

73. Resuspend a bottle of Agencout AMPure XP beads. Add 90 µL of bead slurry to

each tube containing cDNA and mix well by pipetting up and down.

74. Continue purification of dsDNA libraries according to manufacturers protocol,

eluting in 20 µL TE buffer. We recommend using a 96-well plate method for a

large number of samples.

75. Measure the concentration of each dsDNA library using Qubit or another pre-

ferred method for quantifying concentration of DNA.

(a) (Pause Point) The eluted libraries can be stored at -20 ◦C.

76. (Optional) Alternative Quality Control Method: Run 1 µL of the dsDNA libraries on

a BioAnalyzer high sensitivity dsDNA chip. Look for the same features described

in Step 67, except that the cDNA full length should appear at 125 bp + RT primer

length + the cDNA length (instead of cDNA expected + RT primer length + 96

bp).

(a) The dimer (no cDNA) length of dsDNA for the antisense is 146 bp, while the

sense is 151 bp for the platform used in this work.
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Next-Generation Sequencing

(1 day - 2 weeks, depending on resources available).

77. Use the concentration measurements from each library and the quality control

traces to estimate the molarity of each library.

78. Mix a few microliters of each library together to pool all of the SHAPE-Seq li-

braries such that they are all balanced by mole.

79. Run on the Illumina platform, using 2x35 bp paired end reads. We recommend

the MiSeq v3 kit for less than 30-40 libraries that are properly balanced between

all indexes and RT primers.

(a) Longer read lengths can be used, but are generally unnecessary. The read

length only needs to be long enough to uniquely align the 3’ ends of all

RNAs analyzed within a TruSeq index.

(b) Do not process the data using the native Illumina adapter trimming; it will

be removed by downstream in the data processing steps.

Data Processing

(∼0.5-3 hours, if software installed) - Requires Unix, Linux, or Mac OS X

80. If not previously installed, download and install Spats and its associated software

from spats.sourceforge.net, using the instructions provided there.

(a) Other software required for running Spats includes: bowtie (http:

//bowtie-bio.sourceforge.net), the fastx toolkit and libgtextutils
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(http://hannonlab.cshl.edu/fastx_toolkit/download.html), boost

(www.boost.org), and Python.

(b) Note: Future releases of Spats can be found at: http://spats.

sourceforge.net/

81. Obtain the sequencing data from a local store or BaseSpace and unzip the files to

get the .fastq files.

(a) Future releases of Spats may contain library analysis tools.

82. Create a fasta (.fa) style formatted targets file as indicated in the Spats documen-

tation. For each .fastq pair (Read 1 and Read 2), there should only be one .fa file,

that contains all of the target RNAs.

(a) For each RNA, create a new line beginning with a caret ’>’ followed by the

RNA name. The line beneath should then contain your sequence of interest

from the 5’ end to the 3’ end of the cDNA product.

83. Run adapter trimmer.py. By default, the script will determine a number of the

parameters for Spats automatically by analyzing the targets input. However,

some values must be set if differing from the default. adapter trimmer.py will

find and remove sequences containing Illumina sequencing adapters.

(a) If using something other than 2x35 bp sequencing, be sure to include the

flag ‘–read-len XX’ where XX is the read length from the 2xXX bp paired end

sequencing. adapter trimmer.py assumes that both read lengths are equal.

84. Run Spats with the .fastq output from adapter trimmer.py, where <rna.fasta> is

the targets file, RRRY and YYYR are the treated and untreated handles (respec-

tively). If adapter trimmer.py was run, the adapter trimming capabilities in Spats
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itself are not necessary to use. The output directory will contain a text file named

reactivities.out, which are the results.

(a) We recommend always using adapter trimmer.py, not the trimming algo-

rithm in Spats itself.

85. Normalize the output θi values to ρi values according to Appendix B.1. These ρi

values can be plotted to obtain reactivity maps or used as secondary structure

prediction constraints.

RNA Structure Prediction

(20 minutes)

86. Download and install RNAstructure (http://rna.urmc.rochester.edu/

RNAstructure.html) or use the webserver (http://rna.urmc.rochester.

edu/RNAstructureWeb/Servers/Predict1/Predict1.html)

87. Create a .shape text file containing the ρi values for each position. To do this,

create a tab separated text file where the first column is 1→L, where L is the length

of the RNA, and the second column is the ρi value for that position (5’→3’). For

nucleotides to be analyzed that do not have ρi values, enter ‘-999’ instead.

(a) Note: The length of the RNA analyzed will need to match the number of

positions there is reactivity information for in the .shape file.

88. If using the webserver, copy and paste the RNA sequence to be analyzed in all

caps into the ‘Sequence’ box, adjust any parameters as desired, then choose the

.shape file to upload under ‘Select SHAPE Constraints File:’ Adjust the SHAPE
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Intercept (b) to be -0.3 and the SHAPE slope (m) to be 1.1 and submit the query.

The minimum free energy structure appears after calculations complete.

(a) Make sure the sequence is in all caps, lower case is forced to be single-

stranded.

89. If using the GUI version, create a new .seq file using the RNA sequence of in-

terest in all caps. Then choose “RNA..Fold RNA Single Strand” and select the

sequence file for the RNA of interest. Then select “Force..Read SHAPE Reactivity

Pseudo-Energy Constraints” and choose the .shape file containing the appropri-

ate ρi values. Adjust the SHAPE Intercept to be -0.3 and the SHAPE slope to be

1.1 and hit ‘OK’. Run the calculations by hitting ‘Start’. The minimum free energy

structure will appear after calculations are complete.

(a) Make sure the sequence is in all caps, lower case is forced to be single-

stranded.

(b) The command line version also accepts SHAPE reactivity constraints.

See http://rna.urmc.rochester.edu/Text/Fold.html for instruc-

tions.
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APPENDIX C

SUPPLEMENTARY INFORMATION FOR COTRANSCRIPTIONAL FOLDING

OF A FLUORIDE RIBOSWITCH AT NUCLEOTIDE RESOLUTION

C.1 Materials and Methods

C.1.1 Plasmids

Plasmids used for DNA template synthesis contained a chloramphenicol resistance

gene, the p15A origin of replication, and a consensus E. coli σ70 promoter followed

by a sequence encoding the RNA under study. The E. coli SRP RNA sequence was

cloned upstream of the antigenomic hepatitis δ ribozyme. The B. cereus crcB fluo-

ride riboswitch (Genbank AE017194.1, bases 4763724 to 4763805) was cloned upstream

of a consensus ribosome binding site and the superfolder green fluorescent protein

(SFGFP) sequence. These non-native downstream sequences were used to allow tran-

scription to proceed far enough such that the full length RNA of interest would emerge

from RNA polymerase (RNAP). These sequences do not influence cotranscriptional

SHAPE-Seq interpretations, as lengths where non-native RNA had emerged from

RNAP were not used to draw conclusions. The fluoride riboswitch mutants were de-

rived from the plasmid described above.

C.1.2 Proteins

EcoRI E111Q (Gln111) was a generous gift from Jeffrey Roberts and Joshua Filter (Cor-

nell University, Ithaca NY).
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C.1.3 Template preparation

DNA template libraries for cotranscriptional SHAPE-Seq were prepared by combining

individual PCR amplifications of each RNA template length. Each 25 µL PCR reaction

included 20.4 µL H2O, 2.5 µL 10X Standard Taq Reaction Buffer (New England Bio-

labs), 0.5 µL 10 mM dNTPs, 0.25 µL 100 µM oligo J (forward primer, Table C.1), 0.15 µL

plasmid DNA template, 0.25 µl Taq DNA polymerase (New England Biolabs), and 1 µL

25 µM reverse primer. The reverse primer incorporated an EcoRI site. Reaction mixes

were run using a standard thermal cycle program consisting of 30 cycles of amplifi-

cation using an annealing temperature of 55 ◦C. After thermal cycling, PCR reactions

were pooled, mixed, and split into 500 µL aliquots before addition of 50 µL 3 M NaOAc

pH 5.5 and 1 mL of 100% EtOH for EtOH precipitation. Precipitated pellets were dried

using a SpeedVac and pooled by dissolving all pellets in 30 µL H2O. The template was

then run on a 1% agarose gel and extracted using the QIAquick Gel Extraction Kit

(Qiagen). The concentration of the purified template was measured using the Qubit

Fluorometer (Life Technologies) and the molarity of the template was calculated using

the median template length.

Single-length DNA templates were prepared by performing five 100 µL PCR reac-

tions including 82.25 µL H2O, 10 µL 10X Standard Taq Reaction Buffer (New England

Biolabs), 1.25 µL 10 mM dNTPs, 2.5 µL 10 µM oligo J (forward primer, Table C.2), 2.5

ul 10 µM oligo K (Table C.2), 0.5 µL plasmid DNA template, and 0.5 µL Taq DNA poly-

merase (New England Biolabs). Reactions were run with the thermal cycling program

described above. After thermal cycling, reactions were pooled before addition of 50

µL 3M NaOAc pH 5.5 and 1 mL of 100% EtOH for EtOH precipitation. The precip-

itated pellet was dried using a SpeedVac and dissolved in 30 µL H2O. The template

was then run on a 1% agarose gel and extracted using the QIAquick Gel Extraction Kit
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(Qiagen). The concentration of the purified template was measured using the Qubit

2.0 Fluorometer (Life Technologies).

C.1.4 in vitro transcription (single length, radiolabeled)

25 µL reaction mixtures containing 5 nM linear DNA template (see above) and 0.5 U

of E. coli RNAP holoenzyme (New England Biolabs) were incubated in transcription

buffer (20 mM Tris-HCl pH 8.0, 0.1 mM EDTA, 1 mM DTT and 50 mM KCl), 0.1 mg/mL

bovine serum albumin, 200 µM ATP, GTP, CTP and 50 µM UTP containing 0.5 µCi/µL

[α-32P]-UTP for 10 min at 37 ◦C to form open complexes. When present, NaF was

included to a final concentration of 1 µM, 10 µM, 100 µM, 1 mM or 10 mM as indicated

in ??. Single-round transcription reactions were initiated by addition of MgCl2 to 5

mM and rifampicin to 10 µg/mL. Transcription was stopped by adding 125 µL of stop

solution (0.6 M Tris pH 8.0, 12 mM EDTA, 0.16 mg/mL tRNA).

RNA from stopped transcription reactions was purified by addition of 150 µL of

phenol/chloroform/isoamyl alcohol (25:24:1), vortexing, centrifugation, and collec-

tion of the aqueous phase that was then ethanol precipitated by adding 450 µL of 100%

ethanol to each reaction and storage at -20 ◦C overnight. Precipitated RNA was resus-

pended in transcription loading dye (1X transcription buffer, 80% formamide, 0.05%

bromophenol blue and xylene cyanol). Reactions were fractionated by electrophore-

sis using 12% denaturing polyacrylamide gels containing 7.5 M urea (National Di-

agnostics, UreaGel). Reactive bases were detected using an Amersham Biosciences

Typhoon 9400 Variable Mode Imager. Quantification of bands was performed using

ImageQuant. For all experiments, individual bands were normalized for incorpora-

tion of [α-32P]-UTP by dividing band intensity by the number of Us in the transcript.
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%Readthrough was calculated by dividing the sum of run-off RNAs by the sum of all

terminated and run-off products.

C.1.5 in vitro transcription (cotranscriptional SHAPE-Seq experi-

ment)

50 µL total reaction mixtures containing 100 nM linear DNA template library (see

above) and 4 U of E. coli RNAP holoenzyme (New England Biolabs) were incubated in

transcription buffer (20 mM Tris-HCl pH 8.0, 0.1 mM EDTA, 1 mM DTT and 50 mM

KCl), 0.2 mg/mL bovine serum albumin, and 500 µM NTPs for 7.5 min at 37 ◦C to form

open complexes. When present, NaF was included to a final concentration of 10 mM.

Following the first incubation, EcoRI Gln111 dimer was added to a final concentra-

tion of 500 nM and incubated at 37 ◦C for another 7.5 min. Immediately following the

second incubation, single-round transcription reactions were initiated by addition of

MgCl2 to 5 mM and rifampicin to 10 µg/ml. All transcription reactions were allowed

to proceed for 30 seconds. Cotranscriptional experiments were then directly SHAPE

modified (see RNA modification and purification below). Equilibrium refolding ex-

periments were stopped by addition of 150 µL TRIzol solution (Life Technologies),

purified, and equilibrium refolded in transcription buffer before SHAPE modification

as described below (see RNA modification and purification).

C.1.6 in vitro transcription (single length, unlabeled)

in vitro transcription of single length, unlabeled RNA was performed as described

above for cotranscriptional SHAPE-Seq, except at 25 µL total volume with 2 U of E. coli
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RNAP holoenzyme (New England Biolabs) and without Gln111 addition or SHAPE

modification. The resulting RNAs were purified as described for cotranscriptional

SHAPE-Seq and fractionated using a 10% denaturing polyacrylamide gel containing

7.0 M urea. The resulting gel was stained using SYBR Gold (Life Technologies) and

imaged using a Bio-Rad ChemiDoc MP system and quantified using Image Lab (Bio-

Rad). %Readthrough was calculated as described above.

C.1.7 RNA modification and purification

For cotranscriptional experiments the 30 second transcription products were immedi-

ately SHAPE modified by splitting the reaction and mixing half with 2.78 µL of 400

mM benzoyl cyanide (BzCN; Pfaltz & Bower) dissolved in anhydrous dimethyl sul-

foxide (DMSO; (+) sample) or anhydrous DMSO only (Sigma Aldrich; (-) sample) for

∼2 seconds before addition of 75 µL of TRIzol solution. Transcription products for

equilibrium refolding had 150 µL TRIzol added after in vitro transcription. Both were

extracted according to the manufacturers protocol and dissolved in 20 µL total of 1X

DNase I buffer (New England Biolabs) containing 1 U of DNase I enzyme. Digestion

proceeded at 37 ◦C for 30 min, after which 30 µL of RNase-free H2O was added, fol-

lowed by 150 µL TRIzol. The RNA samples were then extracted again according to

the manufacturer’s protocol and dissolved in either: 10 µL 10% DMSO in H2O (cotran-

scriptional experiments) or 25 µL RNase-free H2O (equilibrium refolding experiments).

Equilibrium refolding experiment samples were then heated to 95 ◦C for 2 min, snap

cooled on ice for 1 min, and refolded in 1X folding buffer for 20 min at 37 ◦C (20 mM

Tris-HCl pH 8.0, 0.1 mM EDTA, 1 mM DTT, 50 mM KCl, 0.2 mg/mL bovine serum

albumin, and 500 µM NTPs), optionally containing 10 mM fluoride. RNA modification

of the equilibrium refolding samples was performed as described above, followed by
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the addition of 30 µL RNase-free H2O and 150 µL TRIzol and extracted a third time

according to the manufacturers instructions. The resulting pellet was dissolved in 10

µL 10% DMSO in H2O.

C.1.8 Linker preparation

The phosphorylated linker, oligonucleotide A (Table C.2), was purchased from Inte-

grated DNA Technologies and adenylated with the 5’ DNA Adenylation Kit (New

England Biolabs) according to the manufacturers protocol at a 20X scale, dividing the

reactions into 50 µL aliquots. After completion of the reaction, 150 µL TRIzol was

added and the reactions were extracted according to the manufacturers instructions,

dissolving the products in 20 µL RNase-free H2O. The concentration of purified linker

was measured using the Qubit Fluorometer (Life Technologies) and the molarity of the

RNA was calculated using 6782.1g/mol as the molecular weight. The adenylation re-

action was assumed to be 100% efficient. The linker was diluted to a 2 µM stock to be

used later.

C.1.9 Linker ligation

To the modified and unmodified RNAs in 10% DMSO (see RNA modification and

purification above), 0.5 µL of SuperaseIN (Life Technologies), 6 µL 50% PEG 8000, 2 µL

10X T4 RNA Ligase Buffer (New England Biolabs), 1 µL of 2 µM 5’-adenylated RNA

linker, and 0.5 µL T4 RNA Ligase, truncated KQ (200 U/µL; New England Biolabs)

were added to bring the total reaction volume to 20 µL. The reactions were mixed well

and incubated overnight (>10 hours) at room temperature.
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C.1.10 Reverse transcription

The completed linker ligations were brought to 150 µL with RNase-free H2O before

addition of 15 µL 3 M NaOAc, 1 µL 20 mg/mL glycogen, and 450 µL EtOH for EtOH

precipitation. Precipitated pellets were dissolved in 10 µL RNase-free H2O. Then, 3 µL

of 0.5 µM reverse transcription primer, oligonucleotide B (Table C.2), were added. The

resulting mix was then denatured completely by heating to 95 ◦C for 2 min, followed

by an incubation at 65 ◦C for 5 min before placing on ice for ∼30 seconds. Then, 7 µL of

SSIII master mix was added, containing: 0.5 µL of Superscript III (Life Technologies), 4

µL 5X First Strand Buffer (Life Technologies), 1 µL 100 mM (DTT), 1 µL 10 mM dNTPs,

and 0.5 µL RNase-free H2O. The reaction mix was further incubated at 42 ◦C for 1 min,

then 52 ◦C for 25 min and deactivated by heating at 65 ◦C for 5 min. The RNA was then

hydrolyzed by the addition of 1 µL of 4 M NaOH solution and heating at 95 ◦C for 5

min. The basic solution containing the cDNA was partially neutralized with 2 µL of 1

M HCl, then precipitated with 69 µL cold EtOH, using 15 min at -80 ◦C and 15 min of

spinning at 4 ◦C at max speed to pellet the RNA before washing the pellet with 70%

EtOH. The washed pellet, free of base, was dissolved in 22.5 µL of nuclease-free H2O.

C.1.11 Adapter ligation

To the cDNA, 3 µL 10X CircLigase Buffer (Epicentre), 1.5 µL 50 mM MnCl2, 1.5 µL 1 mM

ATP, 0.5 µL 100 µM DNA adapter, oligonucleotide C (Table C.2), and 1 µL CircLigase

I (Epicentre) were added. The reaction was incubated at 60 ◦C for 2 hr, then 80 ◦C for

10 min to inactivate the ligase. The ligated DNA was EtOH precipitated with 1 µL 20

mg/mL glycogen as a carrier and dissolved in 20 µL of nuclease-free H2O. Then the

cDNA was purified using 36 µL of Agencourt XP beads (Beckman Coulter), according
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to manufacturer’s instructions and eluted with 20 µL TE buffer.

C.1.12 Quality analysis

For quality analysis (QA), a separate PCR reaction for each (+) and (-) sample was

mixed by combining: 13.75 µL nuclease-free H2O, 5 µL 5X Phusion Buffer (New Eng-

land Biolabs), 0.5 µL 10 mM dNTPs, 1.5 µL of 1 µM labeling primer (oligonucleotides

D/E (Table C.2)), 1.5 µL of 1 µM primer PE F (oligonucleotide F (Table C.2)), 1 µL of

0.1 µM selection primer (oligonucleotides G/H (Table C.2)), 1.5 µL ssDNA library (+

or -), and 0.25 µL Phusion DNA polymerase (New England Biolabs). Both fluores-

cent primers were purchased from Applied Biosystems and the selection primers were

purchased from Integrated DNA Technologies. Asterisks represent phosphorothioate

modifications to prevent the 3’→5’ exonuclease activity of Phusion polymerase. Am-

plification was performed for 15 cycles first, using an annealing temperature of 65 ◦C

and an extension time of 15 seconds, excluding the PE F primer. Then, the PE F primer

was added for an additional 10 cycles of amplification. To the complete reactions 50 µL

nuclease-free H2O was added, and the diluted reaction was ethanol precipitated. The

resulting pellet was dissolved in formamide and analyzed with an ABI 3730xl capillary

electrophoresis device.

C.1.13 Library preparation and next generation sequencing

To construct sequencing libraries, a separate PCR for each (+) and (-) sample was mixed

by combining: 33.5 µL nuclease-free H2O, 10 µL 5X Phusion Buffer (New England Bio-

labs), 0.5 µL 10 mM dNTPs, 0.25 µL of 100 µM TruSeq indexing primer (oligonucleotide
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I (Table C.2)), 0.25 µL of 100 µM primer PE F, 2 µL of 0.1 µM selection primer (+ or -,

as noted above), 3 µL ssDNA library (+ or -), and 0.5 µL Phusion DNA polymerase

(New England Biolabs). Amplification was performed as indicated in Quality analysis

above. Completed reactions were chilled at 4 ◦C for 2 min before addition of 5 U exonu-

clease I (New England Biolabs) to remove unextended primer. The reactions were then

incubated at 37 ◦C for 30 min. Following incubation, 90 µL of Agencourt XP beads

(Beckman Coulter) were added for purification according to manufacturer’s instruc-

tions. The complete libraries were eluted with 20 µL TE buffer and quantified with the

Qubit 2.0 Fluorometer (Life Technologies). To prepare the libraries for sequencing, the

average length of each sample was determined using the results from the quality anal-

ysis in order to calculate the molarity of each (+) or (-) separately. Sequencing pools

were mixed to be equimolar, such that all of the sequencing libraries were present in

the solution at the same level. Sequencing was performed on the Illumina HiSeq 2500

in either rapid run or high output mode, using 2x35 bp paired end reads. To help over-

come the low-complexity of the linker region during sequencing 10-20% PhiX DNA

was included.

C.1.14 Data analysis with Spats

All of the cotranscriptional SHAPE-Seq computational tools used in this study can

be found on github at: https://github.com/LucksLab/Cotrans_SHAPE-Seq_

Tools. Reactivity spectra were calculated using Spats v1.0.0 (https://github.

com/LucksLab/spats/releases/) and a number of utility scripts to prepare the

Illumina HiSeq output for Spats. First, target fasta files were prepared for each RNA

sequence by enumerating all of its transcript intermediate lengths (beginning with 20

nt) and appending the 3’ RNA linker sequence (CUGACUCGGGCACCAAGGA) to
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each. Reads were then mapped and processed for Spats v1.0.0 as described in Watters

et al. [123]. First, Illumina adapter sequences were trimmed from each read using cu-

tadapt v1.5 (https://cutadapt.readthedocs.org/en/stable/), as part of the

adapter trimmer script, available as part of the Spats package (see above). Then the

paired end reads were aligned to the enumerated target RNA sequences with Bowtie

0.12.8, with the (+) and (-) sample reads divided according to the SHAPE-Seq handle

sequences [123]. In this setup, the SHAPE modification position was determined by

the 5’ end of Read 2 (the 3’ end of the cDNA) and the 3’ end of the intermediate length

transcript was determined by the sequence of Read 1 (containing the 3’ linker sequence

and 3’ end of the RNA) (Figure 5.1B). Unique mapping of each paired-end read to the

targets file containing all possible 3’ ends binned reads by RNA length before reactivity

profile calculation of each length. Each length i contained a set of θi, j values, where θi, j

is the probability of modification at a particular nucleotide j relative to the rest of the

nucleotides in sequence i. The calculated θi, j values were then converted to ρi, j values

according to:

ρi, j = θi, jLi (C.1)

where Li is the length of the intermediate transcript i. By definition, θi, j must sum

to 1 for length i, since it is a relative probability of modification within the sequence

i [97]. We converted reactivities to ρi, j to set the average relative reactivity to 1 across

each sequence i [123] in order to better compare reactivities between RNAs of different

transcript lengths by mitigating the influence of RNA length on reactivity.

To create the reactivity matrix, the ρi, j were plotted using Matlab’s pcolor with the

Cotrans matrix rhos processing 2D.m (2D matrices), Cotrans matrix rhos processing

differences.m (∆ρ matrices), or Cotrans matrix rhos processing 3D.m (3D matrices)

files in the Cotrans SHAPE-Seq Tools repository (see above). All data are freely ac-

cessible from the RNA Mapping Database (RMDB) (http://rmdb.stanford.edu/
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repository/) using the IDs in Table C.3.

C.2 Supplementary Text

C.2.1 Analysis of the SRP Cotranscriptional Folding Pathway

Early in transcription, our reactivity data are consistent with the formation of a small

hairpin structure near the 5’ end of the SRP RNA (Figure 5.2). As the nucleotides that

comprise the apical loop of the final SRP RNA structure begin to exit the polymerase,

the elongated helical structure begins to form, resulting in sequentially decreasing re-

activity values for nucleotides (nts) 25-39 on the 5’ side of the SRP RNA as nts 92-

108 are added to the 3’ end of the growing RNA. There are also increased reactivities

at positions 41-44 and 57-58 that correspond to the formation of the inner and apical

loops in the SRP helical structure as it stabilizes during elongation. Last, we observe

reactivity decreases in nts 11-18 of the early-formed hairpin loop that indicate the co-

transcriptional rearrangement into the extended helical structure occurs after the SRP

RNA reaches a length of 117 nt. We observed similar transitions when intermediate

SRP RNA fragments were refolded at equilibrium (Figure C.2), although the cotran-

scriptional transitions occur later due to the 14 nt RNAP footprint protecting the RNA

3’ ends [246].

C.2.2 Mutant analysis of the B. cereus fluoride riboswitch

Previous work on the B. cereus fluoride riboswitch examined a family of mutations

in the aptamer domain and the terminator stem to evaluate the riboswitch expression
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platform [50]. Each mutant showed distinct changes in ligand binding and termination

capability that correspond to its location in the riboswitch (Figure C.8). Therefore, we

used the previously studied mutants to both corroborate our interpretations of the wt

riboswitch cotranscriptional SHAPE-Seq data (Figures 5.3 and 5.4) and uncover details

of how individual mutations impact the cotranscriptional folding and function of the

riboswitch.

Mutant M20 (G69A/A70U) contains base substitutions in the 3’ terminator stem

that render the intrinsic terminator nonfunctional, but maintain the wt aptamer do-

main (Figure C.8). As anticipated, the M20 mutant undergoes all wt transitions associ-

ated with aptamer formation and fluoride binding (Figure C.11). In both the presence

and absence of fluoride, we observe initial PK1 folding as a decrease in P1 loop reac-

tivity across transcript lengths 59-61. Without fluoride, PK1 folding occurs alongside

increased reactivity at A10. A10 reactivity remains low with fluoride however, likely

due to a long-range non-canonical base pair with U38. Similarly, in the presence of flu-

oride the reactivity values for A22 increase dramatically as PK1 folds. Without fluoride

the increase in reactivity of A22 is smaller and more gradual across transcript lengths

59 to 74.

The terminator stem mismatches in M20 have a distinct effect on transcription ter-

mination in the absence of fluoride. In the wt riboswitch, PK1 opening begins at length

77 concurrently with the closure of nts 52-55 in the terminator stem and is completely

open by length 80. In M20, PK1 opening is more gradual, beginning at length 77 and

reaching completion at length 84. This effect is consistent with mismatches in the termi-

nator stem interrupting terminator hairpin winding. The M20 mutation does not alter

the transitions that lead to antitermination. In the presence of fluoride, low P1 loop re-

activity and stable high reactivity at A22 indicate the persistence of PK1. Further, high

412



reactivities at nts 52-55 across transcript lengths 68 to 87 suggest that terminator stem

closure is delayed (Figure C.11). In contrast to wt, M20 does not show any signature

of termination at the end of the polyU tract (nts 80-82) because the M20 terminator is

nonfunctional (Figure C.8).

Mutants M18 (G13A/A14U) (Figure C.9) and M19 (U45A/C46U) (Figure C.10) in-

terrupt base pairing in PK1, thereby preventing its folding. M22 (Figure C.13) com-

bines M19 and M20 to restore complementarity in the terminator stem but remains

defective in PK1 folding. Consequently, M18, M19, and M22 cannot properly form

the fluoride aptamer and are therefore fluoride-insensitive. We observe this defect in

aptamer formation as the lack of any fluoride-dependent transitions, the most notable

of which are the absence of decreasing P1 loop reactivities, indicating that PK1 does

not form, and low reactivity at A22 across all transcript lengths. The distinct reactiv-

ity patterns that can be observed at A22 when: 1) PK1 cannot form (M18, M19, and

M22), 2) PK1 forms without fluoride (wt; Figure 5.4A), and 3) PK1 forms with fluo-

ride (wt; Figure 5.4A) correlate strongly with fluoride binding and further support the

conclusion that the reactivity at A22 is a strong indicator of aptamer state.

The M21 (M18 and M19) (Figure C.12) and M23 (M18, M19, and M20) (Figure C.14)

mutants restore complementarity in PK1, and therefore the capability of the aptamer

to bind fluoride. As expected, we observe similar reactivity patterns within the ma-

trices of M21, M23, and wt during the formation of the aptamer domain (Figures C.12

and C.14). Interestingly, differences in the P1 loop reactivity patterns between these

mutants and the wt riboswitch indicate that PK1 does not stabilize as readily in M21

and M23, likely due to the replacement of a G:C base pair in PK1 with A:U. This ef-

fect is particularly visible for M21, where the P1 loop remains highly reactive across

all transcript lengths in the absence of fluoride. However, the characteristic increase in
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A22 still occurs, suggesting that PK1 still forms, but for a smaller fraction of the folded

population. Likely, the weaker base pairing of PK1 in M21 causes frequent breaking

and reforming of PK1, resulting in higher reactivities. The binding of fluoride could

then trap the aptamer while interconverting the two forms, resulting in a trapped,

fluoride-bound form.

C.2.3 Cotranscriptional SHAPE-Seq accesses non-equilibrium, ki-

netically trapped RNA structures

Equilibrium analysis was performed in order to assess whether cotranscriptional

SHAPE-Seq accesses non-equilibrium, kinetically trapped folded states of nascent

RNAs. To equilibrium refold all intermediate transcript lengths of the fluoride ri-

boswitch, we first generated all of the intermediate transcript lengths as done for co-

transcriptional SHAPE-Seq, but extracted, denatured, and equilibrium refolded the

RNAs in transcription buffer prior to chemical probing (Figures 5.4B and C.17). Sev-

eral distinct differences between cotranscriptional and equilibrium reactivity profiles

indicate that cotranscriptional experiments probe non-equilibrium folding states of the

nascent RNAs.

Because cotranscriptional SHAPE-Seq experiments probe RNAs that exist as part

of a transcription elongation complex, only folding events that involve nts that have

left, or are in, the RNA exit channel of RNAP can be observed. During equilibrium

refolding however, RNAP is not present to prevent the 3’ end of the transcript from

folding with the rest of the RNA, causing the structural transitions that we observe

with cotranscriptional SHAPE-Seq to occur at shorter transcript lengths. Specifically,

we observe ligand-independent folding of PK1 (via decreases in P1 loop reactivities) at
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transcript length 47 with equilibrium refolding (Figure C.17) as opposed to length 58

(Figures 5.3 and 5.4) when probing the arrested elongation complexes cotranscription-

ally. In cotranscriptional SHAPE-Seq experiments, length 58 corresponds to a point

when nt 47 is expected to be leaving the RNA exit channel. Shifts in structural tran-

sitions to earlier lengths during equilibrium refolding were also observed for the SRP

RNA (Figures 5.2 and C.2).

The most striking evidence that cotranscriptional SHAPE-Seq probes non-

equilibrium RNA structures is the distinct fluoride-independent behavior of the P1

loop at later transcript lengths. Cotranscriptional SHAPE-Seq experiments show low

P1 loop reactivities following aptamer formation in the presence of fluoride, indicating

the formation and persistence of PK1 (Figure 5.4A). In contrast, equilibrium refolding

produces a sharp, fluoride-independent rise in reactivities of the P1 loop nucleotides

over transcript lengths 66-69, indicating the complete opening of PK1 (Figure 5.4B).

The opening of PK1 at these lengths occurs simultaneously with the formation of the

terminator stem-loop (nts 49-66) that grows to incorporate nts 46 and 47 (to pair with

nts 68 and 69, respectively), thereby precluding them from participating in PK1. How-

ever, in the cotranscriptional SHAPE-Seq experiment PK1 remains stabilized at longer

transcript lengths after binding fluoride. The observed deviation from equilibrium

structures indicates that the RNAs probed are out of equilibrium. Thus, equilibrium

refolding analysis does not permit meaningful analysis of RNAs beyond length 66

because terminator hairpin formation dominates the structural population regardless

of fluoride concentration. These results highlight the importance of cotranscriptional

folding to the function of riboswitches.
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C.3 Supplementary Figures

Figure C.1: 3D SRP RNA cotranscriptional SHAPE-Seq data. Three-dimensional rep-
resentation of the cotranscriptional SHAPE-Seq reactivity data for the SRP
RNA. Bar heights represent reactivity intensity at each nucleotide across all
transcript lengths. The reactivity gradient (bottom) colors the bars. Expla-
nations of the data and a top-down, two-dimensional view are available as
part of Figure 5.2.
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Figure C.2: SHAPE-Seq data for SRP RNA equilibrium refolded. (A) SHAPE-Seq re-
activity matrix for all of the intermediate transcript lengths of the SRP
RNA that were synthesized via E. coli RNAP and Gln111 roadblocking,
extracted, denatured, and equilibrium refolded in transcription buffer be-
fore SHAPE modification. (B) Reactivity differences (∆ρ) between the co-
transcriptionally and equilibrium folded SRP RNA transcript lengths. Red
nucleotides are more reactive when equilibrium refolded, blue nucleotides
are more reactive when cotranscriptionally folded. Due to the lack of an
RNAP footprint at the 3’ ends of the transcripts, the equilibrium refolded
lengths display transitions ∼14 nt earlier than with cotranscriptional fold-
ing [246].
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Figure C.3: Transcription antitermination by the B. cereus crcB fluoride riboswitch.
Single-round in vitro transcription of the B. cereus crcB fluoride riboswitch.
NaF was included at concentrations of 0 mM, 0.001 mM, 0.01 mM, 0.1 mM,
1 mM, and 10 mM. Terminator readthrough increases in response to fluo-
ride.
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Figure C.4: 3D wt fluoride riboswitch cotranscriptional SHAPE-Seq data. Three-
dimensional representation of the cotranscriptional SHAPE-Seq reactivity
data for the wt B. cereus fluoride riboswitch, transcribed with either 10 mM
(top) or 0 mM NaF (bottom). Bar heights represent reactivity intensity at
each nucleotide across all transcript lengths. The reactivity gradient (bot-
tom) colors the bars. The reactivity cluster at nts 12-16 for transcript lengths
79-82 transcribed with 10 mM NaF is likely due to fluoride-independent
termination of complexes stalled over the terminator polyU sequence. Top-
down, two-dimensional views displayed in Figure 5.3.
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Figure C.5: Folding of the P1 stem. (A) Cotranscriptional SHAPE-Seq reactivities (from
Figure 5.3) for transcript length 40 of the B. cereus fluoride riboswitch are
shown in the presence (top) and absence (bottom) of fluoride. S and L in-
dicate P1 stem and loop nts, respectively. (B) The secondary structure of
transcript length 40 is inferred from cotranscriptional SHAPE-Seq reactiv-
ities, covariation analysis (24), and crystallographic data [248]. Nucleotide
colors indicate cotranscriptional SHAPE-Seq reactivities with 10 mM NaF
from (A). Gray nucleotides exist within the RNAP footprint at this length
[246]. (C) Cartoon representation of P1 stem folding. Nucleotide colors
correspond to key sequence elements as described in the main text and
Figure 5.4.
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Figure C.6: Folding of the P3 stem. (A) Cotranscriptional SHAPE-Seq reactivities (from
Figure 5.3B) for transcript length 54 of the B. cereus fluoride riboswitch are
shown in the presence (top) and absence (bottom) of fluoride. S and L in-
dicate P3 stem and loop nts, respectively. (B) The secondary structure of
transcript length 54 is inferred from cotranscriptional SHAPE-Seq reactiv-
ities, covariation analysis [50], and crystallographic data [248]. Nucleotide
colors indicate cotranscriptional SHAPE-Seq reactivities with 10 mM NaF
from (A). Gray nucleotides exist within the RNAP footprint at this length
[246]. (C) Cartoon representation of P3 stem folding is shown. Nucleotide
colors correspond to key sequence elements as described in the main text
and Figure 5.4.
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Figure C.7: Reactivity profiles for A24, A25, and C27 of the wt fluoride riboswitch
over the course of transcription. Single nucleotide trajectories displaying
changes in the reactivities of nucleotides A24, A25, and C27 of the wt flu-
oride riboswitch when transcribed with either 0 mM (gray) or 10 mM NaF
(black). Data is taken from the cotranscriptional SHAPE-Seq matrices in
Figure 5.3B. These nucleotides are found between P1 and P3 in the fluoride
riboswitch and exhibit lower reactivities after fluoride binds the aptamer
around length 70. Positions U23 and A26 in this region show persistently
low reactivities throughout transcription.
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Figure C.8: B. cereus fluoride riboswitch mutants. (A) The locations of mutations M18-
M23 from Baker et al. [50] within the antiterminated (high fluoride) and
terminated (low fluoride) secondary structures. (B) Table of mutant prop-
erties. Aptamer folding was determined from cotranscriptional SHAPE-
Seq trajectories. Terminator activity was determined from part (C) and is
consistent with reporter fusion assays performed in [50]. (C) Single-round
in vitro transcription of the mutants shown in (A) in the presence and ab-
sence of 10 mM NaF. Transcription reactions were performed in conditions
matching those used for cotranscriptional SHAPE-Seq. Lane M is the RNA
Century Marker (Ambion) with 100 nt and 200 nt bands shown. Templates
with a functional terminator (wt, M18, M22, and M23) show a higher basal
level of terminator readthrough in cotranscriptional SHAPE-Seq condi-
tions than in conditions used for radiolabeling (Figure C.3), which contain
a 10-fold lower UTP concentration. Both the wt riboswitch and the mu-
tants follow previously described trends [50]. Mutations that disrupt ap-
tamer formation but allow terminator formation (M18 and M22) terminate
at comparable efficiencies to wt without fluoride, regardless of fluoride
concentration. Mutations that disrupt the terminator hairpin (M19, M20,
and M21) do not terminate regardless of fluoride concentration. The com-
bination of the M18, M19, and M20 mutations in M23 restores both aptamer
and terminator hairpin base pairing and behaves as the wt riboswitch.
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Figure C.9: Cotranscriptional SHAPE-Seq data for fluoride riboswitch mutant M18.
(A) Reactivity matrices of the M18 mutant (pseudoknot disrupted;
Figure C.8) transcribed with either 10 mM (top) or 0 mM NaF (bottom).
Nucleotides are colored by reactivity intensity. (B) Reactivity differences
(∆ρ) between the matrices in (A). Positions that are red are more reactive
when fluoride is present, while positions that are blue are more reactive
without fluoride. (C) Single nucleotide trajectories displaying changes in
the reactivities of key nucleotides, or nucleotides representing key regions,
when transcribed with either 0 mM (gray) or 10 mM NaF (black). The lack
of bifurcation in the trajectories of nts A13, A10, A22 and A25 compared to
the wt riboswitch (Fig. 4A) agree with the inability of the M18 mutant to
respond to fluoride (Figure C.8). The transitions in U54 are consistent with
terminator formation both with and without fluoride. Overall, the trajec-
tories observed suggest that regardless of fluoride concentration, the M18
mutant only follows the terminator forming folding pathway.
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Figure C.10: Cotranscriptional SHAPE-Seq data for fluoride riboswitch mutant M19.
(A) Reactivity matrices of the M19 mutant (pseudoknot and lower ter-
minator stem disrupted; Figure C.8) as described in Figure C.9A. (B)
Reactivity differences (∆ρ) between the matrices in (A) as described in
Figure C.9B. (C) Single nucleotide reactivity trajectories as described in
Figure C.9C. The lack of bifurcation in the trajectories of nts G13, A10,
A22, and A25 compared to the wt riboswitch (Figure 5.4A) agree with
the inability of the M19 mutant to respond to fluoride. The transitions in
U54 are consistent with upper terminator stem formation both with and
without fluoride.
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Figure C.11: Cotranscriptional SHAPE-Seq data for fluoride riboswitch mutant M20.
(A) Reactivity matrices of the M20 mutant (lower terminator stem dis-
rupted; Figure C.8) as described in figure Figure C.9A. (B) Reactivity dif-
ferences (∆ρ) between the matrices in (A) as described in Figure C.9B. (C)
Single nucleotide reactivity trajectories as described in Figure C.9C. The
data in (B) and (C) show clear differences in the reactivities of the PK1
nucleotides (nts 12-16), position A22, and the terminator hairpin due to
the presence of fluoride that match well to the differences observed for
the wt riboswitch (Figures 5.3 and 5.4). Since the M20 mutant and the
wt contain the same aptamer domain (nts 6-48), M20 would be expected
to display the same fluoride-mediated transitions as observed for the wt.
Similar upper terminator stem transitions are observed for M20 as for wt
(Figures 5.3 and 5.4) despite the fact that the M20 mutation disrupts the
lower terminator stem (Figure C.8). However, the increase in reactivities
observed in the terminator loop during the later stages of folding the wt
riboswitch (Figure 5.3) are not observed for M20.
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Figure C.12: Cotranscriptional SHAPE-Seq data for fluoride riboswitch mutant M21.
(A) Reactivity matrices of the M21 mutant (compensatory mutations in
the pseudoknot;Figure C.8) as described in Figure C.9A. (B) Reactivity dif-
ferences (∆ρ) between the matrices in (A) as described in Figure C.9B. (C)
Single nucleotide reactivity trajectories as described in figure S9C. Over-
all, the M21 mutant behaves similarly to the M20 mutant (Figure C.11),
as both mutations produce functional aptamers but nonfunctional termi-
nators (Figure C.8). Differences in the reactivities of M21 with 0 mM or
10 mM NaF match well to the analogous differences observed for the wt,
supporting the conclusion that the M21 mutant can bind fluoride. M21
differs from M20 in two notable aspects however. First, the P1 loop does
not readily decrease in reactivity at length ∼58 without fluoride, suggest-
ing that PK1 formation is less stable in M21 than in M20. Second, nts 43-44
are highly reactive in the presence of fluoride for M21. Both of these dif-
ferences can be interpreted as changes of PK1 structure in M21 due to the
weaker base pairing within PK1 compared to the M20 or wt aptamers.
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Figure C.13: Cotranscriptional SHAPE-Seq data for fluoride riboswitch mutant M22.
(A) Reactivity matrices of the M22 mutant (pseudoknot disrupted;
Figure C.8) as described in Figure C.9A. (B) Reactivity differences (∆ρ)
between the matrices in (A) as described in Figure C.9B. (C) Single nu-
cleotide reactivity trajectories as described in Figure C.9C. Overall, the
M22 mutant behaves similarly to the M18 mutant (Figure C.9) as ex-
pected, since both mutations produce nonfunctional aptamers but func-
tional terminators (Figure C.8). The trajectories observed suggest that re-
gardless of fluoride concentration, the M22 mutant only follows the termi-
nator forming folding pathway, like the M18 mutant. Higher reactivities
were observed for A22 in the presence of fluoride, although the level of
reactivity was much lower and more uniform across all lengths relative
to the length-dependent increases observed at this position in the wt ri-
boswitch in the presence of fluoride.
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Figure C.14: Cotranscriptional SHAPE-Seq data for fluoride riboswitch mutant M23.
(A) Reactivity matrices of the M23 mutant (compensatory mutations in
the pseudoknot and terminator; Figure C.8) as described in Figure C.9A.
(B) Reactivity differences (∆ρ) between the matrices in (A) as described
in Figure C.9B. (C) Single nucleotide reactivity trajectories as described
in Figure C.9C. The M23 mutant behaves similarly to the wt (Figures 5.3
and 5.4) as expected, since the M23 mutations produce a functional ri-
boswitch (Figure C.8). Differences in the aptamer region in part (B) with
either 0 mM or 10 mM NaF present match well to analogous differences
for the wt (Figure 5.3), M20 (Figure C.11), and M21 (Figure C.12), support-
ing the conclusion that the M23 mutant can bind fluoride (Figure C.8).
The trajectories in (C) and their similarity to the wt (Figure 5.4A) sup-
port the conclusion that M23 can prevent terminator formation like the
wt. The replacement of a G:C base pair with an A:U base pair in PK1
lowers the relative decrease in G13 for the M23 mutant upon PK1 forma-
tion, suggesting that pseudoknot formation in M23 is weaker than the wt
riboswitch, potentially leading to weaker antitermination (Figure C.8).
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Figure C.15: Reactivity profiles for A52, G53, U54, and A55 of the wt fluoride ri-
boswitch over the course of transcription. Single nucleotide trajectories
displaying changes in the reactivities of nucleotides A52, G53, U54, and
A55 of the wt fluoride riboswitch when transcribed with either 0 mM
(gray) or 10 mM NaF (black). Data is taken from the cotranscriptional
SHAPE-Seq matrices in Figure 5.3B. These nucleotides are found on the
upper 5’ side of the terminator stem and exhibit higher reactivities after
length 77 when fluoride is present, indicating that the terminator hairpin
has not yet started to form at these lengths. When fluoride is present,
these nucleotides only decrease in reactivity after length 88, when the en-
tire terminator hairpin sequence has emerged from the polymerase and
then stably folds. In the absence of fluoride, these positions decrease in
reactivity and become weakly reactive by length 79, indicating that termi-
nator formation and transcription of the polyU tract occur concurrently.
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Figure C.16: Reactivity profiles for G12, G13, A14, G15, and U16 of the wt fluoride
riboswitch over the course of transcription. Single nucleotide trajectories
displaying changes in the reactivities of nucleotides G12, G13, A14, G15,
and U16 of the wt fluoride riboswitch when transcribed with either 0 mM
(gray) or 10 mM NaF (black). Data is taken from the cotranscriptional
SHAPE-Seq matrices in Figure 5.3B. These nucleotides are found in the P1
loop and exhibit low reactivities after length 58 when PK1 of the aptamer
domain forms. These reactivities stay low in the presence of fluoride,
as the aptamer is stabilized by fluoride binding. However, if fluoride is
absent, the growing terminator stem disrupts PK1 after length 77, causing
an increase in reactivity.
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Figure C.17: SHAPE-Seq data for wt fluoride riboswitch equilibrium refolded. (A)
SHAPE-Seq reactivity matrix for all of the intermediate transcript lengths
of the wt fluoride riboswitch that were first transcribed with 10 mM
NaF, then extracted, denatured, and equilibrium refolded in transcrip-
tion buffer containing either 10 mM (top) or 0 mM NaF before SHAPE
modification. (B) Reactivity difference (∆ρ) matrix between the matrices
in (A) as described in Figure 5.3C. Few differences are observed between
the refolding conditions, except for generally higher reactivities in the P1
loop (nts 12-16) without ligand (although both are very high) and the ap-
pearance of high reactivity at position A22 across lengths 47-66. A sharp
increase in reactivity is observed in the P1 loop at length 68 indicating that
the terminated structure (PK1 open) is thermodynamically more stable
in equilibrium, independent of the presence of fluoride. The differences
observed between the cotranscriptional and equilibrium refolding matri-
ces when fluoride is present provides strong evidence that the fluoride
riboswitch can only function cotranscriptionally. Because the RNAP foot-
print is absent in equilibrium refolding, all of the transitions are observed
∼14 nt earlier [246].
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10 mM NaF 0 mM NaF

Ribosome Binding Site

Figure C.18: Reactivity profiles for A67, G68, G69, A70, G71, and U72 of the wt fluoride
riboswitch over the course of transcription. Single nucleotide trajectories
displaying changes in the reactivities of nucleotides A67, G68, G69, A70,
G71, and U72 of the wt fluoride riboswitch when transcribed with either
0 mM (gray) or 10 mM NaF (black). Data is taken from the cotranscrip-
tional SHAPE-Seq matrices in Figure 5.3B. These nucleotides comprise the
ribosome binding site (RBS), found in the 3’ side of the terminator stem.
Without fluoride, the terminator loop forms, simultaneously preventing
further transcription and sequestering the RBS. With fluoride however,
the lower terminator stem does not form, causing many of the RBS nts
to be reactive, indicating that they are free to interact with a ribosome to
initiate translation.
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C.4 Suppmentary Tables

Table C.1: Sequences used for in vitro transcription templates. Summary of the se-
quences used for generating in vitro transcription templates with E. coli
polymerase. For sequences that were studied by generating libraries of
DNA intermediate length templates, only the longest sequence is shown.
To extend beyond the length of the RNA being studied, excess sequence
was added to allow the entire RNA to leave the polymerase and provide
adequate space for protein footprints. For transcription of the Signal Recog-
nition Particle (SRP) RNA (sequence used in Wong et al. [83], templates
were extended with part of the antigenomic hepatitis δ ribozyme, while a
ribosome binding site (RBS) and superfolder GFP (SFGFP) sequence was
used for the fluoride riboswitch sequences. Fluoride riboswitch ‘M’ mu-
tants are taken from Baker et al. [50]. An intermediate template length as
used for cotranscriptional SHAPE-Seq can be assembled by concatenating,
in order, the proper promoter/leader + the RNA length + the EcoRI binding
site.

Description Sequence

Promoter and leader
region (for SRP)

ATAAGCTTCCGATGGCGCGCCGAGAGGCTTTACACTT
TATGCTTCCGGCTTGATTCTAAAGATCTTTGACAGCT
AGCTCAGTCCTAGGTATAATGAATTC

Promoter and leader
region (for fluoride
riboswitches)

ATAAGCTTCCGATGGCGCGCCGAGAGGCTTTACACTT
TATGCTTCCGGCTTGATTCTAAAGATCTTTGACAGCT
AGCTCAGTCCTAGGTATAATACTAGT

Signal Recognition
Particle RNA, E. coli

ATCGGGGGCTCTGTTGGTTCTCCCGCAACGCTACTCT
GTTTACCAGGTCAGGTCCGGAAGGAAGCAGCCAAGG
CAGATGACGCGtGtGCCGGGATGTAGCTGGCAGGGCC
CCCACCC

Antigenomic hepati-
tis δ ribozyme

GGGTCGGCATGGCATCTCCACCTCCTCGCGGTCCGAC
CTGGGCATCC

EcoRI binding site GAATTCaaaaaaa
Fluoride riboswitch,
B. cereus, wt

TTATAGGCGATGGAGTTCGCCATAAACGCTGCTTAGC
TAATGACTCCTACCAGTATCACTACTGGTAGGAGTCT
ATTTTTTT

RBS and SFGFP AGGAGGAAGGATCTATGAGCAAAGGAGAAGAACTT
TTCACTGGAGTTGTC

Fluoride riboswitch,
B. cereus, M18 mut

TTATAGGCGATGGTTCGCCATAAACGCTGCTTAGCTA
ATGACTCCTACCAGTATCACTACTGGTAGGAGTCTAT
TTTTTT

Fluoride riboswitch,
B. cereus, M19 mut

TTATAGGCGATGGAGTTCGCCATAAACGCTGCTTAGC
TAATGACATCTACCAGTATCACTACTGGTAGGAGTCT
ATTTTTTT
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Table C.1 (Continued)
Description Sequence

Fluoride riboswitch,
B. cereus, M20 mut

TTATAGGCGATGGAGTTCGCCATAAACGCTGCTTAGC
TAATGACTCCTACCAGTATCACTACTGGTAGATGTCT
ATTTTTTT

Fluoride riboswitch,
B. cereus, M21 mut

TTATAGGCGATGATGTTCGCCATAAACGCTGCTTAGC
TAATGACATCTACCAGTATCACTACTGGTAGGAGTCT
ATTTTTTT

Fluoride riboswitch,
B. cereus, M22 mut

TTATAGGCGATGGAGTTCGCCATAAACGCTGCTTAGC
TAATGACATCTACCAGTATCACTACTGGTAGATGTCT
ATTTTTTT

Fluoride riboswitch,
B. cereus, M23 mut

TTATAGGCGATGATGTTCGCCATAAACGCTGCTTAGC
TAATGACATCTACCAGTATCACTACTGGTAGATGTCT
ATTTTTTT

Example template
for fluoride ri-
boswitch, wt, 50
nt

ATAAGCTTCCGATGGCGCGCCGAGAGGCTTTACACTT
TATGCTTCCGGCTTGATTCTAAAGATCTTTGACAGCT
AGCTCAGTCCTAGGTATAATACTAGTTTATAGGCGAT
GGAGTTCGCCATAAACGCTGCTTAGCTAATGACTCCT
ACGAATTCaaaaaaa
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Table C.2: Oligonucleotides used in this study. Below is a table of oligonucleotides
used during the cotranscriptional SHAPE-Seq experiments. The ‘xxxxxx’
sequence in the Illumina primer represents any TruSeq index. For the re-
verse template amplification primers, the sequence ‘NNNNNN’ is the re-
verse complement from the 3’ end of the intermediate length being ampli-
fied. This table is meant to serve as a reference for Appendix C.1. Abbre-
viations within primer sequences are as follows: ‘/5Biosg/’ is a 5’ biotin
moiety, ‘/5Phos/’ is a 5’ monophosphate group, ‘/3SpC3/’ is a 3’ 3-carbon
spacer group, VIC and NED are fluorophores (ABI), and asterisks indicate
a phosphorothioate backbone modification. These abbreviations were used
for compatibility with the Integrated DNA Technologies ordering notation.

Description Sequence
RNA linker /5Phos/CUGACUCGGGCACCAAGGA/3ddC/ A
RT primer /5Biosg/GTCCTTGGTGCCCGAGT B
DNA adapter /5Phos/AGATCGGAAGAGCACACGTCTGAACTCCAG

TCAC/3SpC3/
C

QA primer (+) VIC-GTGACTGGAGTTCAGACGTGTGCTC D
QA primer (-) NED-GTGACTGGAGTTCAGACGTGTGCTC E
PE F† AATGATACGGCGACCACCGAGATCTACACTCTTTCC

CTACACGACGCTCTTCCGATCT
F

Selection primer
(+)

CTTTCCCTACACGACGCTCTTCCGATCTRRRYGCATC
CACAATAGAAGAAGGATGC*C*G*C*A

G

Selection primer
(-)

CTTTCCCTACACGACGCTCTTCCGATCTYYYRGCATC
CACAATAGAAGAAGGATGC*C*G*C*A

H

Illumina reverse
primers (TruSeq)†

CAAGCAGAAGACGGCATACGAGATxxxxxxGTGACTG
GAGTTCAGACGTGTGCTC

I

Forward Template
amplification
primer

/5Biosg/ATAAGCTTCCGATGGCGCGC J

Reverse Template
primer for single
length fluoride
riboswitch
templates

/5Biosg/CAACAAGAATTGGGACAACTCCAGTG K

Reverse Template
amplification
primers

TTTTTTTGAATTCNNNNNNNNNNNNN

†Oligonucleotide sequences c© 2007-2013 Illumina, Inc. All rights reserved.
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Table C.3: RMDB data deposition table. SHAPE-Seq reactivity spectra generated
in this work are freely available from the RNA Mapping Database
(RMDB) (http://rmdb.stanford.edu/repository/), accessible us-
ing the RMDB ID numbers indicated in the table below. Any other reactivity
data from this work can be provided upon request.

RMDB ID RNA Experiment Figure(s)

FLUORSW 1M7 0001 F- riboswitch, wt no ligand,
cotranscriptional

Figures 5.2,
5.3, C.4
to C.7, C.15,
C.16
and C.18

FLUORSW 1M7 0002 F- riboswitch, wt 10 mM ligand,
cotranscriptional

Figures 5.2,
5.3, C.4
to C.7, C.15,
C.16
and C.18

FLUORSW 1M7 0005 F- riboswitch, wt transcribed with 10
mM fluoride,
extracted, and
equilibrium refolded
without ligand

Figures 5.4
and C.17

FLUORSW 1M7 0006 F- riboswitch, wt transcribed with 10
mM fluoride,
extracted, and
equilibrium refolded
with 10 mM fluoride

Figures 5.4
and C.17

FLUORSW 1M7 0007 F- riboswitch, M18 no ligand,
cotranscriptional

Figure C.9

FLUORSW 1M7 0008 F- riboswitch, M18 10 mM ligand,
cotranscriptional

Figure C.9

FLUORSW 1M7 0009 F- riboswitch, M19 no ligand,
cotranscriptional

Figure C.10

FLUORSW 1M7 0010 F- riboswitch, M19 10 mM ligand,
cotranscriptional

Figure C.10

FLUORSW 1M7 0011 F- riboswitch, M20 no ligand,
cotranscriptional

Figure C.11

FLUORSW 1M7 0012 F- riboswitch, M20 10 mM ligand,
cotranscriptional

Figure C.11

FLUORSW 1M7 0013 F- riboswitch, M21 no ligand,
cotranscriptional

Figure C.12

FLUORSW 1M7 0014 F- riboswitch, M21 10 mM ligand,
cotranscriptional

Figure C.12
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Table C.3 (Continued)
RMDB ID RNA Experiment Figure(s)

FLUORSW 1M7 0015 F- riboswitch, M22 no ligand,
cotranscriptional

Figure C.13

FLUORSW 1M7 0016 F- riboswitch, M22 10 mM ligand,
cotranscriptional

Figure C.13

FLUORSW 1M7 0017 F- riboswitch, M23 no ligand,
cotranscriptional

Figure C.14

FLUORSW 1M7 0018 F- riboswitch, M23 10 mM ligand,
cotranscriptional

Figure C.14

SRPECLI 1M7 0001 SRP RNA cotranscriptional Figures 5.2
and C.1

SRPECLI 1M7 0002 SRP RNA equilibrium refolded
after transcription

Figure C.2
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APPENDIX D

SUPPLEMENTARY INFORMATION FOR MEASURING THE

COTRANSCRIPTIONAL FOLDING PATHWAY OF THE PT181

TRANSCRIPTIONAL ATTENUATOR

D.1 Supplementary Figures

no anti control

H1+H2 antisense

RBS 

A    G    G    A    G    U

ρ

0

5

10

15

Nucleotide Position (5' to 3')

0 10 20 30 40 50 60 70 80 90 100 110 120 130 140 150 160 170 180 190

Figure D.1: In-cell SHAPE-Seq of the pT181 attenuator with and without antisense.
A polyU mutant pT181 (to lower termination efficiency) was measured
using in-cell SHAPE-Seq with (black) and without (red) the H1+H2 anti-
sense present. A number of similarities exist, however, there are a number
of highly reactive peaks appearing with the antisense and nts 155-195 in
the terminator region match well to large terminator with antisense or an
extended single-stranded region with an accessible RBS without antisense.
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Figure D.2: Potential sense-antisense interaction during equilibrium refolding. In an
equilibrium refolding experiment where the pre-folded H2 antisense was
added after sense folding, the sense H1 reactivities exhibit a different pat-
tern from those observed when cotranscriptionally folded with H2 present
(Figures 6.2 and 6.4). Nucleotides 28-40 contain a number of highly reac-
tive bases that are reminiscent of the no-antisense cotranscriptional fold
of the sense RNA, suggesting that the presence of the antisense serves to
stabilize the sense H1 hairpin, but with minimal contacts. The proposed
structure contains mainly interactions between the single-stranded regions
of the sense and antisense and include pairing between the YUNR motif
of the antisense and the complementary bases in the sense loop, where the
antisense is expected to dock [188].
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Figure D.3: Removing the RBS from the pT181 attenuator. A set of three mutations
(M1, M2, and M3; see Figure 6.1) were made to swap the GGA (nts 176-178)
sequence in the attenuator RBS to prevent translation initiation from the
pT181 attenuator. Multiple mutations are indicated by M1+M2=M12, etc.
The M3 mutant remains on due to a mismatch in the terminator hairpin,
while M23 remains off due to correcting the M3 mismatch, but creating a
mismatch in the antiterminator. Normal function is restored by mutating
the equivalent positions in H1. Error bars represent one standard deviation
of 12 replicates.
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Figure D.4: Testing the impact of the RepC mRNA on gene expression. A series of
deletions, mutations, and insertions were made to the RepC open reading
frame as indicated to try to determine the effect of the repC sequence on
the attenuator function. Spurious results suggest that the results observed
are due to changing structural contexts within the RBS of the transcription-
ally fused SFGFP sequence. The entire RepC sequence was later removed
in the minimized version. Error bars represent one standard deviation of
12 replicates.
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Figure D.5: Determining the minimal antisense length. Different antisenses were
tested for their ability to switch the pT181 attenuator into the termina-
tor form. As shown, the antisense H2 (H2 only) repressed transcription
of the wt pT181 sequence as well as the H1+H2 antisense. Further small
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Figure D.6: Increased polyU length does not improve termination. Increasing the
polyU tail length on the minimized pT181 attenuator (min) does not show
any significant termination improvements. Error bars represent one stan-
dard deviation of 12 replicates.

Figure D.7: Cotranscriptional SHAPE-Seq of the minimized pT181 attenuator. Cotran-
scriptional SHPAE-Seq data for the minimized pT181 transcribed without
(A) or with (B) antisense H2. The results observed match well to the wt
pT181 matrices when comparing equivalent nucleotides (Figure 6.2).
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APPENDIX E

SUPPLEMENTARY INFORMATION FOR DESIGN OF A CRISPR SGRNA

DEREPRESSOR USING INSIGHT FROM SHAPE-SEQ

E.1 Supplementary Figures
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Figure E.1: Moving the sgRNA to the in-SHAPE-Seq platform. In order to make the
sgRNAs amenable to SHAPE-Seq, we needed to remove the natural polyU
sequences after the S. pyogenes terminator and replace them with the dou-
ble terminator described in Watters et al. (Chapter 6) [113]. Changing the
terminators did not affect RFP repression (left). We also tested a weakened
constitutive promoter by replacing the original J23119 promoter (BioBricks)
with J23150 and showed that repression was not strongly affected. Error
bars represent one standard deviation of three replicates.
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Figure E.2: (A) Secondary structures overlaid with in-cell SHAPE-Seq data for all ‘v’
series mutants. Each mutant tested is shown with nucleotides color-coded
by reactivity intensity if in-cell SHAPE-Seq data was collected. The place-
holder ‘No data’ indicates no SHAPE-Seq data was collected for that mu-
tant condition (with or without dCas9). Mutant sgRNA v8 appeared to be
cleaved in the cell by a dsRNase according to the sequencing read align-
ments. (B) Individual reactivity maps for ‘v’ series mutants that had data
collected. The reactivity color scale is the same as in (A)
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(Figure E.2 cont.)
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Figure E.3: Secondary structures and functional and in-cell SHAPE-Seq data for all
‘r’ series mutants. (A) Functional data collected for each sgRNA ‘r’ mu-
tant. RFP fluorescence was measured and normalized by optical density
(FL/OD). Error bars represent one standard deviation of four replicates.
(B) ‘r’ series mutant structures are depicted with nucleotides color-coded
by reactivity intensity if in-cell SHAPE-Seq data was collected. The place-
holder ‘no data’ indicates no SHAPE-Seq data was collected for that mu-
tant condition (with or without dCas9). Mutant sgRNA r9 appeared to be
cleaved in the cell by a dsRNase according to the sequencing read align-
ments. (C) Individual reactivity maps for ‘r’ series mutants that had data
collected. The reactivity color scale is the same as in (B)
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Figure E.4: Secondary structures and functional and in-cell SHAPE-Seq data for all
‘d’ series designs. (A) Functional data collected for each sgRNA ‘d’ de-
sign. RFP fluorescence was measured and normalized by optical density
(FL/OD). Theophylline was added to 1 mM final during subculture to test
sgRNA designs containing the theophylline aptamer. Error bars represent
one standard deviation of four replicates. (B) ‘d’ series mutant structures
are depicted with nucleotides color-coded by reactivity intensity if in-cell
SHAPE-Seq data was collected. Inserted RNA regulator sequences are in-
dicated in each structure. (C) Individual reactivity maps for d1 and d2 de-
signs (those that had data collected). The reactivity color scale is the same
as in (B).
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APPENDIX F

SUPPLEMENTARY INFORMATION FOR STRUCTURAL ANALYSIS OF

CUCUMBER MOSAIC VIRUS RNA3

F.1 Supplementary Figures

Figure F.1: SHAPE-Seq reactivity maps of the RNA3 5’ UTR. Reactivity data for the
RNA3 5 UTR in four different contexts: 5’ UTR only (blue), 5+I (red), pu-
rified viral RNA (green), and in infected cell lysates (purple), and refolded
full length in vitro transcripts (gray). The reactivity maps are very simi-
lar, except for the GUCGUGUUG nucleotide sequence repeats (nts 40-48
and 62-70) that have a different pattern when the MP ORF and IGR are
not present. Both repeats have the same pattern when only the 5’ UTR is
present and similar patterns in all the conditions where the IGR is included.
Error bars represent one standard deviation of three replicates, except for
the infected lysate experiment that contains five replicates.
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Figure F.2: SHAPE-Seq reactivity maps of the RNA3 IGR. Reactivity data for the RNA3
IGR in four different contexts: 5+I (red), purified viral RNA (green), in-
fected cell lysates (purple), and refolded in vitro transcripts (gray). The re-
activity maps for the lysates and purified virions match closely, also match-
ing the 5+I map as well, except that nts 1180-1220 are not reactive in the
5+I RNA (bottom). The refolded in vitro transcript maps differ the most, ex-
hibiting low reactivities in the first 50 nts, and high reactivities in the last 50.
The observed reactivity differences between maps representing subsections
of the full length RNA3 could be a result of a different structural context of
RNA4 that cannot be distinguished from the end of the IGR for the purified
virions and lysate samples. The other observed differences could be due
to unidentified long-range interactions. Error bars represent one standard
deviation of three replicates, except for the infected lysate experiment that
contains five replicates.
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Figure F.3: Alternate fold of the IGR. When folding the IGR with reactivities obtained
from purified virions or infected lysates, a branched, pseudoknotted struc-
ture is obtained (shown above) instead of the elongated stem-loop structure
depicted in Figure 8.2 and proposed by Baumstark et al. [354].

483



infected lysate

in vitro

R
e
a
c
ti
v
it
y
 (

n
o
rm

a
liz

e
d
 

)

20

10

0

10

20

Nucleotide Position
1920 1930 1940 1950 1960 1970 1980 1990 2000 2010 2020 2030 2040 2050 2060 2070 2080 2090 2100 2110 2120 2130 2140 2150 2160 2170 2180 2190 2200 2210

No data

Figure F.4: SHAPE-Seq reactivity maps of the RNA3 3’ UTR. Reactivity data for the
RNA3 3’ UTR in the full RNA3 measured using purified virions via in vitro
refolding (blue) or directly in infected cell lysates (red). In the first ∼240 nts
the reactivity maps look very similar in both contexts except for positions
1944, 1945, 1947, 1971, and 2003 (relative to the start of the 3’ UTR) that
appear higher in vitro and positions 1920, 1921, 1930, 1998, and 1999 that
appear higher in infected lysate. At positions 2154, 2155, 2164, and 2165,
the measured reactivity is higher in vitro than the lysates due to replicase
binding in the trinucleotide loop (nts 2154 and 2155) and inner bulge (nts
2164 and 2165) of SLC [349, 362]. Error bars represent one standard devi-
ation of three replicates for the in vitro experiments and five replicates for
the infected cell lysate experiments.
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Figure F.5: SHAPE-Seq reactivities for the complete RNA3 from purified virions and
infected cell lysates. SHAPE-Seq reactivities are displayed for the entire
RNA3 genome segment from CMV strain Bn57. A number of observed
differences between in vitro measurements from purified virions (black) and
infected cell lysates (gray) are indicated.
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Figure F.6: SHAPE-Seq reactivities for the complete RNA3 from using refolded in vitro
transcripts. SHAPE-Seq reactivities from refolded in vitro transcripts are
displayed for the entire RNA3 genome segment from CMV strain Bn57.
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Figure F.7: Predicted secondary structure of CMV RNA3 using in vitro transcripts. Sec-
ondary structure prediction of the CMV RNA3 using the reactivities ob-
tained from refolded in vitro transcripts to restrain the Fold algorithm of
RNAstructure [101] (m = 1.1 and b = -0.3). Coding regions are indicated
with yellow and non-coding regions with gray as in Figure 8.3. As de-
picted the 3’ UTR tRNA-like structure is incorrect due to the inability of
Fold to include pseudoknots in structural predictions.
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F.2 Supplementary Tables

Table F.1: Oligonucleotides used in this study. Below is a table of oligonucleotides
used during the SHAPE-Seq experiments. Bases indicated by lower case
match the sequence of Bn57 RNA3. The Illumina indexing primers (denoted
as AC) contain a six nucleotide internal barcode marked as ‘xxxxxx’. Any
sequencing index is sufficient. Abbreviations within primer sequences are as
follows: ‘/5Phos/’ is a 5’ monophosphate group, ‘/3SpC3/’ is a 3’ 3-carbon
spacer group, VIC and NED are fluorophores (ABI), and asterisks indicate
a phosphorothioate backbone modification. These abbreviations were used
for compatibility with the Integrated DNA Technologies ordering notation.

Name Sequence Abbr.

Reverse Transcription

Binds nts 121-146
of CMV Bn57
RNA3

GGcctactggtaccttggaaagccat A

Binds nts 423-443 ctcaaagacccttcagcatcg B

Binds nts 719-747 agctaatctgttgaaaggcagtactagag C

Binds nts 962-996 ctcacaaatacttatatactaatacgcaccaaagt D

Binds nts
1264-1288

gaccagcactggttgattcagattt E

Binds nts
1623-1646

gcaggaactttacggactgtcacc F

Binds nts
1943-1959

gctcccgccacaggaat G

Binds nts
2196-2216

tggtctccttttagaggcccc H

Adapter Ligation

ssDNA adapter /5Phos/AGATCGGAAGAGCACACGTCTGAACTC
CAGTCAC/3SpC3/

I

Fluorescent Quality Analysis

Reverse QA
primer (+)

VIC-GTGACTGGAGTTCAGACGTGTGCTC J

Reverse QA
primer (-)

NED-GTGACTGGAGTTCAGACGTGTGCTC K

Primers for Building dsDNA Libraries

PE forward AATGATACGGCGACCACCGAGATCTACACTCTT
TCCCTACACGACGCTCTTCCGATCT

L

Selection primer
for A (+)

CTTTCCCTACACGACGCTCTTCCGATCTRRRYctca
aagacccttcagcatcg*G*T*G*G

M
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Table F.1 (Continued)
Name Sequence Abbr.

Selection primer
for B (+)

CTTTCCCTACACGACGCTCTTCCGATCTRRRYagc
taatctgttgaaaggcagtactagag*T*C*T

N

Selection primer
for C (+)

CTTTCCCTACACGACGCTCTTCCGATCTRRRYctca
caaatacttatatactaatacgcaccaaagt*G*C*T*A

O

Selection primer
for D (+)

CTTTCCCTACACGACGCTCTTCCGATCTRRRYgac
cagcactggttgattcagattt*G*T*C*C

P

Selection primer
for E (+)

CTTTCCCTACACGACGCTCTTCCGATCTRRRYgca
ggaactttacggactgtcacc*C*A*C*A

Q

Selection primer
for F (+)

CTTTCCCTACACGACGCTCTTCCGATCTRRRYgct
cccgccacaggaat*C*G*G*A

R

Selection primer
for G (+)

CTTTCCCTACACGACGCTCTTCCGATCTRRRYtgg
tctccttttagaggcccc*C*A*C*G

S

Selection primer
for H (+)

CTTTCCCTACACGACGCTCTTCCGATCTRRRYagc
taatctgttgaaaggcagtactagag*T*C*T

T

Selection primer
for A (-)

CTTTCCCTACACGACGCTCTTCCGATCTYYYRctca
aagacccttcagcatcg*G*T*G*G

U

Selection primer
for B (-)

CTTTCCCTACACGACGCTCTTCCGATCTYYYRagc
taatctgttgaaaggcagtactagag*T*C*T

V

Selection primer
for C (-)

CTTTCCCTACACGACGCTCTTCCGATCTYYYRctca
caaatacttatatactaatacgcaccaaagt*G*C*T*A

W

Selection primer
for D (-)

CTTTCCCTACACGACGCTCTTCCGATCTYYYRgac
cagcactggttgattcagattt*G*T*C*C

X

Selection primer
for E (-)

CTTTCCCTACACGACGCTCTTCCGATCTYYYRgca
ggaactttacggactgtcacc*C*A*C*A

Y

Selection primer
for F (-)

CTTTCCCTACACGACGCTCTTCCGATCTYYYRgct
cccgccacaggaat*C*G*G*A

Z

Selection primer
for G (-)

CTTTCCCTACACGACGCTCTTCCGATCTYYYRtgg
tctccttttagaggcccc*C*A*C*G

AA

Selection primer
for H (-)

CTTTCCCTACACGACGCTCTTCCGATCTYYYRagc
taatctgttgaaaggcagtactagag*T*C*T

AB

Illumina Multiplexing Primers

Illumina Indexing
primer†

CAAGCAGAAGACGGCATACGAGATxxxxxxGTG
ACTGGAGTTCAGACGTGTGCTC

AC

† Oligonucleotide sequences c© 2007-2013 Illumina, Inc. All rights reserved.
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APPENDIX G

SUPPLEMENTARY INFORMATION FOR STRUCTURAL FEATURES OF

PROTEIN BINDING WITH RNASE P AND ITS SUBSTRATES

G.1 Supplementary Figures

Figure G.1: Pfu RPR reactivity maps with and without Pfu L7Ae. (A) Secondary struc-
ture of Pfu RPR. Nucleotides are colored by reactivity intensity using the
reactivity values obtained with 10-fold excess Pfu L7Ae. (B) Individual
reactivity maps for Pfu RPR in the absence (red) and presence (black) of
10-fold excess Pfu L7Ae. The reactivity maps shown are an average of four
or two measurements for without or with L7Ae, respectively, and error
bars represent one standard deviation.
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Figure G.2: Mja RPR reactivity maps with and without Mja L7Ae. (A) Secondary struc-
ture of Mja RPR. Nucleotides are colored by reactivity intensity using the
reactivity values obtained with 10-fold excess Mja L7Ae. (B) Individual
reactivity maps for Mja RPR in the absence (red) and presence (black) of
10-fold excess Mja L7Ae. The reactivity map of Mja without L7Ae is an
average of two measurements, with error bars that represent one standard
deviation.
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Figure G.3: Reactivity maps of the Pfu RPR C domain. Three reactivity maps for the
Pfu RPR C domain from the full wt RPR refolded in Mg2+ containing buffer
(black), the C domain only in Mg2+ buffer (blue), and the C domain only in
Ca2+ buffer (green) are plotted side by side. Nucleotides are numbered ac-
cording to the wt nucleotide positions and divided according to sequence
of the wt, which is interrupted by the S domain. The isolated C domain
RNA was a direct fusion of nts 65 and 223 (in the wt numbering). Few dif-
ferences are observed between the reactivity maps of the wt and isolated
C domains, regardless of divalent cation, with the exception of nts 223-228
in the isolated C domain that exhibit higher reactivity than the full RPR.
Likely, however, this difference is due to the artificial linking of the two
halves of the C domain in that region, which is also near a pseudoknot
(see Figure 9.1). The reactivity map for the full RPR is an average of four
measurements, while the C domains are an average of two measurements.
All error bars represent one standard deviation.
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Figure G.4: Individual reactivity maps for pre-tRNACys incubated with different
PRORPs. D-loop nts are indicated with tan shading. Bars are colored by
the indicated reactivity intensity. The addition of any of the three PRORPs
causes a reduction in the reactivity of nts G22 and G23. Data represent an
average of two replicates for no PRORP and wt PRORP and one replicate
each for the mutants.
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Figure G.5: Replicate data of PRORP binding to pre-tRNACys with a 12 nt leader and 23
nt trailer. Shown are three replicate datasets for the longer pre-tRNACys in
the presence or absence of 20-fold excess PRORP. The D-loop is indicated
by tan shading and the leader and trailer are indicated with blue shading.
Bars are colored by reactivity intensity and error bars represent one stan-
dard deviation. The difference map (bottom) reveals a similar reactivity
drops for the G residues in the D-loop as previously observed using a pre-
tRNA with a 5 nt leader and no trailer (Figures 9.4 and 9.5). However, the
excessive noise in these replicates makes it hard to draw conclusions.
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Figure G.6: L- vs. λ-form structures of pre-tRNACys. The canonical L-form of tRNA
(left) contains a D-loop, TΨC loop, and anticodon loop and folds on itself to
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the right is a proposed λ-form for pre-tRNACys.
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Schwalbe, H. Time-resolved NMR studies of RNA folding. Biopolymers 86, 360–
383 (2007).
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