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The significance of type theory to the theory of programming languages has long been recog-
nized. Advances in programming languages have often derived from understanding that stems
from type theory. However, these applications of type theory to practical programming lan-
guages have been indirect; the differences between practical languages and type theory have
prevented direct connections between the two.

This dissertation presents systematic techniques directly relating practical programming
languages to type theory. These techniques allow programming languages to be interpreted in
the rich mathematical domain of type theory. Such interpretations lead to semantics that are
at once denotational and operational, combining the advantages of each, and they also lay the
foundation for formal verification of computer programs in type theory.

Previous type theories either have not provided adequate expressiveness to interpret prac-
tical languages, or have provided such expressiveness at the expense of essential features of the
type theory. In particular, no previous type theory has supported a notion of partial functions
(needed to interpret recursion in practical languages), and a notion of total functions and ob-
jects (needed to reason about data values), and an intrinsic notion of equality (needed for most
interesting results). This dissertation presents the first type theory incorporating all three, and
discusses issues arising in the design of that type theory.

This type theory is used as the target of a type-theoretic semantics for a expressive pro-
gramming calculus. This calculus may serve as an internal language for a variety of functional
programming languages. The semantics is stated as a syntax-directed embedding of the pro-
gramming calculus into type theory.

A critical point arising in both the type theory and the type-theoretic semantics is the issue
of admissibility. Admissibility governs what types it is legal to form recursive functions over. To
build a useful type theory for partial functions it is necessary to have a wide class of admissible
types. In particular, it is necessary for all the types arising in the type-theoretic semantics to
be admissible. In this dissertation I present a class of admissible types that is considerably
wider than any previously known class.
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Chapter 1

Introduction

The distance between theory and practice is shorter in theory than in practice.
— Unknown

The development of practical programming languages has lagged far behind the state-of-the-
art of theoretical programming language study. Examples abound of programming language
techniques and methods that have been well known and understood for years, but still have yet
to appear in any practical programming system. This can be frustrating to the programming
language theoretician who also writes code, and that frustration is not diminished by the
knowledge that the gap between theory and practice is common to many, if not most, fields of
study.

The main reason that the gap between theory and practice is often so wide is the issue
of elegance. Programming languages can admit extremely elegant theoretical study. This
elegance is partly responsible for the rapid progress of results in theoretical programming lan-
guages, and it is partly responsible for the attractiveness of programming languages as a field
of study. However, such elegance is usually achieved by abstracting away from the details of
real languages—details that are essential for real languages to be usable.

In my thesis research, I set out to design and implement a practical programming language
to incorporate unutilized developments in programming language theory. The result was a
dialect of ML that came to be called KML. Not surprisingly, I was soon grappling with the
elegance gap between theory and practice. To manage the complexity of a real system, I allowed
type theory to drive the design. That is, I adopted the strategy of choosing, at every design
point, an option that was easily represented and justified in an underlying foundation of type
theory.

This strategy proved remarkably effective, and resulted in a language design that was versa-
tile and powerful but also relatively simple. However, allowing type theory to drive the design
of KML paid another dividend, which had wider applications than to the KML language alone.
The type-theoretic design of KML led me to explore not only how type theory can motivate
language design informally, but also to explore how (and why) to draw formal connections
between practical programming languages and foundational type theory.

This dissertation focuses on the latter aspect of my thesis research, formal connections
between practical programming languages and foundational type theory. In this thesis we will
see various specific applications of such connections, but from a broader standpoint the aim
of the work I discuss here is to draw theory and practice closer together. The constructs that
make up type theory are powerful and uniform, making it possible to reason about issues facing
real languages without sacrificing elegance.



1.1 The KML Programming Language

A complete discussion of the KML programming language is beyond the scope of this disserta-
tion. I give here a brief and informal introduction to KML and its contributions.

1.1.1 Features

The main objective of KML was first to incorporate into a practical dialect of the ML pro-
gramming language a number of useful language features not present in preceding dialects of
ML while building the entire language on a solid theoretical foundation. KML is structured to
greatly resemble Standard ML; for the most part, Standard ML is a strict subset of KML. The
differences between KML and Standard ML lie in the way KML is specified, and in the addi-
tional language features supported by KML: object-oriented programming, subtyping, a more
expressive module system and first-class polymorphism. These features are chosen because they
can assist in a real and practical way with the task of programming.

A KML compiler is implemented that consists of a KML-specific front end, which compiles
KML to an intermediate language based on the polymorphic lambda calculus, and a back end
that compiles that intermediate language to Typed Assembly Language [77, 76].

At the time of this writing, the design of KML is substantially complete but is still changing
in a number of areas. Therefore, the reader should take the following descriptions of KML’s
features as tentative.

Objects Object-oriented programming is supported in KML through a primitive object cal-
culus [31] that is substantially similar to that of Abadi and Cardelli [1, 2]. Objects are seen as
collections of method functions, each of which takes the entire object as an argument and com-
putes a result [58]. A method’s results may be a new object of the same type; such results are
usually produced by updating one of the fields of the object with a new method implementation.

In the present design, primitive objects are the extent of the support for object-oriented
programming. From primitive objects it is possible to code more complicated artifices like
classes and inheritance. I plan built-in syntactic support for classes and inheritance in a future
version of the design.

Subtyping The KML type system completely integrates support for subtyping. Subtyping
arises by dropping methods from objects and fields from records, and also from stated defini-
tions. Definitional subtyping happens in bounded quantification, where code is written to be
polymorphic over all types that are subtypes of a given type, and in abstract subtyping, where
a type in a module is specified to be a subtype of some other type. KML allows unrestricted
subsumption, that is, a member of a subtype may always be used in place of a member of the
supertype without any mediating syntax such as a coercion.

Expressive Modules The KML module system builds on the module system of Standard
ML with two main enhancements. The first is higher-order functors. While Standard ML
functors may take and return only structures, the KML module system allows functors to take
other functors as arguments and return functors as results. Thus, the KML module system is
fully featured typed lambda calculus.

The second enhancement is to allow type definitions in signatures. Allowing type definitions
in signatures, combined with a type system that leaks no type information in the absence of
such definitions, allows so-called “translucent” modules, modules that leak exactly the desired



amount of type information. Translucent modules allow the greatest amount of abstraction
possible in a system, while still permitting enough leakage to link modules together.

First-Class Polymorphism Most dialects of ML, including Standard ML, restrict polymor-
phic terms so that they cannot be placed into data structures, passed to functions or returned
by functions. (Formally, this restriction stems from a prenex restriction on quantified types:
quantifiers must appear all the way out, which means that quantified types cannot make up a
component of any larger type.) Thus, polymorphic values are not first class; they must always
be instantiated before they may be used. In contrast, polymorphic values in KML are first
class; they may be arguments or results of functions and may be stored in data structures.

KML also permits polymorphic recursion [78], where a polymorphic function calls itself
recursively with a different type argument. Polymorphic recursion is necessary to make good
use of first-class polymorphism (otherwise all type arguments are statically predetermined), but
it is also useful in other contexts [79].

1.1.2 Comparison

During the time I was developing KML, Xavier Leroy and his colleagues released the Objective
CAML system [64]. Objective CAML shares many of the same goals as KML, in particular
the goals of providing support for object-oriented programming and a more expressive module
system. However, Objective CAML does not support first-class polymorphism and possesses
no formal semantics or definition.

The greatest similarity between KML and Objective CAML lies in the module systems,
which provide almost identical expressiveness, despite various technical differences. A greater
contrast exists in the object system. The object system of KML is derived from the object
calculus of Crary [31], which derives its lineage from the object systems of Abadi and Cardelli
[1, 2] and their predecessors. In contrast, the object system of Objective CAML is based on the
object system of Rémy and Vouillon [85], which derives its lineage from the record extension
calculi of Rémy [84].

The greatest practical difference between the object systems of KML and Objective CAML
lies in support for subtyping. Unlike KML, Objective CAML provides no automatic subsump-
tion; objects must be coerced to supertypes by an explicit coercion. However, by abandoning
subtyping with subsumption, Objective CAML is able to enjoy feasible type inference, which
is prohibitively difficult for KML. Moreover, in many cases the practical benefits of subtyping
are obtained in Objective CAML by quantification over row variables that extend object types
to unspecified supertypes (details appear in Rémy and Vouillon [85] and Leroy [64]).

1.1.3 The Role of Type Theory in the Design

In order to produce an elegant and coherent design for KML, I allowed type-theoretic consid-
erations to drive the design. In order to convey the flavor of this interaction, I briefly describe
two design points that were informed by type theory.

In a module calculus, one important issue to settle is the equational theory: under what
circumstances are modules and components of modules considered equal to others. The defi-
nition of Standard ML [71] employed a system of unique stamps to dictate when two modules
were considered equal. This system becomes even more involved when extended to higher-order
modules [66]. In KML, I simplified the equational theory by eliminating equality of modules
in favor of equality of the types that make up those modules (a similar choice was made for



Standard ML (Revised) [72]), and then ruling that types are equal exactly when equivalence
may be proven from stated type definitions in a logic of types. (Leroy made a similar decision
in the design of the Objective CAML module system.)

Another key design point was what form support for object-oriented programming should
take. Rather than begin with a source level system of objects or classes, I focused on the type-
theoretic interpretation of objects. With an theory of objects in hand, I worked backwards
to the KML object calculus. The result was an object system with comparable power to that
of Abadi and Cardelli [1, 2], but with a simpler theory and a more efficient implementation.
Details appear in Crary [31].

1.2 Principals

1.2.1 Type Theory

One may view foundational type theory as being, at its core, a typed functional programming
language with a very rich type system. That type system is capable of expressing complex
relationships between objects; sufficiently complex, that it may encode (almost) any sentence
in logic and mathematics. In this way, type theory may serve as a foundation for mathematics
and computation.

To some degree, this view reflects the bias of a computer scientist. Type theory has been
used as a foundation for mathematics since before the advent of modern computers; for instance,
Whitehead and Russell’s influential 1910 treatise Principia Mathematica [96] was a type theory
in some ways similar to the type theory of this dissertation. Nevertheless, type theory has been
particularly successful as a foundation for computer science. This is largely because type theory
deals elegantly with structured data and computation (the “stuff” of computer science), which
must be painstakingly constructed in most other foundational frameworks.

The particular type theory I use in this dissertation is a variant of the Nuprl type theory
[19]. Nuprl traces its lineage back to Martin-Lof’s Intuitionistic Type Theory [67], which was
first intended to clarify the syntax and semantics of intuitionistic mathematics. The Nuprl
type theory adapted Intuitionistic Type Theory as a foundation for computer programming by
simplifying its structure and adding a number of new type constructors. Although my results
are stated in the context of the Nuprl type theory, my intention is that the methodology behind
those results be applicable to type theories in general.

1.2.2 Lambda-K

In order to manage the complexities of a real programming language, KML is defined in terms
of a smaller internal language called A*. Lambda-K provides all the expressiveness of the full
KML language, but is considerably simpler and more elegant, because many of the complex
constructs of KML are broken up by the definition into simpler constructs in A*.

The main thrust of this dissertation, then, is an exploration of how to draw formal connec-
tions between the internal language A* and the Nuprl type theory. These formal connections
then apply back to the high-level language KML by way of its definition. However, I wish to
view the KML particulars as only a case study in the general methodology I explore. Similar
results can be drawn for other languages; for example, Harper and Stone [48] give an interpre-
tation of Standard ML in terms of an internal language very much like A¥. Thus, with some
minor modifications, my results would apply to Standard ML as well. Accordingly, I do not



present the formal definition of KML in A¥ in this dissertation; to do so would unduly focus
on the particulars and distract from the broader methodology.

The Nuprl type theory is predicative, so in order to draw formal connections to Nuprl from
A% it is necessary for A¥ to be predicative as well. However, the \* used in defining KML
is not predicative. Consequently, in this dissertation I use a predicative variant of A* that
drops a number of features. Recursive types, stateful computation and objects all depend on
impredicativity in some way, and are regrettably omitted. Restoring these is an important
avenue for future research, and I discuss some possible ways it might be done in Section 3.5.

1.3 Overview

After this introductory chapter, the technical material commences in Chapter 2 with an ex-
position KML’s internal language A*. In keeping with the view of A\¥ as a case study, that
chapter is brief. The primary original contribution of A* is a module calculus that combines
contributions from the translucent sums calculi of Harper and Lillibridge [44] and Leroy [62],
the phase-distinction calculus of Harper, Mitchell and Moggi [46], and the applicative functors
calculus of Leroy [63].

Chapter 3 begins with an informal description of the Nuprl type theory, and then continues
with an embedding of \* into Nuprl, the first of the three main technical contributions of this
dissertation. That embedding provides a type-theoretic semantics of \*, and thereby draws a
sharp formal connection between KML and type theory. I also discuss at length the applications
and some of the consequences of the semantics.

In Chapter 4 I discuss in detail my variant of the Nuprl type theory, the second main tech-
nical contribution of this dissertation. This type theory is the first constructive type theory to
include an intrinsic notion of equality and also to allow reasoning about both partial and total
functions. All three notions are necessary to give an adequate account of practical program-
ming languages; partiality is clearly necessary for Turing-complete languages, and equality and
totality are necessary to say anything interesting about such languages once interpreted. I also
discuss practical issues that arise when using a type theory incorporating partiality. Finally, I
give a rigorous semantics to the type theory and show its consistency.

Central to the type theory is a fixpoint rule for typing recursive functions. However, the
fixpoint rule is not valid for recursive functions on every type. Types for which the fixpoint
rule is valid are known as admissible. In Chapter 5 I give general techniques for showing
types to be admissible, the third main technical contribution of this dissertation. Before this
work, type theories incorporating partiality were handicapped by a dearth of types known
to be admissible. A critical step in the method is a elegant least upper bound theorem for
computational approximation with applications beyond the admissibility results to which I
apply it.

Concluding remarks appear in Chapter 6. Following my concluding remarks, the dissertation
closes with three appendices. Appendix A gives the complete typing rules for A*. Appendix
B gives the complete inference rules for Nuprl proofs. In the interest of readability throughout
the dissertation, difficult proofs are removed to Appendix C.



Chapter 2

Lambda-K

The KML programming language provides a very expressive language for practical program-
ming. However, experience with Standard ML has shown that although direct formal defini-
tions of practical programming languages may be written [71, 72|, those definitions are too
unwieldy to be very useful except as a language specification for compiler implementers and
are particularly impractical for theoretical study.! Simple languages are much more practical
for theoretical study, and are useful in implementations as well: The first step of a compiler is
typically to elaborate the external language into a simpler intermediate language.

In order to use a simpler and more manageable language than full KML, in this thesis I
will be using a simple typed calculus called \*. A framework that proved to be workable
was to augment the higher-order polymorphic lambda calculus, F, [35, 36], with power [17, 18]
and singleton [41] kinds, dependent function and record kinds, and strong sums. This design is
discussed at length in this chapter.

The syntax of A¥ is defined by the rules given in Figure 2.1 and consists of five syntactic
classes. The class of terms contains the basic constructs of the polymorphic lambda calculus
with records. The class of type constructors (which I will usually refer to as “constructors”)
contains the types of well-formed terms and a lambda calculus (with records) built over them for
computing types. (Typical type constructors are actual types, such as integers, or (first-order)
type operators, such as lists.) The class of kinds then contains the “types” of type constructors.
The two remaining classes, modules and signatures, contain the terms and types of A*’s module
system. The static semantics of A¥ also uses contezts, which assign kinds, types and signatures
to constructor variables (ranged over by «), term variables (ranged over by z) and module
variables (ranged over by s). Figure 2.2 contains several convenient abbreviations for use with
AL

Throughout this thesis, in any calculi with binding structure (such as A\*), T consider two
expressions to be identical if they differ only by alpha-variation. When two expressions e; and
es are alpha-equal I write ey = eo. Also, the simultaneous capture-avoiding substitution of
expressions ey, ..., e, for variables z1,...,z, in e will be denoted by ele; - - - e, /x1 - - - xy].

!The Definition of Standard ML [71] runs to 65 pages and consists of 196 rules (plus many additional implied
rules for propagating exception packets) and considerable supporting machinery. The revised Definition [72] is
simpler, but still runs to 54 pages and 189 rules.



kinds = Type; | Haki.ke | {li> a1 : k..., o>yt kn} | Pi(c) | Si(c)
constructors ¢ = aldakc|cle] | {li=ci,....bh=cu}|m(c)|ct 2|1 =ca|
Vak.c| {ly:ci,...,lnca} | (€1 :c1,.. b Cn) | ext(m)
terms e u= z|Avicel|eer | Aake|e[c] | {1 =e1,...,0n =en} | m(e) | inj,(e) |
case(e,li>zxi.ey,...,lh > Ty en) | fiz (e) | ext(m)
signatures o = (k)| {c) | Usior.o2 | {lidsi:ot,...,lnDSn 00}
modules m u= s|{c)]| (e} | As:om | mimz | {li = m1,...,lp =my} | m(m) | m:0o
conterts P = eo|la:k]|Tz:c]|s: o]
Figure 2.1: Lambda-K Syntax
TL X X Tn def {I1:71,...,In: 7}
(e1,...,en) def {1=e1,...,.In=¢€,}
mi(e) € mile)
4+, def (I1:71,...,0n: 1)
. def .
inj;(e) = inj;(e)
case(e,T1.€1,y...,Tn-€n) def case(e,l1>xi.e1,...,In>xy.€,)

(where 11,12, ... are distinguished labels)

Figure 2.2: Lambda-K Shorthand

2.1 The Core Calculus

The type system of \¥ includes functions and records at the term and constructor levels, and
polymorphic functions at the term level, using the standard notations. Evaluation is intended
to be call-by-value. Records of terms, record types, and records of constructors that differ
only in field order are considered identical. The type of functions from 7 to 7» is denoted by
T1 — T9; functions that return without computational effects are considered pure functions and
may be given the pure function type 7 = 7, (for appropriate 7, and 73). The type system also
includes the labelled disjoint union type, denoted by (41 : ¢1,..., 4, : ¢;), members of which are
formed by inj,(e) and eliminated by case(e, ¢y >xz1.e1,...,0,>%y. €,). As with records, disjoint
union types or case expressions that differ only in field order are considered identical. Recursive
functions are supported in the standard way by a fiz operator. The remaining construct, ext(m),
deals with the module calculus and is discussed in Section 2.2.

A subtyping relation is defined over the types of A¥. Intuitively, 7y is a subtype of
(denoted 71 < 79) when every term belonging to 71 also belongs to 79. As usual, functions are
contravariant on the left and covariant on the right; records are covariant in the field types and
subtypes are produced by adding fields. Pure function types are subtypes of the corresponding
function types.

Kinds The kind level is more novel. Ignoring the ¢ annotations, Type contains well-formed
types. The power kind, denoted by P(7) for any type 7, contains well-formed types that are
subtypes of the given type 7. The singleton kind, denoted by S(7) for any type 7, contains
well-formed types that are equivalent to the given type 7. The level annotations ¢, which are
positive integers, restrict the memberships of these kinds. The level of a kind or type is defined
to be the highest level annotation appearing within it. The kinds Type;, P;(7) and S;(7) contain



Rc: Type;) = Rile)

R(c: k1= K2) Mok . R(cla] : Kk2) 4
Ric: {t;: ﬁi[izl...n]}) def {6 R(me, (c) - Kli)[l:l...n]}

def

(R represents either P or S)

Figure 2.3: Higher Order Power and Singleton Kinds

only types with levels less than i. Thus, types belonging to Type; cannot contain quantify over
any (nontrivial) kinds, and types belonging to Type, can only quantify over level-1 kinds. For
Pi(c) or S;(c) the level of ¢ must be less than 1.

This level annotation mechanism makes A* predicative, which is necessary to perform Chap-
ter 3’s embedding into the predicative type theory of Nuprl. Since these annotations are tedious
to provide, I discuss some alternatives in Section 3.5. In a practical system based on this an-
notation mechanism, the system would have to infer level annotations for the user [47].

The kind of functions mapping constructors of kind x; to constructors of kind k3 may be
denoted k1 — k2, but since constructors may appear within kinds, it is desirable to allow a more
precise characterization of such functions: The kind Ila:k;.k2 includes all functions mapping
K1 constructors to ko constructors where « stands for the function’s argument and may appear
free in k9. Such kinds are referred to as dependent function kinds since the result kind depends
on the argument. For example, a function with kind ITa: Type,;.P; () when applied to any type
7 returns a constructor of kind P;(7), that is, a subtype of 7. The independent function kind
K1 — k9 1s shorthand for Ila:ki.x92 when « does not appear free in ko.

Records of type constructors may also be given dependent kinds. The kind {¢; > oy :
Kly.-oydp > oy @ Kp} contains all records {¢; = c¢i,...,4, = cy} such that each ¢; has the
corresponding kind x; with the values of preceding fields substituted for the free variables.
That is, ¢; must have kind k;[c1---¢j—1/a1 -~ a;—1]. The external labels (ranged over by /)
must be kept distinct from the internal binding occurrences because variables must alpha-vary
but labels must not.? This is discussed in greater length in Harper and Lillibridge [44]. As a
shorthand, I will often omit >« (pronounced “as alpha”) from a dependent record kind when
« does not appear free in the following kinds; an independent record kind is one that contains
no internal binding occurrences at all. I consider two dependent record kinds to be identical
when they differ only in field order, so long as no field is reordered to appear after a field that
depends upon it.

Although power and singleton kinds are made using only types (not higher-order construc-
tors), dependent kinds may be used to build higher-order power and singleton kinds. For
example, the kind ITa: Type;.P;(list[a]) includes type constructors that are pointwise subtypes
of list. Higher-order power and singleton kinds may be generally defined as in Figure 2.3.

Just as a subtyping relation was defined over the types, a subkinding relation is defined over
the kinds. This relation is denoted by k1 < k2 when k; is a subkind of k3. Function and record
kinds obey similar rules to the subtyping rules. Additional subkinding relationships result from
level annotations, Type; = Type,;,, (and likewise for singleton and power kinds), and from
power and singleton kinds: for any type 7, Si(7) < Pi(7) < Type;, and also Pi(11) = Pi(m2)
when 71 < 7.

2These two names may be burdensome for a programmer to supply, so, as a practical matter, in KML it is
permitted to write one name for use as both the internal and the external name; this poses no problems so long
as it is possible to use separate names when they are needed [44].



sig
tycon foo : type

module S1 : { foo > 3500 : (Type),
sig S1pssy:
tycon bar : type — { bar b spar @ ( Type),
tycon baz = foo -> bar baz > Shas : (S(ext(Sto0) = €xt(Sbar))),
val gnurf : baz gnurf : ((ezt(Svaz)) },
end blap : ((ext(mar(ss1)))) }
val blap : Si.bar
end
struct
tycon foo = int -> int
module 51 = { foo = (int — int),
struct g1 =
tycon bar = int { bar = (int),
tycon baz = -

baz = ((int — int) — int),
gnurf = ((\f:(int — int). fO) },

val gnurf =
blap = (12
fn £ : int -> int => £ 0 ap = (12)) }

(int -> int) -> int

end
val blap = 12
end

Figure 2.4: A Typical Module Encoding

2.2 The Module Calculus

Lambda-K modules form their own syntactic class, and their types are called signatures, which
also form their own syntactic class. A primitive module is either a single constructor (c) or a
single term ((e)). If ¢ has kind &, then (c) has signature (k). Likewise, if e has type 7, then ((e))
has signature (7)).

Modules are also formed using lambda-abstractions (for functors) and records (for struc-
tures). Such modules may be given dependent function signatures and dependent record sig-
natures that are precisely analogous to the dependent function and dependent record kind
discussed above. Data abstraction is achieved by forgetting type information using the con-
struct m : o, which coerces the module m to have the signature o (if that signature is valid
for m); any type information about m not reflected in o is forgotten. As with the subtyping
and subkinding relations over the types and kinds, the signatures have a subsignature relation,
which obeys rules similar to the rules governing subtyping and subkinding.

Modules are used within the core calculus by means of the extraction construct: ext(m) for
module m. If m has signature (k), then the constructor ext(m) has kind k. Likewise, if m has
signature (7)) then the term ext(m) has type 7. Exactly what modules are legal to extract
from is an issue that is discussed in Section 2.4.1.

With the above constructs, it is easy to encode high-level KML modules. A KML structure
is constructed by building a record out of its contents with every constructor field encased in (-)
and every term field encased in ((-)). Figure 2.4 shows the encoding of a typical KML module
with a substructure into A*. Note the use of an internal and an external name in the encoding
of the blap field of the signature. Functors and their signatures are encoded using A and II in
the obvious manner.

Since modules form their own syntactic class and are not reflected directly into the core
calculus, A* modules are second-class. This decision is based on issues related to the phase



distinction (Section 2.4.1). To permit first-class modules would require considerably different
approaches to these issues that would reduce the expressiveness of the calculus, as we will see
shortly. Fortunately, the first-class module restriction does not seem to be an onerous one: the
most commonly cited use for a first-class module, the ability to select at run-time an efficient
implementation, can be achieved using existential types [73] or objects.

2.3 Static Semantics

The static semantics of A¥ appears in Appendix A. Nine judgements are used; six for the core
calculus and three for the module calculus:

1.

The kind equality judgement I' - k1 = k9 indicates that k1 and k9 are equal (in context
).

The subkinding judgement I' -, k1 =< k9 indicates that every constructor in x; is in kg,
as discussed previously.

The constructor equality judgement I" -, c¢; = co2 : Kk indicates that ¢; and ¢y are equal
as members of kind x.

The subtyping judgement I' - ¢; < ¢ indicates that every term in ¢; is in co.
The typing judgement I' -, e : ¢ indicates that the term e has the type c.

The valuability judgement I' Fx e | ¢ indicates that the term e has the type ¢ and that
its computation terminates.

The subsignature judgement I' -, o1 < 093 indicates that every module in o is in os.

The module signature judgement I' -5 m : o indicates that the module m has signature
.

The module valuability judgement I' -, m | o indicates that the module m has signature
o and that its computation terminates.

Four additional judgements are derived from these nine. A kind is considered well-formed
when it is equal to itself, and similarly a constructor belongs to a kind exactly when it is equal
to itself in that kind. A type or signature is well-formed when it is a subtype or subsignature
of itself.

Thew kind ¥ Dher=r
I'Frc:k def I'Fre=c:k
'k c: type def I'kre=<e

' o sig fof I'Fro=<o

2.4 Design Issues

2.4.1 The Phase Distinction

An important decision to be made in the design of any module calculus is how to account
for the phase distinction between compile-time and run-time expressions [16, 46, 44]. In the
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absence of the module calculus, it is easy to say that the evaluation of type constructors
is a compile-time activity and the evaluation of terms is a run-time activity. However, the
module system presents a quandary since modules may contain terms and type constructors
may contain modules (through the extraction construct). Constructor evaluation cannot be a
run-time activity, unless we are willing to sacrifice type checking at compile time, but term
evaluation clearly cannot be a compile-time activity.

The central problem is how to structure the module system and its interactions with the core
calculus so that compile-time expressions (kinds and constructors) do not contain possibly di-
vergent or effectful expressions. I discuss here two solutions to the problem: the phase-splitting
approach proposed by Harper, Mitchell and Moggi [46] and the value restriction approach pro-
posed by Harper and Lillibridge [44] and Leroy [62]. Lambda-K makes use of the phase-splitting
approach.

In the phase-splitting approach, modules (including functors) are considered to consist of
two components: a compile-time component and a run-time component. The compile-time
component deals only with the constructor portions of modules while the run-time component
deals also with the term portions. Then extraction at the constructor level depends only on
the constructor portion of a module; any problematic behavior of the module’s term portion
is irrelevant. This approach depends on designing the module calculus so that it is impossible
to write a module where a constructor field depends on any run-time computation; otherwise
constructor fields are run-time computations themselves and cannot be phase split into the
compile-time component.

In a system with first class modules, it is easy to construct a module that depends on the
result of a term expression, which rules out the phase-splitting approach. In their translucent
sum calculus [44], which has first class modules, Harper and Lillibridge enforce the phase
distinction more directly: Syntactic values have no interesting run-time behavior and may
therefore safely be treated as compile-time expressions. Extraction at the constructor level is
restricted to only valuable expression; arbitrary module expressions are not legal for extraction.

The phase-splitting approach also has some advantages that counterbalance the impossibility
of first-class modules: First, phase-splitting provides a convenient mechanism for implementing
the module system [46]. Second, phase-splitting allows greater flexibility in references from
the core language into the module language. For example, phase-splitting allows extraction
from functor applications, which is forbidden by the value restriction approach. This can be
quite useful in practice; for example, it allows the expression of transparent signatures for
functors [63], that is, signatures that completely specify the (type) behavior of the functor. For
example, suppose s has signature I1s":0.(Type). Then the alternative signature IIs":0.(ext(s s'))
fully specifies the behavior of s, but this signature is valid only if it is permissible to extract
from functor applications. Leroy [63] discusses this issue at length.

2.4.2 Top and Bottom Types

Unlike many subtyping calculi, A* does not have top and bottom types. This is not because
they are problematic to add (they are not), but because a practical language is better off
without them. The main use for top and bottom is usually to ensure that there exist meets
and joins for any two types, but it is really only important to ensure that joins and meets exist
for types that have an upper or lower bound. In cases where two types have no upper (or
lower) bound, it is preferable to generate an error than to allow an artificial top (or bottom)
bound. For example, a program fragment if b then 12 else true is almost certainly a
mistake. Similarly, a function that makes incompatible demands on its argument could be
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given a bottom domain type, but again such a useless function is certainly a mistake. It is
better the notify the programmer of the mistake immediately than to allow the trivial type and
postpone the error message, delivering it somewhere else instead of at the location where the
mistake was made.

The drawback of this design decision relates to expressions with side-effects. When an
expression is evaluated for side-effects, it is not uncommon to ignore the result value. In \¥
this must be done explicitly, as in the code if b then f x; () else g x; (), where f and
g have incompatible return types. If the language included a top type, the programmer could
write the marginally simpler if b then f x else g x. However, even in very impure code, it
is not likely that allowing top and bottom would save effort for the programmer in this manner
nearly as often as disallowing them would save effort by catching mistakes. Additionally, writing
code to ignore result values explicitly provides useful documentation.
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Chapter 3

Type-Theoretic Semantics

Type theory has become a popular framework for formal reasoning in computer science [22, 67,
37] and has formed the basis for a number of automated deduction systems, including Automath,
Nuprl, HOL and Coq [32, 19, 39, 8], among others. In addition to formalizing mathematics,
these systems are widely used for the analysis and verification of computer programs. To do
this, one must draw a connection between the programming language used and the language of
type theory; however, these connections have typically been informal translations, diminishing
the significance of the formal verification results.

Formal connections have been drawn in the work of Reynolds [86] and Harper and Mitchell
[45], each of whom sought to use type-theoretic analysis to explain an entire programming
language. Reynolds gave a type-theoretic interpretation of Idealized Algol, and Harper and
Mitchell did the same for a simplified fragment of Standard ML. Recently, Harper and Stone [48]
have given such an interpretation of full Standard ML (Revised) [72]. However, in each of these
cases, the type theories used were not sufficiently rich to form a foundation for mathematical
reasoning; for example, they were unable to express equality or induction principles. On the
other hand, Kreitz [59] gave an embedding of a fragment of Objective CAML [64] into the
foundational type theory of Nuprl. However, this fragment omitted some important constructs,
such as recursion and modules.

The difficulty has been that the same features of foundational type theories that make
them so expressive also highly constrain their semantics, thereby restricting the constructs that
may be introduced into them. For example, as I will discuss below, the existence of induction
principles precludes the typing of fiz that is typical in programming languages. In this chapter
I show how to give a semantics to practical programming languages in foundational type theory.
In particular, I give an embedding of A* into the Nuprl type theory. This embedding is simple
and syntax-directed, which has been vital for its use in practical reasoning.

The applications of type-theoretic semantics are not limited to formal reasoning about
programs. Using such a semantics it can be considerably easier to prove desirable properties
about a programming language, such as type preservation, than with other means. We will see
two such examples in Section 3.4. The usefulness of such semantics is also not limited to one
particular programming language at a time. If two languages are given type-theoretic semantics,
then one may use type theory to show relationships between the two, and when the semantics are
simple, those relationships need be no more complicated than the inherent differences between
the two. This is particularly useful in the area of type-directed compilation [93, 75, 61, 43, 77].
The process of type-directed compilation consists of (in part) translations between various typed
intermediate languages. Embedding each into a common foundational type theory provides an
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ideal framework for showing the invariance of program meaning throughout the compilation
process.

This semantics is also useful even if one ultimately desires a semantics in some framework
other than type theory. Martin-Lof type theory is closely tied to a structured operational
semantics and has denotational models in many frameworks including partial equivalence re-
lations [5, 40], set theory [54] and domain theory [87, 81, 80]. Thus, foundational type theory
may be used as a “semantic intermediate language.”

3.1 A Computational Denotational Semantics

My main motivation for a type-theoretic semantics has been to draw formal connections be-
tween programming languages and type theory, thereby making type theory a powerful tool for
reasoning about languages and programs without sacrificing any formality. However, a type-
theoretic semantics is also valuable in its own right as mathematical model of a programming
language.

Most programming language semantics are either operational or denotational. A typical
operational semantics is specified by giving an evaluation relation on program terms (or an
evaluation relation on some abstract machine along with a translation into that machine).
Operational semantics have the advantage that they draw direct connections to computation,
and explaining how programs compute is one of the prime functions of a semantics. However,
operational semantics are typically rather brittle; a slight addition or change to an operational
semantics often requires reworking all proofs of properties of that semantics.

In contrast, a denotational semantics specifies, for every program term, a mathematical
object that the program term denotes. Typically a term’s denotational is determined by com-
posing in some way the denotations of its subterms. The compositionality of denotational
semantics usually makes them more robust to change than a typical operational semantics.
Furthermore, the equational theory of a denotational semantics is easier to work with since it
derives directly from the mathematical objects, without need for an intermediating evaluation
relation, and without needing to consider any surrounding context. However, the connection to
computation in a typical operational semantics (although present) is much more remote than
with an operational semantics.

A denotational semantics in type theory provides the advantages of both a denotational
semantics. The type-theoretic semantics I present s denotational, and accrues all the attendant
advantages of a denotational semantics, but type theory is in essence a programming language
itself (with its own operational semantics), so this semantics also draws a strong connection to
computation.

3.2 The Language of Type Theory

I begin with an informal overview of the programming features of the Nuprl type theory. It
is primarily those programming features that I will use in the embedding. The logic of types
is obtained through the propositions-as-types isomorphism [51], but this will not be critical to
our purposes in this chapter. I present and discuss the type theory in detail in Chapter 4.

As base types, the theory contains integers (denoted by Z), booleans! (denoted by B),
strings (denoted by Atom), the empty type Void, the trivial type Unit, and the type Top (which

'Booleans are actually defined in terms of the disjoint union type.
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contains every well-formed term, and in which all well-formed terms are equal). Complex types
are built from the base types using various type constructors such as disjoint unions (denoted by
T\ + T3), dependent products? (denoted by Yz:T;.T5) and dependent function spaces (denoted
by z:T1.T5). When z does not appear free in Th, we write T} x Ty for Xz:T.T» and Ty — Th
for IIx:T,.T5.

This gives an account of most of the familiar programming constructs other than polymor-
phism. To handle polymorphism we want to have functions that can take types as arguments.
These can be typed with the dependent types discussed above if one adds a type of all types.
Unfortunately, a single type of all types is known to make the theory inconsistent [36, 27, 70, 52],
so instead the type theory includes a predicative hierarchy of universes, U;,Us, Us, etc. The
universe U; contains all types built up from the base types only, and the universe U;;; contains
all types built up from the base types and the universes Uy, ...,U;. In particular, no universe
is a member of itself.

Unlike A*, which has distinct syntactic classes for kinds, type constructors and terms, Nuprl
has only one syntactic class for all expressions. As a result, types are first class citizens and may
be computed just as any other term. For example, the expression if b then Z else Top (where
b is a boolean expression) is a valid type. Evaluation is call-by-name, but these constructions
may also be used in a call-by-value type theory with little modification.

To state the soundness of the embedding of \*, we will require two assertions from the logic
of types. These are equality, denoted by t; = to in T, which states that the terms ¢; and %
are equal as members of type T', and subtyping, denoted by T} < T5, which states that every
member of type T} is in type T5 (and that terms equal in T are equal in 7). A membership
assertion, denoted by ¢ in T', is defined as ¢ =t in T'. The basic judgement in Nuprlis H -, P,
which states that in context H (which contains hypotheses and declarations of variables) the
proposition P is true. Often the proposition P will be an assertion of equality or membership
in a type.

The basic operators discussed above are summarized in Figure 3.1. Note that the lambda
abstractions of Nuprl are untyped, unlike those of A¥. In addition to the operators discussed
here, the type theory contains some other less familiar type constructors: the partial type, set
type and very dependent function type. In order to better motivate these type constructors,
we defer discussion of them until their point of relevance. The dynamic semantics of all the
type-theoretic operators is given in Figure 4.3.

3.2.1 Domain and Category Theory

Some of the mechanisms I use in the following section to give the type-theoretic semantics of
A% will look similar to mechanisms used to give programming language semantics in domain or
category theory. This is not coincidence; the three theories are closely related and some of the
mechanisms I use (such as the partial types of Section 3.3.2) are adapted from the folklore of
domain theory.

However, domain theory and category theory are not interchangeable with type theory
for the purposes in this dissertation. Type theory provides the highest degree of structure of
the three theories, domain theory hides some structure in the interest of greater abstraction
and generality, and category theory provides the least structure and the most abstraction and
generality. Thus, one can easily construct a domain or a category based on the Nuprl type

2These are sometimes referred to in the literature as dependent sums, but I prefer the terminology to suggest
the connection to the non-dependent type T1 x Ts.
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Type Formation Introduction Elimination
universe ¢ U; type formation

(for i > 1) operators
disjoint union | T + T» ing,(e) case(e,z1.e1,T2.€2)

ing,(e)
function space | Ilz:Th.T> Az.e e1es
product space | Yx:T1.T» (e1,e2) m1(e)
m(e)

integers Z ...,—1,0,1,2,... | assorted operations
booleans B true, false if-then-else
atoms Atom string literals equality test (=a)
void Void
unit Unit *
top Top

Figure 3.1: Type Theory Syntax

theory, but one cannot easily work backwards (although such models of type theory do exist
[87, 81, 80]).

The structure of the Nuprl type theory stems from the fact that Nuprl provides direct access
to the primitives of computation and the types of Nuprl speak directly of the computational
behavior of terms. This structure is essential for achieving my goal of establishing a direct
computational significance for this semantics (recall Section 3.1). This structure also allows
type theory to address directly issues that pose significant challenges for domain theory (and
that are not directly meaningful in category theory). For example, in type theory we may
easily include or exclude divergent terms from types, allowing us to easily distinguish between
partial or total functions, and, more importantly, allowing us to use induction properties that
are invalid if one includes divergent terms.

3.3 A Type-Theoretic Semantics

I present the embedding of A* into type theory in three parts. In the first part I begin by giving
embeddings for most of the basic type and term operators. These embeddings are uniformly
straightforward. Second, I examine what happens when the embedding is expanded to include
fiz. There we will find it necessary to modify some of the original embeddings of the basic
operators. In the third part I complete the semantics by giving embeddings for the kind-level
constructs of A¥. The complete embedding is summarized in Figures 3.3 through 3.6.

The embedding itself could be formulated in type theory, leaving to metatheory only the
trivial task of encoding the abstract syntax of the programming language. Were this done, the
theorems of Section 3.4 could be proven within the framework of type theory. For simplicity,
however, I will state the embedding and theorems in metatheory.

3.3.1 Basic Embedding

The embedding is defined as a syntax-directed mapping (denoted by [ -]) of A¥ expressions
to terms of type theory. Recall that in Nuprl all expressions are terms; in particular, types
are terms and may be computed just as any other term. Many A* expressions are translated
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directly into type theory:

def
ol = o
[Az:c.e] aof Az.[€]
leres] ji [e1]le2]
[[01 — 02]] = [[Cl]] — [[02]]

Nothing happens here except that the types are stripped out of lambda abstractions to match
the syntax of Nuprl. Functions at the type constructor level are equally easy to embed, but I
defer discussion of them until Section 3.3.3.

Since the type theory does not distinguish between functions taking term arguments and
functions taking type arguments, polymorphic functions may be embedded just as easily, al-
though a dependent type is required to express the dependency of ¢ on « in the polymorphic
type Va:k.c:

[Ac:k.€] e le]
leld] < [e]l]
Va:k.c] et Me:[k].[c]

Just as the type was stripped out of the lambda abstraction above, the kind is stripped out of
the polymorphic abstraction. The translation of the polymorphic function type above makes
use of the embedding of kinds, but, except for the elementary kind Type, I defer discussion of
the embedding of kinds until Section 3.3.3. The kind Type;, which contains level-i types, is
embedded as the universe containing level-: types:

[Type] € 1

Records and Disjoint Unions A bit more delicate than the above, but still fairly simple, is
the embedding of records. Field labels are taken to be members of type Atom, and then records
are viewed as functions that map field labels to the contents of the corresponding fields. For
example, the record {x = 1,f = Az:int.z}, which has type {x : int,f : int — int}, is embedded
as

Aa.if a =4 x then 1 else if a =4 £ then Ax.x else x

where a =4 @’ is the equality test on atoms, which returns a boolean when a and o’ are atoms.

Since the type of this function’s result depends upon its argument, this function must be
typed using a dependent type:

MMa:Atom. if a =4 x then Z else if a =4 £ then Z. — 7 else Top
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In general, records and record types are embedded as follows:

[{ti=-e1,....0, =en}] = Xa.if a =4t then [e1]
else if a =4 £y, then [ey]
else x
f
[re(@)] < [e]¢
def

{lr:c1,y.. 08y i cn}] = Ha:Atom.if a =4 £q then [c1]

else if a =4 Ly, then [cp]
else Top

Note that this embedding validates the desired subtyping relationship on records. Since {x :
int, £ : int—int} < {x : int}, we would like the embedding to respect the subtyping relationship:
[{x :int, £ : int —int}] < [{x : int}]. Fortunately this is the case, since every type is a subtype
of Top, and in particular the part of the type relating to the omitted field, if a = £ then
7 — 7 else Top, is a subtype of Top. The use of a type Top to catch extra labels is essential
for subtyping to work properly makes for a particularly elegant embedding of records, but it
is not essential. In the absence of Top one could produce a slightly less elegant embedding by
restricting the domain to exclude undesired labels using a set type (Section 3.3.3).

Disjoint unions are handled in a similar manner. The injection term inj (1) is embedded
as the pair (x,1) of its label and its argument. The types of this term include the sum type
(x :int,f : int — int), which is embedded using a dependent type as:

Sa:Atom. if a =4 x then Z else if a =4 £ then 7Z — 7 else Void

In general, disjoint unions are embedded as follows:

def

[(01:cry....0n:cn)] = ZTa:Atom.if a =4 £y then [c1]
else if a =4 £y, then [cy]
else Void
.. def
[inj ()] = (¢e)
def

[ case(e, 1> xy.€1,..., 8y >xp.en)] = if m(x) =4 £y then [e1][ma(x)/x1]

clse if 71(x) =4 by then [en][ma(x) /]
else x

Again, this relation validates the desired subtyping relationship.

3.3.2 Embedding Recursion

A usual approach to typing general recursive definitions of functions, and the one used in A\*,
is to add a fiz construct with the typing rule:

HF-,emT—T
Ht¢y, fix(e) in T (wrong)
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In effect, this adds recursively defined (and possibly divergent) terms to existing types. Unfor-
tunately, such a broad fixpoint rule makes Martin-Lof type theories inconsistent because of the
presence of induction principles. An induction principle on a type specifies the membership of
that type; for example, the standard induction principle on the natural numbers specifies that
every natural number is either zero or some finite iteration of successor on zero. The ability to
add divergent elements to a type would violate the specification implied by that type’s induction
rule.

One simple way to derive an inconsistency from the above typing rule uses the simplest in-
duction principle, induction on the empty type Void. The induction principle for Void indirectly

specifies that it has no members:
H&,ein Void
HbF,einT

However, it would be easy, using fiz, to derive a member of Void: the identity function can be
given type Void — Void, so fix(Ax.z) would have type Void. Invoking the induction principle,
fir(Az.xz) would be a member of every type and, by the propositions-as-types isomorphism,
would be a proof of every proposition. It is also worth noting that this inconsistency does not
stem from the fact that Void is an empty type; similar inconsistencies may be derived (with a
bit more work) for almost every type, including function types (to which the fiz rule of \* is
restricted).

It is clear, then, that fiz cannot be used to define new members of the basic types. How
then can recursive functions be typed? The solution is to add a new type constructor for partial
types [24, 25, 92]. For any type T, the partial type T is a supertype of T that contains all the
elements of T" and also all divergent terms. (A total type is one that contains only convergent
terms.) The induction principles on T are different than those on T, so we can safely type fiz
with the rule:® L

Ht,eimT—T HLF,T admiss
HF, fiz(e) in T

We use partial types to interpret the possibly non-terminating computations of A*. When (in
A¥) a term e has type 7, the embedded term [e] will have type [7]. Moreover, if e is valuable,
then [e] can still be given the stronger type [7]. Before we can embed fiz we must re-examine
the embedding of function types. In Nuprl, partial functions are viewed as functions with
partial result types:*

[er =] € [e] = el
[er=e] € [a] = [el
Va:k.c] o Ma:[&].[c]

Note that, as desired, [1; = 72] < [11 = 72], since [2] < [[L—z]] If partial polymorphic functions
were included in A*, they would be embedded as Ia:[x].[].
Now suppose we wish to fiz the function f which (in A¥) has type (11 = 72) — (11 — 72), and

suppose, for simplicity only, that f is valuable. Then [f] has type ([71] — m) = [n] — m

3The second subgoal, that the type T be admissible, is a technical condition related to the notion of admis-
sibility in LCF [38]. All the types used in the embedding are admissible, so I ignore the admissibility condition
in the discussion of this chapter. Admissibility is discussed further in Chapter 4 and is examined in detail in
Chapter 5.

4This terminology can be somewhat confusing. A total type is one that contains only convergent expressions.
The partial function type Ti — T contains functions that return possibly divergent elements, but those functions
themselves converge, so a partial function type is a total type.
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This type does not quite fit the fiz typing rule, which requires the domain type to be partial,
so we must coerce [f] to a fixable type. We do this by eta-expanding [f] to gain access to its
argument (call it g) and then eta-expanding that argument g:

Ag.[f1(Az.g z) in [11] — m = [n] — m

Eta-expanding ¢ ensures that it terminates (since Az.g z is a canonical form), changing its type
from [r1] — [r2] to [71] — [r2]. The former type is required by the fiz rule, but the latter type
is expected by [f]. Since the coerced [f] fits the fiz typing rule, we get that fix(Ag.[f](Az.g z))

has type [11] — [r2], as desired. Thus we may embed the fiz construct as:

def

[fiz.(e)] = fiz(rg.[el(Az.gz))

Strictness In A\, a function may be applied to a possibly divergent argument, but in my
semantics functions expect their arguments to be convergent. Therefore we must change the
embedding of application to compute function arguments to canonical form before applying the
function.® This is done using the sequencing construct let z = e; in ez which evaluates e; to
canonical form €} and then reduces to ey[e/z]. The sequence term diverges if e; or ey does
and allows x be given a total type:

Hbr,eiinTy H;xThb,erinTy
Hb, let z=e;ineyinTy

Application is then embedded in the expected way:

[eiez] © et = [e2] in [e1] =

A final issue arises in regard to records and disjoint unions. In the embedding of Section
3.3.1, the record {¢ = e} would terminate even if e diverges. This would be unusual in a
call-by-value programming language, so we need to ensure that each member of a record is

evaluated:

{1 =e1,.... 0, =en}] def let z1 = [e1] in

let ©, = [ey] in
Aa.if a =4 £1 then xq

else if a =4 ¥, then x,
else x

A similar change must be also be made for disjoint unions:

[inj ()] % let z=[e] in (¢,2)

SPolymorphic functions are unaffected because all type expressions converge (Corollary 3.4).
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3.3.3 Embedding Kinds

The kind structure of A¥ contains three first-order kind constructors. We have already seen the
embedding of the kind Type; remaining are the power and singleton kinds. Each of these kinds
represents a collection of types, so each will be embedded as something similar to a universe, but
unlike the kind Type;, which includes all types of the indicated level, the power and singleton
kinds wish to exclude certain undesirable types. The power kind P;(7) contains only subtypes
of 7 and the singleton kind S;(7) contains only types that are equal to 7; other types must be
left out.

The mechanism for achieving this exclusion is the set type [21]. If S is a type and P[] is a
predicate over S, then the set type {z : S| P[z]} contains all elements z of S such that P[z] is
true. With this type, we can embed the power and singleton kinds as:5

[Pi(o)]
[Si(c)]
Among the higher-order type constructors, functions at the type constructor level and their

kinds are handled just as at the term level, except that function kinds are permitted to have
dependencies but need not deal with partiality or strictness:

© T U | T =[] A ] in U;}
© T U | T =[] in Ui}

[Aev:k.c] o Aa.[]

def

[ae]] = [elleal
Mok k2] def HMa:[k1]-[x2]

Dependent Record Kinds For records at the type constructor level, the embedding of the
records themselves is analogous to those at the term level (except that there is no issue of
strictness):

b =c1y. by =cnl] df . if a =4 £y then [eq]
else if a =4 ¥, then [cy]
else x
def

[re(0)] = [e¢
However, the embedding of this expression’s kind is more complicated. This is because of the
need to express dependencies among the fields of the dependent record kind. Recall that the
embedding of a non-dependent record type already required a dependent type; to embed a
dependent record type will require expressing even more dependency. Consider the dependent
record kind {£ >« : Type,, ' >a’ : Pi(a)}. We might naively attempt to encode this like the
non-dependent record type as

Ha:Atom. if a =4 £ then Uy else if a =4 ¢ then {T : Uy |T < aAain U} else Top (wrong)

but this encoding is not correct; the variable « is now unbound. We want « to refer to the
contents of field £. In the encoding, this means we want « to refer to the value returned by the
function when applied to label £. So we want a type of functions whose return type can depend
not only upon their arguments but upon their own return values!

6The second clause in the embedding of the power kind ([¢] in U;) is used for technical reasons that require
that well-formedness of P;(7) imply that 7 : Type,.
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The type I will use for this embedding is Hickey’s very dependent function type [49]. This
type is a generalization of the dependent function type (itself a generalization of the ordinary
function type) and like it, the very dependent function type’s members are just lambda abstrac-
tions. The difference is in the specification of a function’s return type. The type is denoted by
{f | z:Ty — T} where f and x are binding occurrences that may appear free in T (but not in
T).

As with the dependent function type, x stands for the function’s argument, but the addi-
tional variable f refers to the function itself. A function g belongs to the type {f | z:Th1 — T>}
if g takes an argument from T} (call it ¢) and returns a member of Ty[t, g/z, f].7

For example, the kind {£/> « : Type,, ' > o' : Pi(a)} discussed above is encoded as a very
dependent function type as:

{f|a:Atom — if a =4 £ then Uy else if a =4 ¢ then {T : Uy | T < f4 A flin U} else Top}

To understand where this type constructor fits in with the more familiar type constructors,
consider the “type triangle” shown in Figure 3.2. On the right are the non-dependent type
constructors and in the middle are the dependent type constructors. Arrows are drawn from
type constructors to weaker ones that may be implemented with them. Horizontal arrows
indicate when a weaker constructor may be obtained by dropping a possible dependency from
a stronger one; for example, the function type 17 — T5 is a degenerate form of the dependent
function type Ilx:T7.T5 where the dependent variable z is not used in 7. Diagonal arrows
indicate when a weaker constructor may be implemented with a stronger one by performing
case analysis on a boolean; for example, the disjoint union type T} + T5 is equivalent to the
type Lb:B. if b then T else T8

If we ignore the very dependent function type, the type triangle illustrates how the basic type
constructors may be implemented by the dependent function and dependent product types. The
very dependent function type completes this picture: the dependent function is a degenerate
form where the f dependency is not used, and the dependent product may be implemented
by switching on a boolean. Thus, the very dependent function type is a single unified type
constructor from which all the basic type constructors may be constructed.

In general, dependent record kinds are encoded using a very dependent function type as
follows:

[{livar:ki,....ly> oy kpl] £ {f|a:Atom—
if a =4 £y then [k1]
else if a =4 Uy then [Ka][f 41/ 0]

else if a =4 £y, then

[Enllf by fln1/ar - an ]
else Top}

"To avoid the apparent circularity, in order for {f | z:T1 — T>} to be well-formed we require that T» may only
use the result of f when applied to elements of T} that are less than z with regard to some well-founded order.
This restriction will not be a problem for this embedding because the order in which field labels appear in a
dependent record kind is a perfectly good well-founded order.

®By switching on a label, instead of a boolean, record types and tagged variant types could be implemented
and placed along the diagonals as well.
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{f | LIZ:Tl — TQ} HLIZ:Tl.TQ T1 — T2

Yx:T,. Ty Ty xTs

T+ T

Figure 3.2: The Type Triangle

3.3.4 Embedding Modules

As discussed in Section 2.4.1, A¥ uses a phase-splitting interpretation of modules, where modules
(including higher-order modules) are considered to consist of two components: a compile-time
component and a run-time component. This is reflected in the type-theoretic semantics by an
embedding that explicitly phase-splits modules. The technique used is derived from Harper, et
al. [46].

The embeddings for modules and signatures are given by two syntax-directed mappings,
[-]. and [-],, one for the compile-time component of the given expression and one for the run
time component. Given these, the embedding of a module is a pair of the compile-time and
run-time components:

[m] = ([m], [m],)

In signatures, the types of run-time fields may depend upon a compile-time member, as in
the signature {foo > sg : (Type),bar : ((ext(sf0))} (corresponding to the KML module sig
tycon foo : type val bar : foo end). Consequently, the embedding of a signature is the
dependent product of the compile-time component and the run-time component. The run-time
component’s embedding is a function that takes as an argument the compile-time member on
which it depends. In the embedding of the full signature, that function is applied to the variable
standing for the compile-time member:

[o] = Svifo], [0l

The embeddings of basic modules and signatures are simple. The run-time component is trivial
for (k) signatures and (c) modules, and the compile-time component is trivial for ((c)) signatures
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and ((e)). Module variables s are split into separate variables s. and s, for each component.

(

(

(

(

¢ = * (
(

(

(

(

(

module compile-time component—trivial)

(o], = ] module compile-time component)
[N, L module run-time component—trivial)
[{w)]. et [x] signature compile-time component)
[(k)], © . Top (signature run-time component—trivial)
)
)

def

c>>]]]]r s [[T]]p

[Ge), j{ Mo.[e]
pa

module run-time component)

signature compile-time component—trivial)
signature run-time component)

module compile-time component)

module run-time component)

For each of the signatures above it is impossible for there to be any dependency of the run-time
component on the compile-time component, since for (k) there is no nontrivial run-time to
depend on anything, and for ((c)) there is no nontrivial compile-time for anything to depend
on. As a result, the variable v is ignored in each case.

Functors For function modules and signatures, everything looks familiar in the compile-time
component, where the run-time material is ignored:

[As:o.m], o Asc.[m].
[[7.7117”2]]0 jif [[ml.]]c[[mQ]]c
[[HS.O'l.O'Q]]C = HSC-[[UI]]C'[[UZ]]C

However, the run-time component may not similarly ignore the compile-time component, be-
cause of possible dependencies. Therefore, the run-time component abstracts over both the
compile-time and run-time components of its argument:

[As:o.m], def

ASc. Asp. [m],

CF et 2 = [ma], in [mi],[me] .2

[mimo],

The signature’s run-time component, then, takes an argument v representing the compile-time
component and returns a curried function type. The result type is the run-time component of
the result signature and that depends on the compile-time component. Fortunately, the result’s
compile-time component is available (as v s¢), since v maps the compile-time component of the
argument to the compile-time component of the result.

[Ms:or.00], M. se:[on].. [o1],5¢ — [o2], (v s¢)
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Structures For dependent record modules and signatures, the compile-time component looks
like dependent record kinds and the type constructor records that belong to them:

[{b=ma,.... 0, = mp}]. L a if a =4 £y then [mq],
else if a =4 ¢, then [my],
else %
[re(m)], < [m].
[{li>si:01,...,n> sy on}]. def {f | a:Atom —

if a =4 £y then [o1],
else if a =4 Cy then [o2].[f €1/51c]

else if a =4 ¢, then

[on]clf €1 flnr/$1c" - 8(n—1)c]
else Top}

The run-time component of modules looks much like the embedding of record terms (as with
those, a series of opening lets is necessary to ensure strictness):

[{t =ma,.... 0, =my}], def let 1 = [mq], in

let zp = [my], in
Aa. if a =4 01 then x4

else if a =4 £, then x,
else x
(where x; does not appear free in m;)

[me(m)], & [m],e

The run-time component of signatures is also familiar, except that it must deal with depen-
dencies on the compile-time component. Again, the run-time component takes an argument v
representing the compile-time component. The run-time component [o;], of each field is applied
to the compile-time component of that field, which is v#;. Also, each field may have depen-
dencies on the compile-time components of earlier fields. These dependencies will have been
expressed by free occurrences of the variables s;., into which we substitute the corresponding
compile-time components v ¢;. It is worthwhile to note that these substitutions for s;. are the
only places where dependencies on the argument v are introduced.

[{ti>s1:01,...,8n> 8y 00},
aof Av. a:Atom.if a =4 £y then [o1],.(v{;)

if @ =4 £y then [oa],(v&2)[vli/s1c]

else if a =4 £, then

[on], (vln)vly---vly1/51c" - Sno1)c]
else Top
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[ Type;]
[Mo:k1.k2]

[{tivar:ky,....¢h>ay:knl]

[[{fl =C1,...
H{él CCly ..
H(fl tCly ..

[Pi(c)]
[Si(o)]

[]
[Aa:k.c]
[er[e2]]
ln =cn}]

[me(0)]
|ICI — Cz]]
|ICl = Cz]l

[Va:k.c]
A Cn}]]

7én : c”)]l

[ext(m)]

{T :U; | T admiss AT total}
Mo:[k1]-[k2]
{f | a:Atom — if a =4 {1 then [k1]
else if a =a ly then [k2][f €1/au]

else if a =4 £, then
[enllf b flnor/or - an-i]
else Top}
(where f,a do not appear free in k;)

{T:U; | T X[c]A]c] in Us AT admiss}
(where T does not appear free in c)

{T :U; | T =[c] in U;}

(where T does not appear free in c)

Aa.[c]
[e1][e]
Aa.if a =4 l1 then [ei]

else if a = Ly then [cn]
else x
(where a does not appear free in c;)

fe
[e1] = [e2]
[er] = [e]
a:[&].[c]
Ia: Atom. if a = €1 then [ci]

else if a =4 £y then [cn]
else Top
(where a does not appear free in ¢;)

Ya:Atom.if a =a 41 then [ei]

else if a =a Ly, then [cn]
else Void
(where a does not appear free in c;)

[m].

Figure 3.3: Embedding Kinds and Types
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[ = o
[Az:c.e] def Az.[e]
[ere2] let x = [e2] in[ei] x
(where x does not appear free in e;)
[Aa:k.e] f Aa.e]

[ele]] = [ellel

[{ti=e1,...,0n =en}] ECI, z1 = [e1] in

let xn, = [en] in
Aa.if a =4 41 then x1

elseif a =a Uy, then x,
else x
(where z; does not appear free in e;)
[re(e)] = [e]¢
[ing,(e)] X let & =[e] in (£,z)
[ case(e,bi>zier,... .0y > Tn.en)] let © =[e] in
if mi(x) =a £1 then ei[ma(z)/x1]

else if m1(x) =4 £n then en[ma(z)/xn]

else x

(where = does not appear free in e;)
[fiz.(e)] < fir(Ag.[]Ma.g2)

(where g does not appear free in e)
def
[ezt(m)] = [m],

Figure 3.4: Embedding Terms

3.4 Properties of the Embedding

I conclude my presentation of the type-theoretic semantics of A by examining some of the
important properties of the semantics. We want the embedding to validate the intuitive meaning
of the judgements of A\*’s static semantics. If x; is a subkind of ko then we want the embedded
kind [k1] to be a subtype of [k2]; if ¢1 and c2 are equal in kind x, we want the embedded
constructors [c¢;] and [co] to be equal (in []); and if e has type 7 we want [e] to have type
[7] (and [7] if e is valuable). Similar properties are desired for the module judgements. This
is stated in Theorem 3.1:

Theorem 3.1 (Semantic Soundness) For every A¥ context T', let [I'] be defined as follows:

[] € «
[Tlex : £]] - [TT; c:[<]
[Cla:cl) = [l
[C[s: o]] e ITD; sc:lo]e; se:lo], se
Then the following implications hold:
1. IfT kg k=K then level(k) = level(x') and [T] F, [£] = [K'] in Uyeper ()1
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[o] = Svfo].[olw
(where v does not appear free in o)

def
(o). =[xl
[(s)], ef Av.Top
[(eN. = Top
de
[€eD). = Aol
(where v does not appear free in c)
[Is:01.02], f Isc:[o1].-[o2].
[Ms:or.00], % Av.Tsc:[o1],. [o1],5c = [o2], (v se)
(where v, s do not appear free in ;)
[{li>s1:01,..., 80> 50 :on}], def {f |a:Atom — if a =4 {1 then [o1],
else if a =a Lo then [o2] [f €1/51c]
else if a =4 £, then
HU"]]c[fel e f£n71/81c e Snflc]
else Top}
(where f,a do not appear free in o;)
[{ti>si:01,...,0n>snon}], 4 \v.Ta:Atom. if a =4 £y then [o1], (v £r)

if a =a {2 then [o2] (ve2)[vli/s1c]

else if a =4 £, then

[on].(vn)
[Vl vlno1/S1c " Sn—1c]
else Top}

(where v,a do not appear free in o;)

Figure 3.5: Embedding Signatures

If T bk 2w then [T] By ([K] in Ueper(ry+1 A T6'T 0 Ueyer ()41 A [6] = [K])-
FThyec=d :r then [T] by [d] = [€] in [x].

T Fyec=d then [T]Fy [d] < [€].

IfT Fx e:c then [L] F, [e] in [].

IfT e e e then [T Fy [e] in [d].

X S &t e

If T b o 20" then [TTFy ([o] i Uieyer(o)+1 A l0'] i1 Uleyer oy 41 A o] 2 [o'])-
8. If Tk m: o then [T] F, ([m] in [o] A [m]. in [o],)-
9. If Tk, m | o then [I'] Fy, [m] in [o].

Proof
By induction on the derivations of the A* judgements.

We may observe two immediate consequences of the soundness theorem. One is the desirable
property of type preservation: evaluation does not change the type of a program. Figure 4.3
gives a small-step evaluation relation for the Nuprl type theory (denoted by ¢ +— ¢’ when ¢
evaluates in one step to t'). Type preservation of A* (Corollary 3.3) follows directly from
soundness and type preservation of Nuprl (Proposition 3.2).
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(Il [ml,)

Ll o
IIS]]r é Sr
] = [d
(Al =«
de
[(en]. o
[(eD], = [e]
[As:o.m], def Asc.[m],
def
As:o.m = Asc. Ase. [m],
[ I. - [m]
[mim.]. = [ma] [m2],
[rime], € let @ = [mo], in [mi],[mo]
(where = does not appear free in m1, m2)
[{tr =ma,....0n = my}], def . if a =4 {1 then [m1],
else if a =a £y then [m,],
else x
(where a does not appear free in m;)
[{tr =ma,....0n =m4a}], def et z1 = [m1], in
let ©, = [ma], in
Aa.if a =a 41 then x1
else if a =4 ¢, then z,
else x
(where z; does not appear free in m;)
[re(m)]. < [m].¢
[re(m)l, 2 [m].¢
[m:ol, < [m],
def
[m:o], = [m],

Figure 3.6: Embedding Modules

Proposition 3.2 If ~, tin T and t —*t' then -, t' in T.

Proof

Direct from Corollary 4.4.

Corollary 3.3 (Type Preservation) If - e: 7 and [e] —* t then -, t in [7].

Another consequence of the soundness theorem is that the phase distinction [16, 46] is
respected in A¥: all type expressions converge and therefore types may be computed in a
compile-time phase. This is expressed by Corollary 3.4:

Corollary 3.4 (Phase Distinction) If Fx ¢ :

[e] —* ¢.

Proof
For any well-formed A\* kind &, the embedded kind [x] can easily be shown to be a total type.
(Intuitively, every type is total unless it is constructed using the partial type constructor,
which is not used in the embedding of kinds.) The conclusion follows directly.

Kk then there exists canonical t such that
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3.5 Prospects for Extension

In order to embed A¥ into type theory, I abandoned impredicativity. This was because the
standard semantics for Nuprl (discussed in Section 4.4) does not support it. However, Mendler
[69] has developed a semantic model of Nuprl enhanced with recursive types and some impred-
icative polymorphism. In that type theory, it is entirely straightforward to handle second-order
impredicativity. I have not used Mendler’s type theory in this thesis because its semantics is
very complicated, and because it is not clear how easily it can be extended to support partial
types. An alternative type theory to be explored is the Calculus of Constructions [29, 28],
which also supplies impredicative features and could likely support the semantics discussed in
this chapter.

Another important avenue for future work is to extend the semantics in this chapter to
explain stateful computation. One promising device for doing this is to encode stateful com-
putations as monads [82, 60], but this raises two difficulties. In order to encode references in
monads, all expressions that may side-effect the store must take the store as an argument. The
problem is how to assign a type to the store. Since side-effecting functions may be in the store
themselves, the store must be typed using a recursive type, and since side-effecting expressions
take the store as an argument, that recursive type will include negative occurrences of the
variable of recursion. Mendler’s type theory may express recursive types with only positive
occurrences, but to allow negative occurrences is an open problem.”

Finally, a particularly compelling direction is to extend the semantics to account for objects,
and that turns out to require only the same mechanisms discussed above. In a weak sense, this
semantics can already support objects; the existential object encoding of Pierce and Turner [83]
uses only constructs available within the type theory used here. Unfortunately, that encoding
is not practical in a predicative system, because it involves quantification over the types of an
object’s hidden instance variables. That quantification results in objects always belonging to
a universe one level higher than their underlying code, which prevents such object from being
first-class.'? However, in an impredicative type theory, Pierce and Turner’s object encoding can
be used quite satisfactorily. In a type theory that additionally supplies recursive types (with
negative occurrences), a variety of other object encodings become possible as well [15, 13, 3, 31,
14]. Alternatively, the object encoding of Hickey [50] works entirely within the existing Nuprl
type theory and shows promise of being extendable to a practical object system.

3.6 Conclusions

I have shown how to give a type-theoretic semantics to an expressive programming calculus
that supports modular and object-oriented features. This semantics makes it possible to use
formal type-theoretic reasoning about programs and programming languages without informal
embeddings and without sacrificing core expressiveness of the programming language.

Formal reasoning aside, embedding programming languages into type theory allows a re-
searcher to bring the full power of type theory to bear on a programming problem. For example,
in Crary [30] I use a type-theoretic interpretation to expose the relation of power kinds to a
nonconstructive set type. Adjusting this interpretation to make the power kind constructive

°See Birkedal and Harper [11] for a promising approach that may lead to a solution of this problem.

"YHowever, in some contexts it is not necessary for objects to be first class. For example, Jackson [57] inde-
pendently used an encoding essentially the same as Pierce and Turner’s to implement computational abstract
algebra. In that context, algebras were rarely intermingled with the elements of an algebra, and when they were,
an increase in the universe level was acceptable.
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results in the proof-passing technique used to implement higher-order coercive subtyping in
KML.

Furthermore, the simplicity of the semantics makes it attractive to use as a mathematical
model similar in spirit, if not in detail, to the Scott-Strachey program [90]. This semantics
works out so neatly because type theory provides built-in structure well-suited for analysis of
programming. Most importantly, type theory provides structured data and an intrinsic notion
of computation. Non-type-theoretic models of type theory can expose the “scaffolding” when
one desires the details of how that structure may be implemented (Section 4.4).

As a theory of structured data and computation, type theory is itself a very expressive pro-
gramming language. Practical programming languages are less expressive, but offer properties
that foundational type theory does not, such as decidable type checking. I suggest that it is
profitable to take type theory as a foundation for programming, and to view practical pro-
gramming languages as tractable approximations of type theory. The semantics in this chapter
illustrates how to formalize these approximations. This view not only helps to ezplain pro-
gramming languages and their features, as I have done here, but also provides a greater insight
into how we can bring more of the expressiveness of type theory into programming languages.
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Chapter 4

Foundational Type Theory

In this chapter I present in detail the foundational type theory of Nuprl. Broadly speaking,
the intent of the Nuprl type theory is to provide a formal foundation for mathematics that
is intrinsically computational. Like the simpler type theories that provide the superstructure
for various programming languages (such as A*), Nuprl is a theory of structured data and
computation. The essential difference between Nuprl (and other foundational type theories [68,
29, 42]) and the simpler type systems of ordinary programming languages is the expressiveness
of the type system. Foundational type theories provide type structure rich enough to encode
(almost) arbitrary logical and mathematical propositions.

This logical character of the Nuprl type system is not immediately evident at a first in-
spection. Instead, the constructs that make up Nuprl are those of a fairly simple programming
language: data such as integers, functions, and pairs, and types for classifying such data. Those
computational constructs are interpreted as logical statements using the propositions-as-types
correspondence discussed in Section 4.1.3. This conflating of logic and data is one of the inter-
esting aspects of type theory, and is in contrast to most other mathematical foundations (such
as set theory), which draw sharp distinctions between objects and logical sentences.

4.1 Nuprl

The standard Nuprl type theory is presented in Constable et al. [19]. T present here a variant
of the Nuprl type theory with a number of innovations. Chief among those innovations are
the partial type mechanisms added in order to make it possible to reason about potentially
nonterminating computations. In Section 4.3 I discuss some of the design decisions for my
version of Nuprl.

4.1.1 Basic Types and Operators

At the core of the type theory are the basic data types summarized in Figure 4.1. Each of these
data types have a collection of introduction operators, and a collection of analysis (or elimi-
nation) operators. Nuprl does not have distinct syntactic classes for types and terms; instead,
types are ordinary terms that may be computed using the same operations for computing data.
For example, if A and B are types then so is if b then A else B. The basic types of Nuprl are
the following:

e Atom: The collection of introduction forms for Atom is the set of string literals. The sole
elimination form for Atom is the equality test a =4 a', which is equivalent to true when a
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Type Formation Introduction Elimination
atoms Atom string literals equality test (=a)
integers Z ...,—1,0,1,2,... | assorted operations &
booleans B true, false if e then e else e
disjoint union T +T> ing,(e) case(e,z1.e1,T2.€2)

ing,(e)
product space Se:T1.To (e1,e2) m1(e)
) (6)
function space Mx:T,.T5 Az.e e1es
very-dependent | {f |z:Th = T2} | Az.e e1es
function
unit Unat *
void Void
universe 1% U; type formation
(for i > 1) operators

Figure 4.1: Basic Nuprl Types

and a' are equal atoms, and is equivalent to false when a and o’ are unequal atoms. (Note
that Atom has considerably less structure than a type of strings; the essential properties
of Atom are only a countably infinite set of introduction forms and an equality test.)

Integer (Z): The collection of introduction forms for Z is the set of integer literals. The
elimination forms for integers are boolean equality and inequality tests (=7 and <y),
and a collection of binary operations (ranged over by @), such as plus, times, etc. For
convenience, these operators are taken to be defined on all integer values and return zero
in exceptional cases such as division by zero.

Boolean (B): The introduction forms for B are true and false. Booleans are eliminated
by the branching construct if b then e; else es. (For simplicity, booleans will eventually
be defined in terms of the unit and disjoint union types.)

Disjoint Union (A + B): The introduction forms of A + B are inj,(a) (when a is a
term belonging to A) and inj(b) (when b is a term belonging to B). Disjoint unions are
eliminated by the case analysis construct case(e,z1.e1,z9.€2).

Dependent Product (Xz:A.B): The introduction forms of Yx:A.B are (a,b), when a be-
longs to A and b belongs to Bla/z]. Disjoint unions are eliminated by the projection
constructs 7 (e) and ma(e). As usual, when z does not appear free in B, I write X2:A.B
as the non-dependent product A x B. (This type is also known in the literature as a
dependent sum, general sum or strong sum. I choose the term dependent product in
order to emphasize the connection to the non-dependent product.)

Dependent Function (Ilz:A.B): The introduction form of IIz:A.B is Az.b, when bla/x]
belongs to Bla/z] for every a belonging to A. Functions are eliminated by the application
construct ejes. As usual, when = does not appear free in B, I write IIz:A.B as the
non-dependent function type A — B.

Very Dependent Function ({f | z:A — B}): The very dependent function type (due to
Hickey [49]) has the same introduction form (Az.b) as the ordinary dependent function
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type, but allows the result type B to depend not only on the argument z but on the
function itself. Thus, Az.b belongs to {f|z:A— B} when b[a/z] belongs to B[Az.b,a/ f, z]
for every a belonging to A.

To avoid circularity, in order for a very dependent function type {f | z:A.B} to be well-
formed, we require that B only use f by applying it to elements of A that are less than =
with respect to some well-founded order. As discussed in Section 3.3.3, the very dependent
function type is sufficient to encode many of the other basic types discussed here, but it
is convenient (especially in Chapter 5) to retain those other types as primitive.

e Unit: The type Unit has the introduction form x and no elimination forms. (For simplicity,
Unit will eventually be defined in terms of the equality type.)

e Void: The type Void is empty and therefore has no introduction forms.

e Universe (U;): Each type expression is Nuprl is also an ordinary term, and is a member
of a universe type. The universe U; is the type containing all small types: those that can
be built without using a universe. The universe U;;; then contains all types that can be
built using no universe higher than U;. In particular, no universe is a member of itself;
to include a single type that contained all types (including itself) would make the theory
inconsistent [36, 27, 70, 52]. The introduction forms for a universe are the type formation
operators. No elimination form for universes is provided, but this is only for simplicity;
type analysis operations could easily be added, following Constable and Zlatin [20, 26].

4.1.2 Equality and Well-formedness

Central to the type theory are two equality relations, one for equality of types and another for
equality of terms relative to a type. The type equality relation, written 77 = T, states that
Ti and T, are each well-formed types and are equal to each other. The term equality relation,
written e; = eo € T', states that T is a type and that e; and e; are members of T and are equal
when considered as members of T'. A specification of these two relations appears in Figure 4.5.

The reflexive forms of these relations are particularly important. Note that T' = T exactly
when T is a well-formed type, and that e = e € T exactly when e is a member of T. These
reflexive cases are abbreviated as T' type and e € T, respectively.

For example, IIz:A.B = Ix:A'.B’ if and only if A = A" and Bla/z] = B'[a’/x] whenever
a=d € A; and A\x.b = Az.b/ € II2:A.B if and only if [Iz:A.B type and bla/x] = b'[a’/x] €
Bla/x] whenever a = o’ € A.

We will occasionally have need of a special degenerate type to serve as a supertype of all
types:

e Top: For any terms e; and ey, e; = ey € Top. (For simplicity, Top will eventually be
defined in terms of the every type.)

Notation 4.1 I write Ya € A.P to mean Ya.a € A = P and Ya = o' € A.P to mean
Va,a'.a =a' € A= P.

4.1.3 Propositions as Types

In order to use type theory for mathematics, we need a way to make logical statements (propo-
sitions) within the formal theory. This is done using the propositions-as-types correspondence,
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also known as the Curry-Howard isomorphism [51]. In this correspondence, each logical sen-
tence is interpreted as a type, with the understanding that that the sentence is true exactly
when the corresponding type is inhabited by some term. That inhabitant is referred to as the
witness of the proposition.

For example, the proposition False is interpreted as the uninhabited type Void. The other
logical connectives are interpreted as follows:

True def Unit

PAQ ¥ Pxq

PvQ © pyo
P=qQ def P—qQ
PeQ ¥ PoQ) x(Q—P)

P P Void

VeT.P < TP

1P ¥ weTP

Higher-order logic may be interpreted by this device as well. We may state a proposition
quantified over all (small) predicates as VP:P1.Q). This is interpreted in the type theory by
defining the type of propositions P; to be the universe U;.

4.1.4 Equality, Subtyping and Inequality

Although the preceding is sufficient to encode propositional and higher-order predicate logic, we
are short on atomic propositions. For example, we would like to be able to speak about equality
within the logic, but none of the types discussed so far is able to express such a proposition.
To handle this sort of atomic assertion, we add new types that are defined to be inhabited by
the trivial term x when the proposition they represent is true, and empty otherwise:

e Equality (e1 = ez in T): The type e; = eg in T is well-formed when e; € T and es € T
If e = eg € T then the type e; = e in T has the introduction form x, if not then the
type is empty (and is interpreted as a false proposition). Using the equality type, we may
also define a membership type (denoted e in T) ase=e in T.

e Subtyping (T} < Tb): The type T1 <X Tj is well-formed when T} and T, are well formed
types. If T is a subtype of Ty (i.e., e = ¢’ € Ty whenever e = ¢’ € T}) then T} < Tb has
the introduction form x, otherwise it is empty (and is interpreted as a false proposition).

e Inequality (ny < ng): The type ny < ngy is well-formed when n; € Z and ny € Z and is
inhabited (by x) when the integer value of is n; is less than or equal to that of ns.

Be careful to note the distinction between e; = ey in T, a type (and a proposition) within
the formal type theory, and e; = es € T', a metatheoretical statement outside the theory.

Also note that subtyping is defined as type inclusion: if 73 < T, then the members of
T, are actual members of T5. An alternative definition would be that T} < T, when exists a
coercion from T} to T [12]. This would provide an apparently more general notion of subtyping,
since the identity function could always serve as a coercion from a type to another type that
includes it. In its greatest generality, coercive subtyping may be represented by the proposition
Ty = T5, which states that there exists a function from T} to T>. Alternatively, if the coercion
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interpretation is restricted to use a predetermined collection of coercions, then the two notions
of subtyping may be reconciled in a common type system [30]. This is done by building a
new type system in which a type T, contains all the members of every type 177 such that T
is coercible to T5. Then the equalities on such types are constructed so that coercion results
are deemed equal to the corresponding coercion arguments, and thus coercion functions may
formally be viewed as identity functions.

Negatability Consider the proposed proposition 3 in Atom. Certainly it is not true, but
it is not false either: Since the well-formedness criterion for the equality type requires its
equands to belong to the stated type, 3 in Atom is ill-formed and not a type at all. This
seemingly innocuous phenomenon has considerable consequences; it means that the membership
proposition is not negatable.

To understand why, consider the proposition e in T'. If (metatheoretically speaking) e € T
then e in T is well-formed and true (i.e., inhabited). On the other hand, if e & T then e in T
is ill-formed and unusable. This does not mean that membership proposition is useless; on
the contrary, it is quite often essential. However, the membership proposition is useless as the
antecedent of an implication. As a simple example, the negation —(e in T') is either false or
ill-formed, but never true and hence never useful. More generally, the implication e € T' = P
is no easier to prove than P, because the well-formedness of the implication cannot be shown
without proving the antecedent, rendering the antecedent useless.

The non-negatability phenomenon is not limited to the membership proposition. Consider
the proposition Vz:T1. x in Ts. This proposition could be used to define the subtyping relation,
but like the membership proposition, it is well-formed only when true. That is why subtyping
is made a built-in type, because we would like to be able to prove theorems like A < B =
7Z—A=<7Z— B and ~(Uy < Uj). In Section 4.1.8 we will see a few more examples of primitive
types included to provide negatability.

4.1.5 Constructivity

The interpretation of propositions as types is convenient, but it also restricts the proof tech-
niques that may be used to prove such propositions. Consider the proposition XM = VP:P;. PV
—=P. In classical logic, this proposition is certainly true: every proposition is either true or false
(alternatively, every type is either inhabited or uninhabited). However, for XM to be valid in
Nuprl, there must exist a function f that computes a member of P + =P for every (small)
proposition P. This is certainly impossible, since P may express an undecidable proposition.

The Nuprl logic restricts proofs to using only principles of reasoning that are constructive
(or intuitionistic [33]). This means that any proof of the existence of an object must show how
to construct it, and any proof of a disjunction must show how to determine which case is true.
In practice this means that proofs may not use the principle of the excluded middle (proposition
XM above) or proof by contradiction. (Contradiction may, however, be used to prove theorems
of the form ——P.)

The dividend of this restriction is that proofs may be interpreted as programs. Suppose we
prove Vx:Z. Jy:7Z. P(x,y) constructively. In so doing, we have constructed a function inhabiting
the corresponding type Ilz:Z. ¥y:Z. P(z,y); this function is the computational content of the
proof. The function may be applied to any integer x to compute the desired integer y and a
proof of P(z,y). More generally, whenever we prove the existence of objects, we may extract
the computational content from that proof: a program to compute those objects. I discuss this
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process of extracting computational content from proofs further in Section 4.2.2. In Section
4.4.3 T discussed the controlled reintroduction of classical reasoning principles.

Propositions versus Booleans It is important to be clear on the distinction between the
type P; of propositions and the type B of booleans. Propositions are types that are inhabited
when their intended meaning is true and are empty otherwise. Booleans are terms that compute
to the value true when their intended meaning is true and to false otherwise. Decidable propo-
sitions may also be stated as boolean expressions; for example true, false, a =4 a’, n =z n’
and n <z n' are boolean forms of the propositions True, False, a = a' in Atom, n = n' in Z
and n < n’. Undecidable propositions can never be stated as boolean expressions because a
computation that resulted in such a boolean would solve the undecidable problem.

4.1.6 Constructing New Types using Logic

We may also use logical predicates to construct variants of other types, using two special type
constructors (due to Constable [21]):

e The set type {x:T'| P} is the subtype of T' that contains all ¢ € T such that P[t/z] is true
(i.e., inhabited).

e The quotient type zy:T//E[z,y] (when E[—,—] is an equivalence relation on T') is the
supertype of T' that coarsens the equality on 7" as follows: t; = to € zy:T//E if and only
if t1,t2 € T and E[t;,t2/z,y] is true (i.e., inhabited).

We may use set and quotient types to define a number of important variants on existing

types, such as the natural numbers, N def {n :Z]0 < n}, and the integers modulo k, Zj def

mn:Z//((m —n) mod k =0 in Z). A number of other derived forms appear in Figure 4.2.

An important point about set and quotient types is that they suppress computational con-
tent of their predicate. Given that n € {z : Z | P[z|}, it is certainly the case that P[n] is
inhabited by some term, but there is no way to gain access to that term. An an extreme exam-

ple, consider the squashed proposition | P def {z : Unit | P}. Metatheoretically it is easy to see
that P is inhabited exactly when | P is, and the implication P = | P can easily be shown valid.
However, the converse | P = P is not valid, because it is not possible in general to produce a
proof of a proposition simply from knowing it to be true. In order words, it is not generally
possible to reconstruct suppressed computational content.

However, whenever the suppressed predicate is recursively enumerable, it is possible to
reconstruct computational content. This covers many uses, including those few uses discussed
above. On the other hand, it often is desirable to suppress computational content. For example,
a proof of Vx:Z.3y:Z. P(x,y) computes both an integer y and a witness to P(xz,y), but it may
be the case that so long as P(x,y) is true, the actual witness is not interesting. In such cases,
returning the witness is cluttersome at best, and computationally expense at worst. It would
then be more appropriate to prove the similar proposition Vz:Z.{y : Z | P(z,y)}.

4.1.7 Computation

Intrinsic to the type theory is an operational semantics that defines how Nuprl terms com-
pute. This computation system is call-by-name (in contrast to AX) as is defined by a small-step
evaluation relation, t; — to, and a set of canonical forms to which terms evaluate. The com-
putation system is defined to be the restriction to closed terms of the evaluation step relation
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Unit = 0=0wnZ
B & Unit+ Unit
true & ing, (%)
false def ing o (%)
if b then e1 else e2 def case(b, z.e1,T.e2) (where x is not free in e1, e2)
einT ¥ e=einT
T type EC T
n<m % -(n > m)
N & {n:Z|0<n}
zt ¥ m:zZjo<n}
z, ¥ mn:Z//((m—n) mod k =0 in Z)
Q F ay(ZxZh)//(m(z) x m(y) = m(y) x m(x) in Z)
P {x : Unit| P} (where z is not free in P)
t halts ¥ tinlE
Top & xy:E// Unit

Figure 4.2: Derived Forms

given in Figure 4.3. Whether a term is canonical is governed by its outermost operator; the
canonical forms of Nuprl are the type formation constructs and the introduction forms (i.e.,
the middle column of Figure 4.1). Two important properties of evaluation are that evaluation
is deterministic and canonical forms are terminal:

Proposition 4.2 Ift+ t; and t — ty then t; = to. Moreover, if t is canonical then t /> t' for
any t'.

If t —* ¢’ and t' is canonical then we say that ¢ converges (abbreviated t]) and ¢ converges to
t' (abbreviated ¢ |} t'). Note that if ¢ || ¢; and ¢ |} t5 then ¢; = t5 and that if ¢ is canonical then
t |t

The computation system may be used to define a computational equivalence relation (often
known as applicative bisimulation) written ¢1 ~ to. Computational equivalence will be formally
defined in Chapter 5 (Definition 5.3). Intuitively, two terms are computationally equivalent
if they both converge to canonical forms with the same outermost operator and the corre-
sponding subterms are computationally equivalent, or if they both fail to converge. It may
be shown (Lemma 5.5, using Howe’s method [53]) that computational equivalence includes
beta-equivalence.

The equalities on types are constructed to observe computational equivalence;! that is, if
te€Tand t ~ t' then t =t € T. This enables a powerful form of untyped reasoning called
direct computation. When two terms are computationally equivalent (for example, a beta redex
and contractum), they are indistinguishable by the type theory and may be freely exchanged
for each other in any expression or proof:

Theorem 4.3 If T type and T ~T' then T =T'. Ift €T and t ~t' thent =t € T.

'"However, unlike the type system considered by Howe [53], equality in this type theory does not observe
computational approximation (Section 5.2.1). This is because of the presence of partial types (Section 4.1.8).
For example, 1 approximates 1, but it is not the case that L =1 in Z.
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e e
!
case(e,x1.e1,T2.€2) s case(e’,xi.e1,x2.€2)

case(ing,(e), x1.e1,T2.€2) —s e1le/x1] case(ingy(e), r1.e1,x2.€2) s e2]e/x2]
er s e} erys e
e1ex s €er (Az.e1)ez s erfea/x] mi(e) s mi(e’) m1((e1, e2)) s €1
e e
ma(e) s ma(e') m2({e1,e2)) s €2
e1 s e e1 is a string/integer literal e — eh

e1 (=a/=z/<z)es =s el (=a/=2z/<z)ex e (=a/=2/<z)es s ei(=a/=2/<2z) e

e1 and e; are string/integer literals, i =1 iff e; = e» e1 and e» are integer literals, i = 1 iff e1 < e
el (:A/:Z) €9 g 'm]l(*) e1 <z ey — Mljl(*)
er —rs €} e1 1s canonical
let T =e1inesx —slet T=¢c} ines let x =e1 in ex s exfer/x]
7 . . . ! . .
€1 —s €] el is an integer literal es s ey el and e2 are integer literals e Pex =¢
e1 @ez s €] Der e1 @ ey s e1 D e e1des s e

fiz(e) = e fir(e)

Figure 4.3: Operational Semantics for Nuprl
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This theorem is codified in the type theory by the direct computation rules, Rules 8 through 15
(Appendix B). Since computational equivalence is undecidable (and since we wish to be able
to effectively determine whether an instance of a rule is valid), the direct computation rules
approximate computational equivalence with the auxiliary judgement -, ¢ ~ ¢’ (where ¢ and ¢’
are possibly open terms).

A simple application of Theorem 4.3 and direct computation is type preservation:

Corollary 4.4
e (Semantic type preservation) Ift € T and t — t' thent' € T.

e (Syntactic type preservation) If Ht, t in T and t — t' then H -, t'in T.
Proof

If t — t’ then ¢t ~ ¢’ (Proposition 5.4) and t, ¢t ~ ¢’ (Rule 14). Semantic preservation follows
directly by Theorem 4.3 and syntactic preservation follows by application of Rules 8 and
11.

4.1.8 Partial Types

Of particular interest in the computation system is the operator fiz, which allows recursive
computation and is evaluated by the rule fiz(f) — f(fizr(f)).?2 The primary use of fiz is to
define recursive functions. Unfortunately, in the standard Nuprl type theory, recursion is not
as general tool as it is in most programming languages. All of the basic types of Nuprl are
total (that is, they contain only convergent terms), but in general there is no guarantee that
a recursive function converges. Thus, a recursive function (generally, a recursively computed
object) cannot be given a type unless it can be shown to converge, and it cannot be used
without giving it a type. However, it is not always convenient (or possible) to prove that
recursive functions terminate, and furthermore, it is sometimes interesting to reason about
functions that are known not to terminate for all inputs.

In order to be able to assign types to partial functions and nonconvergent objects, we add
a new type constructor:

e Partial type (T): The partial type T (due to Constable and Smith [24, 25, 92]) is like a
lifted version of T': It contains all members of T', plus all nonconvergent terms. Terms are
equal in T if they have the same convergence behavior, and if they are equal in 7" when
they converge. That is, t =# € T ifand only if t| < ¢/, and t| = t =t € T.

With this type available, we may express the type of partial functions from A to B as A — B.
It will also prove convenient to have a type of all convergent terms:

e FEvery (E): For any convergent terms e and eg, e; = e € E.

In order to reason about termination in the logic, we add a new type to represent the atomic
proposition of convergence using the same device that we used to add equality, subtyping and
inequality types:

e Convergence (t in! T): The type t in! T is well-formed when ¢ € T and is inhabited (by
*) exactly when ¢].

2The use of a fiz operator greatly simplifies some of the results in this thesis (particularly the proof of Theorem
5.9), but it could in principle be eliminated and replaced with the Y combinator.
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Note that ¢ in! T is an inhabited type exactly when ¢ in T is. A distinct convergence proposition
is needed in order to provide negatability, which is essential for any nontrivial termination
reasoning. Observe that ¢ in! T is well-formed whenever ¢t € T, but ¢ € T is well-formed only
when it is true.

Constable and Smith [25, 92, 91] use an untyped convergence assertion in their type systems.
In this type theory I instead use a typed convergence assertion (as in Constable and Smith [24]).
However, an untyped convergence assertion can be defined as ¢ halts =t in! E. (This is the
primary motivation for including the E type.) Unfortunately, as we will see in Section 4.3.1, in
the presence of equality the untyped version is rarely any more useful than the typed version.

Partial Type Formation The convergence type raises a somewhat surprising issue about the
formation of partial types. The type equality rule for convergence types states that ¢ in! T and
t' in! T are equal when t = ¢/ € T, and equal types should always have the same membership.
Therefore, T should never equate convergent and non-convergent terms. However, we desire
that T be a subtype of T' (i.e., ift = t' € T thent = ' € T'), so T should never equate convergent
and non-convergent terms either. Since many terms (7op for example) do equate terms with
different convergence behavior, we must add this as a restriction to the well-formedness of
partial types.

To not equate convergent and non-convergent terms is an awkward condition to maintain,
so instead my theory imposes the stronger condition that for 7' to be well-formed, T' must be
total. It follows trivially that a total type cannot equal convergent and non-convergent terms.
The obvious definition of totality, Vx:T. z in! T', turns out to be non-negatable (since it depends
upon the well-formedness of T) so I add totality as another primitive type:

e Totality (T total): The type T total is well-formed when T type and is inhabited (by %)
exactly when 7' contains only terms that converge.

The Fixpoint Principle With partial types in the type theory, recursive functions can be
typed using the fixpoint principle:

einT—T = fix(e)inT

The use of the fixpoint principle was illustrated in Section 3.3.2. However, the fixpoint principle
is not valid for every type; it is only valid for types that are admissible. Admissibility is defined
formally in Chapter 5 (Definition 5.13). Intuitively, a type is admissible if it contains a recursive
term whenever it contains a cofinite set of approximations to that term.

This issue does not arise in most ordinary programming languages because most type sys-
tems are not rich enough to allow the expression of inadmissible types. Nuprl is expressive
enough to construct inadmissible types, but nevertheless most types are still admissible. Chap-
ter 5 discusses admissibility in detail, and presents a number of techniques for showing types
to be admissible.

Admissibility is introduced into the logic as another atomic proposition:

o Admissibility (T admiss): The type T' admiss is well-formed when 7' type and is inhabited
(by *) exactly when T is admissible.

This completes the set of primitive Nuprl types (except for four additional atomic propositions
introduced in Chapter 5). The list is summarized in Figure 4.4.
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void Void equality e1 =exin A
atom Atom subtyping A<XB
integer Z inequality ny < ns
disjoint union A+ B convergence | e in! A
product space Yx:A.B totality A total
function space IIz:A.B admissibility | A admiss
very-dependent function | {f |z:A — B} set {z:A|P}
partial type A quotient zy:AJ/P
universe U; every E

Figure 4.4: Primitive Nuprl Types

Sequencing The final construct in the partial type theory is the sequencing construct let x =
ey in ez. This expression evaluates e; to canonical form (say v) then evaluates ea[v/z]. Hence,
the sequence term diverges if either e; or e does. Since ey is only evaluated if e; converges,
the eo portion of the sequencing term may be typed under the assumption that = has a total
type (the syntax for Nuprl sequents is formally defined in the next section):

HbF,e;inT H;z:T e inT HF, T type

Hb,let t=e€1ineyinT

As an aside, if T is reinterpreted as a monad type M (T), then this is precisely the typing rule
for the bind operator in monad systems [74, 95, 94]. A monad system would also have a unit
operator to coerce T' to M (T); in this theory that is taken care of by subsumption, since T' < T.
One may extend the theory to a full type theory of monads by dispensing with 7' < T,
adding an explicit unit operator and adding rules comprising the monadic equality laws. This
would provide a powerful mechanism for abstractly managing effects in general [34], not just the
nontermination effects managed by the partial types. I have not done so in this type theory,
preferring instead to keep the type theory closely tied to its operational semantics, thereby
providing as much structure as possible at the expense of abstraction (recall Section 3.2.1).

4.2 Sequents and Proof

The Nuprl inference system has one judgement form, written as the sequent:
oIy .z T, F, Cat

This may be read informally as “t is a member of C when x4, ..., z, are members of Ty, ..., T,.”
A more precise interpretation is discussed in Section 4.2.1 and a formal semantics is defined in
Section 4.4.2. The bindings (21:7171;. . .;x,:Ty) to the left of the turnstile are called hypotheses,
C is called the conclusion and t is called the witness.

The inference rules for deriving judgements of this form are listed in Appendix B. By way
of example, Rule 21 for applying subtyping amidst the hypothesis list is:

Hyz:T;JF,Cas HF,T=T
Hyz:T;JF,Cas

Note that in this rule the second subgoal is a subtyping proposition, which is computationally
uninteresting (it contains only terms that evaluate to ). Since that proposition is compu-
tationally uninteresting, the statement of the rule suppresses the witness. In many rules the
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consequent also is computationally uninteresting and the witness is suppressed in such rules as
well. In those rules, the witness should be taken to be x. An example of such a rule is Rule 21
for applying subtyping in an equality assertion:

Hb,ty=tommT HEF,T T
HFE, t1=tinT

Implicitly, this stands for the rule:

Hl_ytlztginTIQt HI—VTIjTQt,
H"l,tl :tQ'L"rLTQ*

4.2.1 Functionality

A sequent z1:T%;...;x,:T, F, C < t asserts not only membership of the witness ¢ in the
conclusion type C, it also asserts that the conclusion and witness are functional over the
hypothesis variables. That is, if £ = ¢1,...,t, and # = #|,...,t, are equal substitutions for

z1:T, ..., 2T, (in a manner that will be made precise in Section 4.4.2) then C[t/Z] = C[t /]
and t[t/Z] = t[t' /] € C[t/Z]. To see why this interpretation is necessary, consider the rule:

HF, A type H;z:AF,B<b
HbF, A= Balzb

The consequent states that Az.b is a function over A; that is, if @ = o' € A then bla/z] =
bla'/z] € B. Under a weaker, membership only, interpretation of sequents, the second subgoal
is sufficient to conclude that bla/z] € B and b[a’/z] € B, but cannot guarantee equality. A
functional interpretation of sequents (where sequents are seen as functions from hypotheses to
the conclusion) is necessary to validate the many rules of this form.?

4.2.2 Extract-Style Proof

In order to prove some proposition P, the propositions-as-types correspondence dictates that
one prove a sequent of the form -, P < t. However, it is typically the case that one is only
interested in proving the truth (inhabitation) of a proposition, and is not concerned that witness
be a particular term. Consequently, in the Nuprl proof development system [19, 56], a user is
presented with a sequent that omits the “< ¢” witness term, even in cases when conclusion is
computationally interesting. The rules are then stated in a manner that makes it possible to
extract the witness from the proof. This is called extract-style proof. For example, consider
again the rule:
HF, A type H;z:AF,B<b
HF, A—BaAz.b

In extract-style proof, this rule is applied to a sequent of the form H +,, P = @Q to produce
subgoals H F,, P type and H;z : P e Q. From the proof of the second subgoal is extracted
a witness b, possibly containing free occurrences of the variable z, and that witness is used to
construct the extract, Az.b, of the original sequent. In fact, since the variable z is only used

3In some alternative semantics for type theory (such as Howe’s set theoretic semantics [54]), equality in a type
may be collapsed to actual object equality, trivially making the membership and functionality interpretations
the same. Extending the semantics of Howe to account for all the devices in this type theory is an open problem,
but one that shows some promise of feasibility.
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in the extract, it may be made invisible to the user as well, resulting in the simple subgoal
H; Pty Q.

For extract-style proof to be possible, all the rules in the system must be of the proper form.
Specifically, the rules must construct extracts in a bottom-up manner, or, in other words, the
applicability of a rule must not depend on the extract, since the extract cannot be known at the
time the rule is applied. However, the phrasing of the Nuprl proof rules that I state in Appendix
B, is devised in the interest of making the type theory as simple as possible, not supporting
extract-style proof, so some rules are not of the proper form. To support extract-style proof,
those rules must be replaced with extract-compatible rules. Fortunately, the necessary rules
are all derivable from the existing rules, so it is possible to support extract-style proof without
any additional metatheoretical justification.

The necessary condition for extract-compatibility is best understood by examining some
rules that violate it and seeing how they may be rewritten to follow it:

Extract and Membership The function type inhabitation rule discussed above is not among
the basic rules of the inference system. Rather it is derivable from them the equality rule on

function types:
H;z: A, B<b

HF,Atype H;z:AF,binB 522))
Ht, \z.bin A— B (4)
HbF, A= B<aXzb

We gain considerable economy in the derivation rules by leaving out such inhabitation rules
and allowing them to be derived from the others, but in an extract-style system they must be
built-in instead. This is because Rule 5 is not appropriate for extract-style proof:

Hb,C«t
HF,tinC

For this rule to be applicable, the extract ¢ of the subproof must be the same term ¢ that is
specified in the membership proposition in the consequent, and there is no guarantee that it
will. Another way of looking at this problem is that the rule with witnesses stripped out is
unsound; it does not follow from the inhabitation of C' that any particular term ¢ belongs to C"

Ht, C

Hb,otinC (wrong)

In an extract-style proof system, Rule 5 must be omitted and replaced by an inhabitation rule
to mirror each basic equality rule (e.g., 47, 48, 53, 60). However, note that the converse rule,
Rule 4, does not pose problems for extract-style proof.

Hypothesis Elimination Another class of rules that impose a restriction on the extract
term is the hypothesis elimination rules. The hypothesis elimination rule for products requires
(Rule 56) that all free occurrences of x and y in the extract term must appear as the pair (x,y):

Hyx: Ay By J[(z,y)/2) by Clz,y) /2] < s[(z,y) /2]
H;z:Y0:AB;JF, C<s (@,y &J,C,5)

To make this rule suitable for extract-style proof, it must be rephrased as the derivable rule:

Hix: Ayy : By J[(z,y)/2] by Cl(z,y)/2] < s
H;z:¥z:A.B; J F, C <as[m(z), m2(2)/x,y]
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Similarly, the hypothesis elimination rule for disjoint unions,
Hiy : A; Jling (y) /] by Cling1(y) /2] < sling, (y)/x]

/x
H;y : B; Jlingy(y)/x] Fu Clingy(y)/z] < sling(y) /]
;I;:B:A—l-B;JIj,CQS : (y ¢ J.C,s)

must be rephrased as the derivable rule:
Hyy : A; Jlingy(y)/x] by Cling1(y)/x] < s1
Hsy : B; Jlinjy(y)/z] by Clingy(y)/z] < s
H;z:A+ B;JF, C<case(x,y.51,Y.52)

In contrast to these two rules, the hypothesis elimination rules for types with “uninteresting”
memberships, such as the equality types (Rule 99), do not pose a problem:
H;z:(t=1tinT);Jx/x] b, Clx/z] < s[x/x]
Hyz:(t=tinT);JF,C<xs

In these rules it is not a problem for x terms to propagate upwards, so such rules may be applied
simply by assuming that z does not appear free in s.

Hidden Variables A special case of hypothesis elimination that poses particular difficulties
is that of set and quotient types. The hypothesis elimination rule for set types (Rule 86) is:
H;z:Ay:B;JF,C«s
Hyz:{z:A|B};JF,Cxs

(y & J,C,s)

As before, y is prohibited from appearing free in the extract term s, but in this case the rule
cannot be rephrased to make the problem disappear. The essential problem is that y represents
computational content that is not available, so the extract cannot depend upon it in any way.
To enforce this restriction, we must introduce a new mechanism: When the rule is applied, the
variable y is marked as hidden, establishing the invariant that it may not appear free in the
extract:

H;z: Ajly:B);JF, C

Hyz:{x:A|B}Jt,C

This invariant is preserved by the inference system, and disallows the application of any rule
that would use that variable. However, when descending into subgoals that do not contribute
to the extract all hiding annotations may be removed.

It is important to note that this hidden variable mechanism is only a practical syntactic
device, and has no metatheoretical significance. The sole metatheoretical issue is addressed in
Rule 86 by the side condition that y not appear free in the extract.

4.3 Issues in Partial Object Type Theory

The type theory presented here joins together the expressiveness of the standard Nuprl type
theory, which does not support reasoning about partial objects (that is, nonconvergent terms),
and the type theory of Smith [92, 91], which addresses partial objects but does not support
equality. This theory also enhances Smith’s theory by a considerably wider class of types that
are admissible for fixpoint induction (discussed at length in Chapter 5). Here I discuss some
issues arising in the design and application of a partial object type theory, particularly those
resulting from the combination of equality and partial objects.
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4.3.1 Partial Computation

Given two terms a and b, each of which belong to Z, it is intuitively clear that the sum a + b
should also belong to Z. However, the rules for integer expressions deal with convergent terms:

Hv+r,aim7 HbF,binZ
HbF,a+binZ

An informal argument for the desired membership is easy: To show that a + b in Z, suppose
that (a + b) halts and show a + b in Z. If (a +b) halts, then a halts and b halts. Consequently
a in Z and b in Z and therefore a + b in Z by the rule.

Unfortunately, formalizing this argument as a derivation runs into a problem; to show
the desired membership we incur the additional obligation of showing that the supposition
(a +b) halts is well-formed, as in the derivation below, and the eventual subgoal a + b in E is
no easier to prove than the original goal a + b in Z.

Hb,a+binE
HtF, (a+0b) halts type

HF,(a+0) halt.s(:)(a—i-b) halts  H;z:(a+Db) halts -, a+bin Z
Hry,a+binZ

(108)

(71)

This difficulty does not reveal a defect in the logic. The problem is that in the presence of
equality, as discussed in Section 4.2.1, a sequent says much more than its naive reading; it
asserts the functionality of the conclusion over equal substitutions for the hypotheses. The
informal argument at the top is perfectly valid as a metatheoretical argument for closed terms,
but it does not extend to sequents.

However, it certainly would be a defect in the logic if goals of this form were unprovable.
This could be settled by fiat, by simply adding new partial typing rules for each operator, but
we would rather avoid such a heavy-handed solution. I present a more palatable solution in the
next section.

4.3.2 Computation in Active Positions

Consider the monad-style variation of a + b obtained by first computing the summands to
canonical form and them summing their values: let © = a in let y = b in x + y. This is easily
shown to belong to Z:

(44,1)
(70)
(81)

Hyz:Z,y:Zv+-,x+yinZ

Hiz:ZbF,binZ Hi;z:Z;y:Zr,z+yinZ

HtF,ainZ H;z:74, (let y=binz+y)inZ
Hb,(let z=ainlet y=binz+y)inZ

(81)

The desired result then follows by direct computation if it can be shown that -, a+b ~ (let z =
ain let y = bin z +y). Of course, in general t5[t1/z] is not equivalent to let = = t1 in to,
because the latter necessarily evaluates ¢; but the former might not, which would lead to
different convergence behavior if #; is divergent. However, in this case the term a + b does
evaluate a and b before converging.

The general principle at work here is that « and y are both in active positions in the
term = + y. An active position of a term is one that must be evaluated before the term can
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converge. Canonical terms have no active positions, since they have already converged. The
active positions of non-canonical terms are defined as follows:

Definition 4.5 A term e appears actively in t if:
e t=e, or

o { = case(ty,x.t2, x.t3) and e appears actively in t1, or

t = t1t2 and e appears actively in t1, or
o t =m;(t') and e appears actively in t', or

t=ti=ataort=t; =zt ort =ty <z 1ty and e appears actively in t, or ta, or

o t=let x =11 1n ta and e appears actively in t1 or ta, or
e t =1t Dty and e appears actively in t1 or ta, or
o ¢t = fiz(t') and e appears actively in t'
Lemma 4.6 If x appears actively in t then tle/x]| ~ let x = e in t.

This lemma is put into practice in the type theory as Rule 15:

x appears actively in 9
I—V tg[tl/x] ~let £ = tl mn tg

Another application of this device is for computational inducement. Observe that evaluating
a + b induces the evaluation of a and b, so if a + b converges then so do a and b. This can be
proven using active positions:

15,11
Hbt,a+bin!Z I—V(letx:ainx+b)~a+b(5’ )

8 —
Hbt, (let z=ainx+0b)in!Z (8) HbF,ainZ
Hb,ain'Z

(80)

4.3.3 Fixpoint Induction

The principal device for reasoning about programs in the LCF system [38] was fixpoint induc-
tion. Informally, fixpoint induction says that if an “admissible” predicate holds for divergent
terms and it is preserved by f, then it holds for the fixpoint of f. In notation: if P[L] and if
Pla] = P[f(x)] then Plfix(f)).

Using the fixpoint principle in our type theory, we may derive a similar induction rule:

H;z:T;y:(xin!'T= P)+F, P
H;x:Tyy: Pyz: (fzin! T)F, P[fz/x]
Hb, finT—T

H;z:TkF, P type

HtE, T total

HF, T admiss

H t, Padmiss (z: T)
H;z:T,y:|PF,Pae

H &y Plfie(f)/a] < elfix(f),x/,y]
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This rule looks considerably more complicated than the informal statement, so let us examine
it in detail. The first subgoal,

H;z:T;y:(xin!T= P), P

corresponds to the base case, P[L]. If one accepts classical reasoning principles, in particular
the proposition (z in! T) V =(z in! T), then this goal may be proven from the simpler goal
H +, P[L/z]. In Section 4.4.3, I discuss how classical reasoning principles may be justified
semantically if one takes a classical view of the metatheory. However, it is usually the case that
the given subgoal can be proven whenever H +, P[L/z] can, so classical methods are usually
unnecessary.

The second subgoal,

H;z:T;y:P;z: (frin! T)F, P[fz/z]

corresponds to the inductive case, P[x] = P[f(x)]. The z hypothesis indicates that we are not
in the base case (i.e., f(z) # L), and may be dropped, if desired, to bring the goal more in line
with the informal statement.

The next three subgoals are basic well-formedness conditions. The sixth subgoal, H +,
T admiss, is also a well-formedness condition, which is needed to take the fixpoint of f. The
seventh subgoal, H -, Padmiss(z : T'), is the requirement on the admissibility of the predicate.
(More on this in Section 5.3.1.)

The final subgoal is the most curious:

H;z:T),y:|PF,Pae

This goal stems from the uniformity condition for admissibility of set types (Section 5.3.3), but
we may give an informal explanation directly in the context of fixpoint induction. Suppose
vg and g are the computational content of the base case and inductive case, respectively. For
simplicity, assume that vy € P[L/z] and g € P[t/z] — P[f(t)/z] (for all t € T). Then we
may build a sequence of P inhabitants for each of the finite approximations of fiz:(f): Let
viy1 = g(v;) so vg € P[L/z], v1 € P[f(L)/z], va € P[f(f(L))/z], etc. We need a limit term
to inhabit the proposition P[fiz(f)/z]. However, the sequence terms v, v1,v2, ... are unrelated
by computational approximation (Section 5.2.1) and do not in general approach any limit.

The final subgoal provides a term e that allows us to build a uniform sequence of inhabitants
that will approach a limit. Since the sequence vg, vy, v2, ... inhabits the various P propositions,
the sequence e[ L /x],e[f(L)/z],e[f(f(L))/z],... also inhabits the various P propositions, and
the latter is guaranteed to approach a limit.

Lemma 4.7 The fizpoint induction rule is derivable.

Proof

The full derivation of the rule is tedious, so I sketch the argument. Let T" = {z : T'| P}.
The key points are to show 7" < {z : T | P} and to show that f in T’ — T'. From the
latter, and since T” is admissible (Rule 143 and subgoals 6, 7 and 8), we may conclude that
fiz(f) in T'. Thus, by the first point, fiz(f) in {z : T | P}. We may then use subgoal 8 to
reconstruct the suppressed computational content of P[fiz(f)/z].

To show T” < {z : T'| P} uses the base case. Suppose z in T’. We wish to show that z in T
and P is inhabited. The former is easy, since 7" < T. To show the latter, suppose z halts
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(i.e., z in! T). Then z in T', so P is inhabited. Hence z in! T = P. By the base case
subgoal, P is inhabited.

To show f in T' — T’ uses the inductive case. Suppose = in T'. We wish to show that
fz in T'. Suppose fz halts (i.e., fz in! T). Then we wish to show that fz in T'; that
is, that fz in T and P[fz/z] is inhabited. The former follows trivially from fz in! T. To
show the latter, observe that = in {z : T | P} (since T' < {x : T | P}). Consequently P is
inhabited. By the inductive case subgoal, P[fz/z] is inhabited. O

Two somewhat similar results to Lemma 4.7 were proven by Smith [92, 91]. Smith’s results
differed in that one used classical reasoning principles and was based on the then-conjectural
admissibility of set types, and the other required the witnesses of the base and inductive cases
to have particular forms.

4.3.4 Computational Induction

Smith’s type theory also provided another principle, computational induction, for reasoning
about partial objects. The idea to computational induction is that when a term converges,
it induces a well-founded order on its computation’s intermediate values. Computational in-
duction is generally useful for reasoning about programs since it corresponds to the intuitive
mechanism of reasoning about recursive programs by preconditions and postconditions, but it
is particularly useful for proving partial correctness of programs. Other induction principles are
inadequate for such proofs; if one could find a well-founded order on the inputs of a recursive
function, one could show total correctness instead.

Unfortunately, computation is an intrinsically intensional property; that is, it requires rea-
soning about the structure of terms as well as about their result value. In contrast, my type
theory is extensional; terms with the same result value are indistinguishable. Consequently, it
is trivially true that P[ts] = P[t1] when t; — t2, and one may not draw any inductive conclu-
sions from the fact. Smith’s type theory was able to support computational induction because
it supported no notion of equality or functionality.

In order to support computational induction, we need to add support for intensional rea-
soning about terms. We may do this by adding to the type theory representations for all terms,
and by adding rules for reasoning intensionally about those representations and for linking
those representations back to the terms they represent. Mechanisms for accomplishing this are
discussed in detail in Constable and Crary [23].

4.3.5 Other Contributions

The version of the Nuprl type theory presented in this chapter makes a few minor contributions
other than those contributions relating to partial types:

e By adding a primitive subtyping assertion, subtyping becomes negatable (recall Section
4.1.4). This makes it possible to prove theorems that depend upon subtyping conditions.
More importantly, however, it makes it possible to define the power kind as P;(T") = {S :
U; | S X T} (recall Section 3.3.3). Without a negatable subtyping assertion, this set type
is ill-formed.

e This type theory adds rules for a typehood assertion, T' type, which may be defined
either as Az.x in T'— T or as T' < T'. I use the latter definition, in order to share some
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rules with the subtyping assertion. Using a typehood assertion streamlines dealings with
well-formedness subgoals, such as the first subgoal of:

HF, A type H;z:AkF,bin B
HbE, \z.binIlz:A.B

In the standard Nuprl theory, which does not use typehood assertions, the well-formedness
subgoal is stated as membership in some universe: A in U;. However, to prove such a
subgoal requires the determination of which universe U; the type A belongs to. This is
often inconvenient, and is sometimes impossible. For example, sometimes typehood can
only be shown using an inhabitation rule (Rule 19):

HbF,t=tinT
Ht&, T type

This rule could not be stated in the standard theory, using universe membership, because
it would need to conclude that 7" was a member of some unknown universe U;, and there
is no facility for existentially quantifying universe indices.

The use of typehood assertions is also useful in that it makes the type theory extensible
to systems where some types do not belong to any universe. For example, suppose the
computation system were augmented with a noncanonical operator U(—) with the eval-
uation rule U(n) —5 U, (for integer literals n). Then Yz:Z.U(z) would be a valid type,
but since U(x) spans the universes, the type would be too large to belong to any single
universe.

e The inclusion of an inhabitation-to-membership rule (Rule 5) makes it possible to derive
the type inhabitation rules from the rules governing equality on types. This cuts the
number of rules nearly in half. As discussed in Section 4.2.2, an extract-style proof
development system must reintroduce those rules, but they may be reintroduced as derived
rules without additional metatheoretic justification.

4.4 Semantics

The remaining task is to show that the type theory presented here is consistent. As usual, I
do this by showing it sound with respect to a semantics. The development of the semantics is
divided into two parts; I begin by giving a semantics for types and then extend that semantics to
cover judgements as well. I give this semantics in the framework of partial equivalence relations.
Semantics exist for related theories (standard Nuprl or Martin-Lof type theory [67, 68]) in the
frameworks of set theory [54] and domain theory [87, 81, 80], among others [4, 10], and could
probably be developed for my theory as well.

4.4.1 Type Semantics

The semantics of types is characterized by the relations t1 = to € T' and 17 = T5 from Section
4.1.2. The first relation associates with each type T a partial equivalence relation,* — = — € T,
over the set of terms. That relation dictates which terms belong to the type and which are
equal within that type. The second relation is another partial equivalence relation over terms
that dictates which terms are types and which are equal types.

*A symmetric and transitive relation.

50



teT
T type
T =T
tih=to €T

—l(tl =t2 € Void)

a=a' € Atom (a, a’ atoms)
n=n' €Z (n, n' integers)
t=t'€E

inj,(a) = inj,(a') € A+ B
injy(b) = inj,(b') € A+ B
(a,b) = {a’,b')y € Tx:A.B
Az.b = Az.b' € Ur:A.B
Az.b=Xz.b € {f|z:A— B}
t=t'eT

a=a €{z:A|B}

a=a €zy:Al/B
x€(a=a in A)

Void ~ Void

A+B~A"+ B
Sr:A.B ~Xx:A' B’
Mz:A.B ~Ilz:A'.B’

ift=teT

ifT =T

iff 377, T5. (T2 4 T7) A (T2 4 T3) A (T1 = T»)

30,85, T L Ut A UE)DA T UTHA (L =t5 €T

ifa=ad
iff n=n'
£ AL

iff A+ B typeAa=a € A

iff A+ B typeAb=0V € B

iff 2:A.B typeA(a=a' € A)A (b=1V" € Bla/z])

iff IIz:A.B type AVa =a' € A.bla/z] =b'[a’/z] € Bla/x]

iff {f|2:A— B} typeAVa =d' € A.bla/z] =V'[a’/z] € B[Ax.b,a/f, ]

iff T typeA (tL St )AL =>t=t €T)

iff {x:A|B} typeAa=a € AAT.b € Bla/7]

iff (zy:A//B) typeAa € ANa' € AANTb.b € Bla,a'/z,y]
iff (a =a’ in A) typeA (a =a' € A)

A=< B) typeAVa=d' € A.a=d €B

t<t) typeAIn,n' . tynAt yn An<n

a in! A) type A al

A total) type AVt € A.t]

iff (
iff (
iff (
iff (
iff (
iff (A admiss) type A Adm(A)

For T~T if T=T,andfor T~T' if T =T € U;:
Atom ~ Atom

Z=7 E~E
if A~A'AB~B
if A~ A'AVa=d' € A. Bla/z] ~ B'ld' /7]
if A~ A" AVa=d' € A Bla/z] ~ B'ld' /7]

{flz:A—= B} ={f|x:A - B'}if A~ A" A
3P, < .Yai = a} € A.Vas = a5 € A. Pla1,ax/z,y] ~ Pla’,ay/x,y] A
Va,a'.a < a' < (Je.e € Pla,ad’/z,y]) A < is well-founded A

T~T
{z:A|B}~{z:A'|B}

(zy:A//B) ~ (zy:A"/|B')

(a1 =a2in A) ~
(ay = a5 in A")
(A= B)~ (4 < B
(t1 < t2) = (t1 <th)
(ain! A) ~ (a' in! A")
(A total) ~ (A’ total)
(A admiss) ~ (A’ admiss)
U; type
U; € Uj

Va=da' € AVt=t € {f|z{e: A|Ple,a/z,y|} = B}.
Blt,a/f,x] ~ B'[t',d'/f, 7]

T ~T AVt €Tt

if A~ A" AVa=a' € A Bla/z] ~ Bla'/z] A
Va=a' € A. B'[a/z] ~ B'[a’[z] A
.t ex:A.B— B' AJt.t €Iz:A.B' — B

iff A~ A" A
Va; = a} € A.Vas = ay € A. Bla1,a2/z,y] ~ Bla,a5/z,y] A
Va1 = a} € A.Vas = ay € A. B'[a1,a2/x,y] =~ B'[a},ay/z,y] A
Jt.t e Uz:A.Tly:A.B— B' A3t.t € Ux:A.ly:A.B' —» B A
Jt.t € Hz:A. Blx/y] A 3t.t € Hx:A.Ily:A. B — Bly, z/z,y] A
Jt.t € Hz:A. Ily:A. I1z:A. B — Bly, z/z,y] — Blz/y]

if A A ' ANay =al €ANaz=ab€eA
if A~ A ANB~B'

iffty =th €EZ Nty =th €Z

ifA~A Na=d €4

iff A~ A

iff A~ A

i i < j

Figure 4.5: Type Specifications
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These relations are specified in Figure 4.5. Unfortunately, the specification contains negative
occurrences of the relations being defined, so it cannot be taken as a valid inductive definition.
However, examination reveals that each clause of the specification uses the relations only at
types smaller than the type at issue in the clause. This suggests a way that we may rephrase
the specification as a valid inductive definition. The technique I use is due to Allen [5]; my
contribution here is its extension to a number of new types. An alternative but similar technique
is that of Harper [40], who shows how the specification can be rephrased to define an explicit
set theoretic relation as the least fixed point of a monotone operator.

The principal notion in the construction is that of a type system. A candidate type system
7 is a relation 7TT'¢ between closed terms T and 7" and binary relations ¢ over closed terms.
The intended reading of 7TT"¢ is that T and T" are equal types and ¢ is their equality relation.

Definition 4.8 A type system is a candidate type system T that satisfies seven properties:
o 7 is uniquely valued: if TTT'¢ and TTT'¢ then ¢ is ¢’
o 7 is type symmetric: if TTT'¢ then TT'T¢
e 7 is type transitive: if TT1To¢ and TTeT3¢ then 7T T5¢
e 7 is type value respecting: if TTT¢ and T — T' then TTT'¢
e 7 is term symmetric: if TTT'$ then ¢ is symmetric
o 7 is term transitive: if TTT'¢ then ¢ is transitive

o 7 is term value respecting: if TTT'¢ and t ¢t and t — t' then t ¢t/

The goal is to build a type system that captures the intended meanings of the types. I
do this be defining a series of operators on candidate type systems. Note that each operator
uses it argument 7 only in positive positions, so they may be assembled into a valid inductive
definition.

The first (and most important) step of the construction is to define, for each type construc-
tor, an operator on candidate type systems. Given candidate type system 7, each operator is
to return a type system that contains all types built using its type constructor from types in
7. For example, PROD(7) will contain all product types built from types in 7. These operators
define the meanings of the type constructors. Their definitions appear in Figures 4.6 through
4.8.

Next we define another operator CLOSE on candidate type systems. Given type system
7, CLOSE(T) contains all types built from types in 7 using any type constructor other than
universes. The intention is that the argument 7 define all universes up to some U;, in which
case CLOSE(7) will define all types built from those universes, that is, all members of Uj;q.
CLOSE(T) is defined to be the smallest candidate type system such that:

CLOSE(T)TT'¢ iff TTT'$V (Voperypns OP(CLOSE(T))TT' )
Voip, AToMm, INT, EVERY, UNION,

where TYPES = ¢ PROD, FUN, VFUN, BAR, EQ, SUB,
INEQ, CONV, TOTAL, ADM, SET, QUOT

Next we use mutual induction to define two series of candidate type systems, UNIV; and NUPRL;.
UN1v; defines all universes U; where j < ¢, and NUPRL; defines all types built up from those
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VoIp(=)TT'¢
ATOM( TT ¢
INT(—)TT'¢
=)

EVERY(—)TT ¢

UNION(T)TT' ¢
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FUN(T)TT'¢

VFUN(r)TT'$

BAR(T)TT'¢
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Figure 4.6: Type Definitions (Data Types)
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Figure 4.7: Type Definitions (Assertions)

universes.
UNIV,TT'¢ iff 3§ <i.TUIU; AT L U; A
VA, A" A ¢ A & Ja. NUPRLjAA o
NUPRL; def CLOSE(UNIV;)

Finally we may define a candidate type system UNIv,, that defines all universes, and define the
desired NUPRL,, to be its closure:

UNIVv,TT ¢ iff T YU AT JT; A
VA, A" A ¢ A’ & Ja. NUPRL AA

NupRL, % CLOSE(UN1V,,)
We may now define the desired equality relations using NUPRL,:
Definition 4.9
o T =Ty iff 3p. NUPRL,T1T5¢
o t1 =ty €T iff 3p. NUPRL,TT P Aty ¢t

It remains to show that the equality relations have the desired properties. First we must show
that NUPRL,, is actually a type system, as intended. Then we will observe that NUPRL,, adheres
to the specification in Figure 4.5.

Lemma 4.10 If 7 is a type system, then for each OP € TYPES, OP(T) is a type system.

Lemma 4.11 Each operator in TYPES defines disjoint types from the others and from T (when
7 defines only universes). Formally, if
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Figure 4.8: Type Definitions (Set and Quotient)

e T is type symmelric and type transitive, and

e 7 defines only universes (that is, if TTT¢ then T | U; for some i), and
e CLOSE(T)T1T{¢1 and CLOSE(T)TyTy¢p2, and

o cither Ty =Ty or Th =Ty,

then either TTVT{¢p1 and TTyType, or for some OoP € TYPES, OP(CLOSE(T))TiT{$1 and
OP(CLOSE(T)) T T5¢o.

Lemma 4.12 If 7 is a type system and if T defines only universes, then CLOSE(T) is a type
system.

Lemma 4.13 For all 7, UNIV; and NUPRL; are type systems.
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Lemma 4.14 UNI1v,, and NUPRL, are type systems.

Proof

First show that UN1v,, is a type system: All but unique valuation and type transitivity are
directly by Lemma 4.13. For unique valuation and type transitivity, use Lemma 4.13 with
the observation that UNIv; is cumulative: for all ¢ < j, if UNIv;TT"¢ then UNIvV;TT"¢.
Then NUPRL, is a type system by Lemma 4.12. O

Proposition 4.15 The equality relations Ty = To and t1 = to € T adhere to the specification
in Figure 4.5.

4.4.2 Judgement Semantics

I begin the semantics for judgements by defining the notion of an assignment of closed terms
to variables:

Definition 4.16

e An assignment is a sequence of pairs (x1,t1) - (Tn,tn) such that each x; is a distinct
variable and each t; is a closed term.

e The application a(t) of an assignment « to a term t, where o = (x1,t1) -+ (zp, ty), is
tlty - -tn/z1 - Ty

As discussed in Section 4.2.1, the intended meaning of the sequent H +, C <t is that «(C) =
o (C) and a(t) = /(t) € a(C) when « and o are equal assignments for the hypotheses H. In
order to formalize this as a semantics for judgements, I must define exactly what is meant by
equal assignments.

The obvious idea is to say that assignments are equal when their corresponding terms are
equal in the appropriate types. We may call this notion “assignment similarity”:

Definition 4.17 Assignment similarity (written o =~ ay € H) is the smallest relation such
that:

e ceREEE
o ay(x,t1) R ag(z,te) € (H;z:T) if oy Rag € H and t1 =ty € oy (T)

This notion provides a good starting point, but it will not serve as the needed notion of as-
signment equality, because it is neither symmetric nor transitive. Symmetry does not hold
because it is not generally the case for similar assignments «; and s that a1 (T) = as(T), so
t1 =t2 € a1 (T) does not imply to = t; € ay(T). Transitivity fails for the same reason.

The solution is to impose on the inductive case the additional requirement that «y(T) =
a2 (T). The leads to the first of three definitions of assignment equality:

Definition 4.18 Assignment equality with minimal functionality (written oq = g Epmin H) is
the smallest relation such that:

® €=¢€ECyn €

° 041<(I,‘,t1> = OéQ((II,tQ) Emin (H;:E : T) 'Lf
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— o1 = a3 Epin H, and
—t1 =ty € ay(T), and
— ai(T) = a(T)

Proposition 4.19 Assignment equality with minimal functionality is symmetric and transitive.

This notion of equality is called minimal functionality because it uses the minimum extra con-
straint (over similarity) to ensure symmetry and transitivity. By strengthening that constraint,
we can get two other interesting forms of assignment equality. Note that in the third clause
of the inductive case of Definition 4.18, the assignments «; and ay are similar (since clearly
a1 = g Epin H implies o =~ ay € H) and fixed. We define pointwise functionality by allowing
one of the similar assignments to vary, and we define full functionality by allowing both of the
similar assignments to vary:

Definition 4.20 Assignment equality with pointwise functionality (written oy = g €pyy H) is
the smallest relation such that:

® e=€Cyy €
o ai(z,t1) =ao(z,ta) €py (Hyx: T) if

— oy =z €py H, and
—t1 =ty € ay(T), and
— forall a, if oy =~ a € H then oy (T) = «(T)

Definition 4.21 Assignment equality with full functionality (written oy = o Ep H) is the
smallest relation such that:

® e=€Ep €
o ai(z,t1) = ax(z,ta) Epy (H;z: T) if

— oy =g €y H, and
—t1 =ty € ay(T), and
— forall a,d, if a = o € H then o(T) = o/ (T)

Following are some important properties of pointwise and full functionality. For any of the
three forms of functionality, I write « € H to mean o« = o € H.

Proposition 4.22
o Ifa €y H, then for any o/, a = o' € H implies o = o €pyy H
o If a €py H, then for any oy, a0, oy = ag € H implies oy = o €pun H
o Assignment equality with pointwise functionality is symmetric and transitive.

e Assignment equality with full functionality is symmetric and transitive.
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We can now define the semantics of Nuprl judgements. Following Constable et al. [19], I use
pointwise functionality. (An avenue for future research is to explore semantics based on full
[6] or minimal functionality.) The semantics given by Constable et al. [19] is equivalent to this
one, but is considerably more complicated.

Definition 4.23 The judgement H +, C < t is valid if for all assignments o and o, o =
o €py H implies o(C) = o/(C) and a(t) = &'(t) € a(C). The judgement b, t ~ t' is valid if
t~t.

Theorem 4.24 (Nuprl Soundness) Any judgement derivable in the Nuprl proof rules is
valid.

Proof

By induction on derivations.

Corollary 4.25 (Nuprl Consistency) The Nuprl proof rules are consistent.
Proof

The judgement F, Void <« is invalid, and therefore unprovable. O

4.4.3 Classical Reasoning

As discussed in Section 4.1.5, classical reasoning principles are semantically invalid within the
type theory. In the Nuprl semantics, validity of the excluded middle principle (VP. P V —P)
would imply the existence of a computable function that would determine the truth or falsity
of every proposition. However, in the underlying metatheory, we may consider using classical
reasoning principles.

The proof rules given in Appendix B and not marked as classical may all be proven valid
without classical reasoning. However, there are some additional rules that may be shown valid
in a classical metatheory.

The primary such rule is a weak form of the excluded middle principle:

H FVP:P;. [(PV —P) < \x.x (XM)

Proposition 4.26 The rule XM is semantically valid in a classical interpretation.

Note that this works because of the squashing of PV—P. The alternative axiom |(VP:P;. PV—P)
is not semantically valid, because it still implies the existence of a general decision function,
even though that function is still not provided. In Chapter 5 we will see another example of
important rules validated by a classical metatheory but not a constructive metatheory. These
are the coadmissibility rules for partial types (Rules PWC and PC).

One practical use of the XM rule is for fixpoint induction (Section 4.3.3). Recall that the
fixpoint induction rule generates the subgoal H;x : T;y : (z in! T = P) I, P. This subgoal
may be proven from the simpler subgoal H I, P[Ll/z] using the XM rule (and some of the
other subgoals of the fixpoint induction rule): Instantiating XM gives |(z in! T'V —(z in! T)).
Then | P can be proven by cases, invoking hypothesis y if z in! T" and substituting L for z if
=(z in! T'). By subgoal 8, we may conclude P from |P.
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Chapter 5

Admissibility

One of the earliest logical theorem provers was the LCF system [38], based on the logic of
partial computable functions [88, 89]. Although LCF enjoyed many groundbreaking successes,
one problem it faced was that, although it supported a natural notion of partial function, it had
difficulty expressing the notion of a total function. Later theorem provers based on constructive
type theory, such as Nuprl [19], based on Martin-Lof type theory [68], and Coq [8], based on
the Calculus of Constructions [29], faced the opposite problem; they had a natural notion of
total functions, but had difficulty dealing with partial functions. The lack of partial functions
seriously limited the scope of those theorem provers, because it made them unable to reason
about programs in real programming languages where recursion does not always necessarily
terminate.

This problem may be addressed in type theory by the partial type discussed in Chapter 4.
In a partial type theory, recursively defined objects may be typed using the fizpoint principle:
if f has type T — T then fiz(f) has type T. However, the fixpoint principle is not valid
for every type T'; it is only valid for types that are admissible. This phenomenon was not
unknown to LCF; LCF used the related device of fixpoint induction, which was valid only for
admissible predicates. When the user attempted to invoke fixpoint induction, the system would
automatically check that the goal was admissible using a set of syntactic rules [55].

Despite their obvious uses in program analysis, partial types have seen little use in theorem
proving systems [25, 9, 7]. This is due in large part to two problems: partial type extensions
have been developed only for fragments of type theory that do not include equality, and too
few types have been known to be admissible. I addressed the former problem in Chapter 4; in
this chapter I address the latter.

Smith [92] gave a significant class of admissible types for a Nuprl-like theory, but his class
required product types to be non-dependent. The type Xz:A.B (where = appears free in
B) was explicitly excluded. Later, Smith [91] extended his class to include some dependent
products Xx:A.B, but disallowed any free occurrences of = to the left of an arrow in B. Partial
type extensions to Coq [7] were also restrictive, assuming function spaces to be the only type
constructor. These restrictions are quite strong; dependent products are used in encodings
of modules [65], objects [83], algebras [57], and even such simple devices as variant records.
Furthermore, ruling out dependent products disallows reasoning using fixpoint induction as
in LCF. (This is explained further in Section 5.1.) Finally, the restriction is particularly
unsatisfying since most types used in practice do turn out to be admissible, and may be shown
so by metatheoretical reasoning.

In this chapter I present a very wide class of admissible types using two devices, a condition
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called predicate-admissibility and a monotonicity condition. In particular, many dependent
products may be shown to be admissible. Predicate-admissibility relates to when the limit
of a chain of type approximations contains certain terms, whereas admissibility relates to the
membership of a single type. Monotonicity is a simpler condition that will be useful for showing
types admissible that do not involve partiality.

5.1 The Fixpoint Principle
The central issue of this chapter is the fizpoint principle:
feET—T= fir(f)eT

The fixpoint principle allows us to type recursively defined objects, such as recursive functions.
Unfortunately, unlike in programming languages, where the principle can usually be invoked on
arbitrary types, expressive type theories such as the one in this thesis contain types for which
the fixpoint principle is not valid. I shall informally say that a type is admissible if the fixpoint
principle is valid for that type and give a formal definition in Section 5.3. To make maximum
use of a partial type theory, one wants as large a class of admissible types as possible.

In Section 5.3 I will explore two wide classes of admissible types, one derived from a predicate-
admissibility condition and another derived from a monotonicity condition. But first, it is
worthwhile to note that there are indeed inadmissible types:

Theorem 5.1 There exist inadmissible types.

Proof Sketch

This example is due to Smith [92]. Recall that N = {n:Z|0 < n}. Let T be the type of
functions that do not halt for all inputs, and let f be the function that halts on zero, and
on any other n immediately recurses with n — 1. This is formalized as follows:

T ¥ Sh(N-N). (IzN bz in! N) - Void)

f def Ap-(Azx.if © <z 0 then 0 else w1 (p)(z — 1), Ay. x)

Intuitively, any finite approximation of fiz(f) will recurse some limited number of times
and then give up, placing it in T, but fiz(f) will halt for every input, excluding it from 7'
Formally, the function f has type T — T, but fiz(f) € T. (The proof of these two facts
appears in Appendix C.) Therefore T is not admissible.

5.2 Computational Lemmas

Before presenting my main results in Section 5.3, I first require some lemmas about the com-
putational behavior of the fixpoint operator. The central result is that fiz(f) is the least upper
bound of the finite approximations L, f(L), f(f(L)),... with regard to a computational ap-
proximation relation defined below. The compactness of fiz (if fiz (f) halts then one of its finite
approximations halts) will be a simple corollary of this result. However, the proof of the least
upper bound theorem is considerably more elegant than most proofs of compactness.
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5.2.1 Computational Approximation

For convenience, throughout this section we will frequently consider terms using a unified repre-
sentation scheme for terms: A term is either a variable or a compound term 6(z1; - - - z1k, -t1,- - - ,
Tpl - Tnk,-tn) Where the variables z;1, ..., x;, are bound in the subterm ¢;. For example, the
term IIz:TY.T5 is represented II(T,2.T5) and the term (t1,%9) is represented () (¢1,t2).

Informally speaking, a term ; approximates the term ¢5 when: if ¢; converges to a canonical
form then ¢ converges to a canonical form with the same outermost operator, and the subterms
of t1’s canonical form approximate the corresponding subterms of t3’s canonical form. The
formal definition appears below and is due to Howe [53].! Following Howe, when R is a binary
relation on closed terms, I adopt the convention extending R to possibly open terms that if ¢
and t’ are possibly open then ¢ R ¢’ if and only if o(t) R o(t') for every substitution o such that
o(t) and o(t') are closed.

Definition 5.2 (Computational Approximation)

e Let R be a binary relation on closed terms and suppose e and e’ are closed. Then e C(R) €
ezactly when if e || O(Z1.t1, ..., Zp.ty) then there exists some closed €' = 0(Z1.t),. .., %, 1)
such that ¢’ | €" and t; R t}.

e <o € whenever e and €' are closed.
e c<,11€ if and only if e C(<;) €

e e <¢ if and only if e <; € for every i

Definition 5.3 (Computational Equivalence) The terms e and €' are computationally
equivalent (e ~ ') if and only if e < €' and e’ < e.

The following are facts about computational approximation that will be used without ex-
plicit reference. The first two follow immediately from the definition, the third is easy using
determinism (Proposition 4.2) and the last is proven using Howe’s method [53].

Proposition 5.4
e < and <; are reflexive and transitive.

o Ift—t' thent' <t andt <;t.

o Ift—t thent <t andt <;t.

Lemma 5.5 (Congruence) Ife <e' andt <t then et/z] < €'[t'/x].

"Howe’s definition actually differs slightly from the one here; he defines < as the greatest fixed point of the
operator C. It is not difficult to show that the two definitions are equivalent, as long as the computation system
is deterministic (Proposition 4.2). If the computation system is nondeterministic, the definition here fails to be
a fixed point, and the more complicated greatest fixed point definition must be employed.
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5.2.2 Finite Approximations

With this notion of computational approximation in hand, we may now show that the terms
1, f L, f(fL),... form a chain of approximations to the term fiz(f). Let L be the divergent
term fiz:(Az.x). Since L never converges, | <t for any term ¢. Let f* be defined as follows:
L
frr =R

Certainly f0 < f!, since f° = 1. By congruence, f(f°) < f(f'), and thus f! < f2. Similarly,
ft < fi* for all i. Thus f°, f1, f2,... forms a chain; I now wish to show that fiz(f) is an
upper bound of the chain. Certainly f° < fiz(f). Suppose f* < fiz(f). By congruence f(f?) <
f(fiz(f)). Thus, since fiz (f) = f(fiz(f)), it follows that f**' = f(f') < f(fix(f)) < fiz(f). By
induction it follows that fiz(f) is an upper bound of the chain. The following corollary follows
from congruence and the definition of approximation:

Corollary 5.6 If there exists j such that e[f’/z]| then elfiz(f)/x]}. Moreover, the canonical
forms of e[f7/x] and e[fiz(f)/x] must have the same outermost operator.

5.2.3 Least Upper Bound Theorem

In this section I summarize the proof of the least upper bound theorem. To begin, we need a
lemma stating a general property of evaluation. Lemma 5.7 captures the intuition that closed,
noncanonical terms that lie within a term being evaluated are not destructed; they either are
moved around unchanged (the lemma’s first case) or are evaluated in place with the surrounding
term left unchanged (the lemma’s second case). The variable 2 indicates positions where the
term of interest is found and, in the second case, the variable y indicates which of those positions,
if any, is about to be evaluated.

Lemma 5.7 If ei[t/x] — e9, and e[t/x] is closed, and t is closed and noncanonical, then
either

e there exists ey such that for any closed t', e1[t'/x] — €4t /x], or

e there exist € and t' such that e; = €l [z/y], t — t' and for any closed t", €|[t",t/z,y] —
! T4l 4!
el[t at /ZE, y]

It is worthwhile to note that Proposition 4.2 and Lemmas 5.5 and 5.7 are the only properties
of evaluation used in the proof of the least upper bound theorem, and that these properties are
true in computational systems with considerable generality. Consequently, the theorem may be
used in a variety of applications beyond the computational system of this thesis.

Lemma 5.8 shows that fiz terms may be effectively simulated in any particular computation
by sufficiently large finite approximations. The lemma is simplified by using computational
approximation instead of evaluation for the simulation, which makes it unnecessary to track
which of the approximations are unfolded and which are not, an issue that often complicates
compactness proofs.

Lemma 5.8 (Simulation) For all f, e; and es (where f is closed and x is the only free
variable of e1), there exist j and €y such that if ei[fiz(f)/x] —* ea then ex = e,[fix(f)/z] and
for all k > 5, eb[f*7/z] < es[f*/x].
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Theorem 5.9 (Least Upper Bound) For all f, t and e (where f is closed), if Vj.e[f7/z] <
t, then elfiz(f)/z] <t.

Proof Sketch

By induction on [ that e[fiz(f)/z] <; t. (The complete proof in Appendix C addresses
free variables.) Suppose e[fiz(f)/z] evaluates to some canonical form e'[fiz(f)/z] (where
¢’ is chosen by Lemma 5.8). Let ¢’ be of the form 6(#1.t1,...,%,.t,). Using Lemma 5.8,
the assumption Vk. e[f¥/z] < t, and transitivity, we may show that e'[f//z] < t for all j.
Therefore t || O(F1.t],. .., Ty t,) and t;[f7 /z] < ¢! for all j. Now, by induction, t;[fiz(f)/z] <
t:. Thus e[fiz(f)/z] <i41 t.

There are two easy corollaries to the least upper bound theorem. One is that fiz(f) is the least
fixed point of f, and the other is compactness.

Corollary 5.10 (Least Fixed Point) For all closed f and t, if f(t) <t then fiz(f) <t.

Proof
Certainly fO = 1L <t. Then f!' = f(f°) < f(t) < t. Similarly, by induction, f7 <t for any
j. Therefore fiz(f) <t by Theorem 5.9. O

Corollary 5.11 (Compactness) If f is closed and e[fiz(f)/z|| then there exists some j such
that e[f’/z]|. Moreover, the canonical forms of e[fiz(f)/x] and e[f’/x] must have the same
outermost operator.

Proof

Suppose there does not exist j such that e[f7/z]}. Then e[f7/z] < L for all j. By Theorem
5.9, elfiz(f)/z] < L. Therefore e[fiz(f)/x] does not converge, but this contradicts the
assumption,? so there must exist j such that e[f’/z]|. Since e[f//x] < e[fiz(f)/z], the
canonical forms of e[f’/z] and e[fiz(f)/x] must have the same outermost operator. O

5.3 Admissibility

I am now ready to begin specifying some wide classes of types for which the fixpoint principle
is valid. First we define admissibility. The simple property of validating the fixpoint principle
is too specific to allow any good closure conditions to be shown easily, so we generalize a bit
to define admissibility. A type is admissible if the upper bound t[fiz(f)] of an approximation
chain ¢[f°],t[f'],#[f?],... belongs to the type whenever a cofinite subset of the chain belongs
to the type. This is formalized as Definition 5.13, but first I define some convenient notation.

Notation 5.12 For any natural number j, the notation U5 means t[f7 /w], and the notation
tlr means t[fiz(f)/w]. Also, the f subscript is dropped when the intended term f is unam-
biguously clear.

Definition 5.13 A type T is admissible (abbreviated Adm(T)) if:

Vit (3.5 > j.tH = ¢ e T) = ¢l = ¢l e

2Although this proof is non-constructive, a slightly less elegant constructive proof may be derived directly
from Lemma 5.8.
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As expected, admissibility is sufficient to guarantee applicability of the fixpoint principle:

Theorem 5.14 For any T and f, if T is admissible and f = f' € T—T then fiz(f) = fiz(f') €
T.

Proof

T type since T — T type. Note that f/ = f € T for every j. Suppose fiz(f)]. By
compactness, f/] for some j. Since f/ = f € T, it follows that f"7| and thus ﬁ:L‘( Nl by
Corollary 5.6. Similarly fiz(f')] implies fiz(f)J. It remains to show that fiz(f) = fiz(f') €

when fiz(f)]. Suppose again that fiz(f)]. As before, there exists j such that f7] by
compactness. Hence f/ = f7 € T. Since T is admissible, fiz(f) = fiz(f') € T. O

A number of closure conditions exist on admissible types and are given in Lemma 5.15.
Informally, basic compound types other than dependent products are admissible so long as
their component types in positive positions are admissible. Base types—natural numbers,
convergence types, and (for this lemma only) equality types—are always admissible. These are
essentially the admissible types of Smith [92], except that for a function type to be admissible
Smith required that its domain type be admissible.

Lemma 5.15
e Adm(A + B) if Adm(A) and Adm(B)
o Adm(Ilz:A.B) if Va € A. Adm(B[a/z])
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Proof

The proof follows the same lines as Smith’s proof, except that handling equality adds a
small amount of complication to the proof. I show the function case by way of example.

Let f, t and ¢ be arbitrary. Suppose j is such that V& > j. ¢kl = ¢/}l € TI2:A.B. T need
to show that ¢ = ¢/ € TIx:A.B. Since Iz:A.B is inhabited it is a type. Both tl] and
#'l1 converge to lambda abstractions, so, by Corollary 5.6, t! || Az.b and ¢! || \z.b/ for
some terms b and b'. Suppose a = o' € A. To get that bla/z] = V[d'/z] € Bla/z] it
suffices to show that t“la = t’[“’}a’ € Bla/z]. Since Adm(B[a/z]), it suffices to show that
Vk > j.tkla = t'"la’ € Bla/z], which follows from the supposition. |

Unfortunately, Lemma 5.15 can show the admissibility of a product space only if it is
non-dependent. Dependent products do not have an admissibility condition similar to that
of dependent functions. This reason for this is as follows: Admissibility states that a single
fized type contains the limit of an approximation chain if it contains a cofinite subset of that
chain. For functions, disjoint union, partial types, and non-dependent products it is possible
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to decompose prospective members in such a way that admissibility may be applied to a single
type (such as the type Bla/z] used in the proof of Lemma 5.15). In contrast, for a dependent
product, the right-hand term’s desired type depends upon the left-hand term, which is changing
at the same time as the right-hand term. Consequently, there is no single type into which to
place the right-hand term.

However, understanding the problem with dependent products suggests a solution, to gen-
eralize the definition of admissibility to allow the type to vary. This leads to the notion of
predicate-admissibility that 1 discuss in the next section.

5.3.1 Predicate-Admissibility
Definition 5.16 A type T is predicate-admissible for z in S (abbreviated Adm(T |z : S)) if:

Vit eel e SA (3. VEk > j. el € § At = ¢ e Tlel*l/2]) = ¢l = ¢19] € Telv]/z]

The term “predicate-admissibility” stems from its similarity to the notion of admissibility
of predicates in domain theory (and LCF). If one ignores the inhabiting terms ¢ and ¢', which
may be seen as evidences of the truth of the predicate T[], then predicate-admissibility is saying
T[el]] if T[el*)] for all k greater than some j. This is precisely the notion of admissibility of
predicates in domain theory. Indeed, the results here were influenced by the work of Igarashi
[55], who established conditions on admissibility of domain-theoretic predicates.

To show the admissibility of a dependent product type, it is sufficient to show predicate-
admissibility of the right-hand side (along with admissibility of the left):

Lemma 5.17 The type Yx:A.B is admissible if Adm(A) and Adm(B |z : A).

Proof

Let f, t and ¢’ be arbitrary. Suppose j is such that Vk > j.¢¥l = ¢/fl € Sa:A.B. Tt is
necessary to show that t“! = #1“/ € $2:4.B. Since Lz:A.B is inhabited it is a type. Both
tll and ¢ converge to pairs, so, by Corollary 5.6, t“! || (a,b) and #1“! || (a’,b') for some
terms a, b, o’ and b'. To get that a = o’ € A it suffices to show that 71 (t*)) = 7 (¢¥)) € A.
Since Adm(A), it suffices to show that Vk > 7.7 (t*) = 7 (¢'"]) € A, which follows from
the supposition.

To get that b = ¥ € Bla/z] (the interesting part), it suffices to show that mo(t*]) =
mo(t'¥)) € Blm (t])/z]. Since Adm(B |z : A), it suffices to show that 71 (t)) € A, which
has already been shown, and Vk > j.m (t*]) € A A mo(t#]) = o (¢'*)) € By (¢¥)) /2], which
follows from the supposition. O

The conditions for predicate-admissibility are more elaborate, but also more general. I
may immediately state conditions for basic types other than functions. Informally, basic com-
pound types other than functions are predicate-admissible so long as their component types are
predicate-admissible, and base types are always predicate-admissible.

Lemma 5.18
e Adm(A+ B |y:S) ifVse S.(A+ B)[s/y] type and Adm(A |y : S) and Adm(B |y : S).

e Adm(Xz:A.B|y:S) if Vs € S.(Xx:A.B)[s/y] type and Ly:S.A type and Adm(A |y : S)
and Adm(B|m(z), m2(2)/y,z] | z : (Xy:S.A4))

e Adm(Void |y :S), Adm(Atom |y :S), Adm(Z |y : S) and Adm(E |y : S)
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ap =azin Aly:S) if Vs € S.(a1 = ag in A)[s/y] type and Adm(A |y : S)
m(a; <agl|y:S)

|y:S) if Vs € S. A[s/y] type and Adm(A |y : S)

(
dm(
dm(A
o Adm(ain! A|y:S) if Vs € S. (a in! A)[s/y] type

Predicate-admissibility of a function type is more complicated because a function argu-
ment with the type A[el“]/z] does not necessarily belong to any of the finite approximations
Alell/z]. To settle this, it is necessary to require a coadmissibility condition on the domain
type. Then a function type will be predicate-admissible if the domain is weakly coadmissible
and the codomain is predicate-admissible.

Definition 5.19 A type T is weakly coadmissible for z in S (abbreviated WCoAdm(T |z : S))
if:
Vit e.ell € SAFVE>j.efl e S)At =1 e T[eW /2] =
(3j.Vk > j.t =t € T[elF/z])

A type T is coadmissible for z in S (abbreviated CoAdm(T |z : S)) if:

Vi t,t' e.ell € S A(Fj.VE > j.elfl € ) A tlel = ¢l € T[ell /2] =
(35.VE > j. k] = ¢l € T[elk] /2])

Lemma 5.20 Adm(I1z:A.B |y : S) if Vs € S. (32:A.B)[s/y] type and WCoAdm(A |y : S) and
Vs € S,a € Als/y]. Addm(Bla/z] |y : S)

Clearly coadmissibility implies weak coadmissibility. A general set of conditions listed in
Lemma 5.21 establish weak and full coadmissibility for various types. Weak and full coadmissi-
bility are closed under disjoint union and dependent sum formation, and full coadmissibility is
additionally closed under equality-type formation. I use both notions of coadmissibility, rather
than just adopting one or the other, because full coadmissibility is needed for equality types but
under certain circumstances weak coadmissibility is easier to show (Proposition 5.22 below).

Lemma 5.21

o A+ B is (weakly) coadmissible for y in S if Vs € S. (A + B)[s/y] type and A and B are
(weakly) coadmissible for y in S

e WCoAdm(Xx:A.B |y : S) if Vs € S.(Zx:A.B)[s/y] type and WCoAdm(A |y : S) and
Vs € S,a € Als/y]. WCoAdm(B[a/z] |y : S)

o CoAdm(Xz:A.B|y: S) if Vs € S.(2z:A.B)[s/y] type and Ey:S.A type and CoAdm(A |y :
S) and CoAdm(BIm(z), m2(2)/y,z] | z : (Xy:S.A4))

e Void, Atom, Z and E are strongly or weakly coadmissible for y in any S
e CoAdm(a; =agin Aly:S) if Vs € S. (a1 = az in A)[s/y| type and CoAdm(A |y : S)

e a1 < ag is strongly or weakly coadmissible for y in any S

A is (weakly) coadmissible fory in S if Vs € S. Als/y] type and A is (weakly) coadmissible
fory is S
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e ain! A is strongly or weakly coadmissible for y in S if Vs € S.(a in! A)[s/y] type

When T does not depend upon S, predicate-admissibility and weak coadmissibility become
easier to show:

Proposition 5.22 Suppose = does not appear free in T. Then:
o Adm(T) if Adm(T |z : S) and S is inhabited
e Adm(T' |z : S) if Adm(T)
e WCoAdm(T |z : S)

There remains one more result related to predicate-admissibility. Suppose one wishes to
show Adm(T' | =z : S) where T depends upon z. There are two ways that z may be used in
T. First, T' might contain an equality type where z appears in one or both of the equands. In
that case, predicate-admissibility can be shown with the tools discussed above. Second, T' may
be an expression that computes a type from z. In this case, T' can be simplified using direct
computation (Section 4.1.7), but another tool will be needed if T performs any case analysis
(as in the embedding of the A* disjoint union type in Section 3.3.1).

Lemma 5.23 Consider a type case(d,z.A,z.B) that depends upon y from S. Suppose there
exist Ty and Ty such that:

o Vs e S.ds/y] € (T +T2)[s/y]

o Vs e S teTis/y]. Als,t/y, x| type

e Vs e St eTss/y]. Bls,t/y,x] type

e Yy:S. T type and Xy:S. T type
Then the following are the case:

o Adm(case(d,z.A,x.B) |y :S) if Adm(A[ri(2), m2(2)/y,z] | z : (Xy:S.T1)) and
Adm(B[mi(2), m2(2) [y, 7] | 2 : (Zy:S.13))

e WCoAdm(case(d,z.A,z.B) |y :S) if WCoAdm(A[r(2), m2(2)/y,z] | z : (Xy:S.T1)) and
WCoAdm(B[m(2), m2(2)/y, x] | z : (Xy:5.T%))

e CoAdm(case(d,z.A,z.B) |y : S) if CoAdm(A[mi(z),m2(2)/y,z] | z : (Xy:S.T1)) and
CoAdm(B[m(z), m2(2)/y, z] | z : (Xy:S.T%))

5.3.2 Monotonicity

In some cases a very simple device may be used to show admissibility. We say that a type is
monotone if it respects computational approximation, and it is easy to show that all monotone
types are admissible.

Definition 5.24 A type T is monotone (abbreviated Mono(t)) if t = t' € T whenever t € T
and t < t'.
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Lemma 5.25 All monotone types are admissible.

Proof

Let f, ¢t and ¢ be arbitrary and suppose there exists j such that tU] = ¢#l/l € T Since
til < ¢l and ¢Vl < ¢l it follows that ¢ = ¢l € T and ¢l = ¢*l € T. The result
follows directly. O

All type constructors are monotone except universes and partial types, which are never
monotone. The proof of this fact is easy [53].

Proposition 5.26
e Mono(A + B) if Mono(A) and Mono(B)
e Mono(Ilz:A.B) if Mono(A) and Va € A. Mono(B[a/z])
e Mono(Xxz:A.B) if Mono(A) and Va € A. Mono(B[a/z])

e Mono(Void), Mono(Atom), Mono(Z), Mono(E), Mono(a; = a2 € A), Mono(a; < a3)
and Mono(a in! A)

5.3.3 Set and Quotient Types

Given the parallel between the dependent product and set types, it is natural to expect that
set types would have a similar admissibility rule: that {z : A| B} if A is admissible and B is
predicate-admissible for z in A. Surprisingly, this turns out not to be the case. Suppose that
t*kl € {z : A| B} for all k > j. Then for every k > j, there exists some term b, € B[t!¥l /z]. We
would like it to follow by predicate-admissibility that there exists b, € B[t“!/z], but it does
not. The problem is that each by can be a completely different term, and predicate-admissibility
applies only when each by, is of the form b[f* /w] for a single fixed b.

Intuitively, the desired rule fails because the set type {x : A|B} suppresses the computational
content of B and therefore B can be inhabited non-uniformly, by unrelated terms for related
members of A. In contrast, if the chain ¢U), (Ut ¢U+21 belongs to Sz:A4.B, then the chain
mo ()], 7o (1)U 7y (£)U42) . uniformly inhabits B.

For a concrete example, consider:

i {9:Z— Unit | In:Z.—(gn in! Z)}

f L \hoaa. if © <z 0 then * else h(xz — 1)
def

t = Ay wy

The type T is not admissible: For all k, (t/¥l7)k diverges, so ti¥l7 € T; but t!s converges for all
arguments, so ¢t/ ¢ T. However, In:Z. —~(gn in! Z) is predicate-admissible for g in Z — Unit.
The problem is that the inhabiting integers are not related by computational approximation;
that is, they are not uniform.

To show a set type admissible, we need to be able to show that the selection predicate can
be inhabited uniformly:

Lemma 5.27 The type {z : A| B} is admissible if:

e Adm(A), and
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e Adm(B |z : A), and
e there exists b such that bla/x] € Bla/xz] whenever a € A and 3V'. b’ € Bla/x].

Another way to state the uniformity condition (the third clause) is that the computational
content of B should be recoverable from knowing it exists (i.e., there exists a function with type
[Mz:A. | B— B. In fact, the two versions are equivalent modulo a few functionality requirements:

Proposition 5.28

o If f € lIx:A.|B — B then bla/z] € Bla/z] whenever a € A and .V € Bla/z], where
b= fxx

e Ifbla/z] = bld'/z] € Bla/z] whenever a =a' € A and 3b'. Bla/z] and if Bla/x] = Blad'/z]
whenever a = a' € A then \z.\y.b € lIz:A. | B — B.

We may give a similar predicate-admissibility condition:

Lemma 5.29 Adm({z : A| B} |y :S) ifVs € S. ({z : A| B})[s/y] type and Ly:S.A type
and Adm(A |y : S) and Adm(Bmi(z), m2(2)/y,z] | z : Xy:S.A), and there exists b such that
bla, s/z,y] € Bla, s/z,y] whenever s € S and a € A[s/y] and 3b'.b' € Bla, s/z,y]

Coadmissibility and monotonicity work on single terms, not chains, so the uniformity issue does
not arise, resulting in conditions fairly similar to those for dependent products:

Lemma 5.30

e WCoAdm({z: A|B}|y:S) if Vs € S.{z: A| B}[s/y] type and WCoAdm(A |y : S) and
Vs € S,a € Als/y]. WCoAdm(B[a/z] |y : S)

o CoAdm({z : A|B} |y : S) if Vs € S.{x : A| B}[s/y] type and Xy:S.A type and
CoAdm(A |y : S) and WCoAdm(B[m(z),m2(2)/y,z] | z : (Xy:S.4))

e Mono({z : A| B}) if Mono(A)
The conditions for quotient types are similar to those for set types:
Lemma 5.31

e Adm(zy:A//B) if Adm(A) and Adm(B[m(z),m2(2)/z,y] |z : A X A), and there exists b
such that bla,d' [z, y] € Bla,d'/z,y] whenever a € A and o' € A and 3V'.b' € Bla,d’ /z,y].

o Adm(zy:A//B|z: S) if Vs € S.(zy:A//B)[s/z]type and £z:S.(Ax A) type and Adm(A|z :
S) and Adm(B[m(2'), m1(m2(2")), ma(m2(2")) /2, 2,y] | 2’ : B2:S5.(A x A)), and there exists
b such that bla,d',s/x,y,z] € Bla,d,s/x,y,z| whenever s € S and a € Als/z] and
a € Als/z] and 3.V € Bla,d, s/z,y,2].

e WCoAdm(zy:A//B |z :S) if Vs € S. (zy:A//B)[s/z] type and WCoAdm(A | z : S) and
Vs € S,a € Als/z],d’ € Als/z]. WCoAdm(B|a,a'/z,y]]|z: S)

o CoAdm(zy:A//B |z : S) if Vs € S.(zy:AJ/B)[s/z] type and £z:S.(A x A) type and
CoAdm(A | z: S) and CoAdm(B[m(2'), m1(m2(2")), m2(me(2')) /2, 2,y] | 2" : £2:S.(A x A))

e Mono(zy:A//B) if Mono(A)
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5.3.4 Summary

Figure 5.1 provides a summary of the basic admissibility results of this chapter. It is worthwhile
to note that all these results are proved constructively, with the exception of (weak and full)
coadmissibility of partial types. The following theorem shows that the proofs of coadmissibility
of partial types are necessarily classical; if a constructive proof existed then one could extract an
algorithm meeting the theorem’s specification, which can be used to solve the halting problem.

Theorem 5.32 There does not exist an algorithm that computes an integer j such that Vk >
j.t =t € T[e¥l/z], when given S, T, f, t, t', e and i such that:

o Vs € S.T[s/7] type
o CoAdm(T |z : S)
o cleg

o Vk>i.clfles

o t =t €Tlell/x]

Recall the inadmissible type 7" from Theorem 5.1. That type fails the predicate-admissibility
condition because of the negative appearance of a function type, which could not be shown
weakly coadmissible, and it fails the monotonicity condition because it contains the partial
type N.

5.4 Conclusions

An interesting avenue for future investigation would be to find some negative results character-
izing inadmissible types. Such negative results would be particularly interesting if they could
be given a syntactic character, like the results of this chapter. Along these lines, it would be
interesting to find whether the inability to show coadmissibility of function types represents a
weakness of this proof technique or an inherent limitation.

The results presented above provide metatheoretical justification for the fixpoint principle
over many types. In order for these results to be useful in theorem proving, they must be
introduced into the logic. One way to do this, and the way it is done here, is to introduce types
to represent the assertions Adm(7"), Adm(7 | z : S), etc., that are inhabited exactly when the
underlying assertion is true (in much that same way as the equality type is inhabited exactly
when the equands are equal), and to add rules relating to these types that correspond to the
lemmas of Section 5.3. This brings the tools into the system in a semantically justifiable way,
but it is unpleasant in that it leads to a proliferation of new types and inference rules stemming
from discoveries outside the logic. Of the Nuprl proof rules of Appendix B, 84 rules (not quite
half) deal with admissibility. It would be preferable to deal with admissibility within the logic.
A theory with intensional reasoning principles, such as the one proposed in Constable and Crary
[23], would allow reasoning about computation internally. Then these results could be proved
within the theory and the only extra rule that would be required would be a single rule relating
admissibility to the the fixpoint principle.

However they are placed into the logic, these results allow for recursive computation on a
wide variety of types. This make partial types and fixpoint induction a useful tool in type-
theoretic theorem provers. It also makes it possible to study many recursive programs that
used to be barred from the logic because they could not be typed.
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For T =

A+ B

IIz:A.B

Yx:A.B

Adm(T) if
T type and

Adm(A) A Adm(B)

Va € A. Adm(B[a/z])

Adm(A) NAdm(B |z : A)

Adm(T |y : S) if
Vs € S.T[s/y] type and

Adm(A|y: S)A
Adm(B|y:S)

WCoAdm(A |y : S)A

Vs e S,a € Als/y].

Adm(Bla/z] |y : S)

Adm(A[y:S5) A
Adm(B[m1(2), m2(2)/y, x]

|z: (Zy:S.A)A
Yy:S.A type

WCoAdm(T |y : S) if
Vs € S.T[s/y] type and

WCoAdm(A |y : S)A

WCoAdm(B |y : S)

WCoAdm(A |y : S)A
Vs € S,a € Als/y].
WCoAdm(Bla/z] |y : S)

CoAdm(A|y:S)A
CoAdm(B[r1(2), m2(2)/y, x]

CoAdm(T |y : S) if CoAdm(A|y: S)A |z: (Zy:S.A))A
Vs € S.T[s/y] type and | CoAdm(B |y : S) — Sy:S.A type
Mono(A) A Mono(A) A
Mono(T) if Mono(A) A Mono(B) | Va € A.Mono(B[a/z]) | Va € A. Mono(B[a/z])
For T =
Void, Atom,Z,E a1 <az,ain! A | a1 =azin A A
Adm(7T) if
T type and yes yes Adm(A)
Adm(T |y : S) if
Vs € S.T[s/y] type and | yes Adm(A|y: S) Adm(A|y: S)
WCoAdm(T |y : S) if
Vs € S.T[s/y] type and | yes CoAdm(A|y:S) | WCoAdm(A|y: S)
CoAdm(T |y : S) if
Vs € S.T[s/y] type and | yes CoAdm(A|y:S) | CoAdm(A|y:S)
Mono(T) if yes yes —

Figure 5.1: Admissibility, coadmissibility and monotonicity conditions
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Chapter 6

Conclusion

In this dissertation I have explored how to draw formal connections between type theory and
practical programming languages. These connections allow the full power of foundational type
theory to be brought to bear on research problems arising from real programs and programming
languages.

The least consequence of these contributions is that program verification results in type-
theoretic systems may be directly applied to real programs, without trusting an intermediate
hand translation into type theory. More significantly, type theory may be applied to pro-
gramming languages as a whole; this allows us to understand programming languages within a
rich mathematical framework, but one that is inherently computational and that also does not
disturb the essential structure of programs.

Three main technical achievements made this possible. First, I presented a semantics for
a practical programming calculus in the framework of the Nuprl type theory. This semantics
was stated as a syntax-directed embedding of the constructs, and used novel type-theoretic
mechanisms to address the language mechanisms of recursion, a rich dependent kind structure,
and a higher-order modules system with translucent signatures.

Second, backing up the type-theoretic semantics was the first constructive type theory
to include an intrinsic notion of equality, and to support reasoning about partial and total
functions. All three are necessary to allow interesting reasoning about real programs. Partiality
is necessary because real programs often make use of recursion. However, a notion of totality is
also necessary to allow reasoning about pure values, which are central to real programs as well.

Third, broad new techniques for showing admissibility of types for fixpoint induction were
necessary for each of the previous contributions. Although the techniques I present are still
conservative, they make possible admissibility proofs for many types that could not be shown
admissible by previous techniques. For example, types arising in the embedding of disjoint
unions (Section 3.3.1) and in fixpoint induction (Section 4.3.3) required the new techniques to
be shown admissible.

The broadest aim of this work has been to bring theory and practice closer together. Aside
from the specific contributions that make up this dissertation, I have found that an important
way this work has helped achieve that is as a conceptual tool for thinking about programming
and programming languages. Practical languages are made up of diverse sets of often compli-
cated mechanisms. In contrast, languages for theoretical study usually are made up of small
sets of elegant mechanisms. Type theory, like other theoretical languages, is made up of ele-
gant mechanisms, but I have shown in this dissertation that those mechanisms are sufficiently
powerful to account for most of the diverse mechanisms of practical languages, and those that
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remain show great promise of being addressed as well (recall Section 3.5).

Consequently, T have found it very profitable to use type theory as a tool for considering
general programming issues. The power and elegance of type theory allow a researcher to derive
elegant solutions to diverse problems but do not require one to ignore practical issues to get
them.
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Appendix A

Lambda-K Typing Rules

Level Definitions Subkinding
N =
level( Type;) def #
def . x K1 2 k2
level(Pi(c)) =
level (S;(c)) def
level(Tla:k1 .k2) def max (level (K1), level (k2)) e H1Fjl_li2 F{I—,L Ko < K3
level ({0; > o : k= 1"0Y) def max}_, level(x;) =
. . . o
Kind Formation and Equality T Type; = Type, (i <)
r "K K2 = K1
'y K1 = Ko (KindEqSymm) Dhy k! <k
Do : kY] Fx k2 < KY
Do : k1] Fx k2 kind
Phr ki =kre DFpre =k [ by Mok ko = Tock) k) (o
'ty k1 = K3 (KindEqTrans)
N[ nj][jzl”'i_l] Fr ki X K
D'k Type; = Type, (Type) [a; : mj]bzl“'k” Fx k; kind

[a; : fi'-][jzl"'i_l] Fi & kind

J

(SubkindReflex)

(SubkindTrans)

(TypeSub)

71 (PiSub)

for1<i<n
forn<i<m
for1<i<n

Chix k1 =k Tla:k]bx ko =K)

'y {fl >y Iii[i:L"m]} < {él > : Iﬁ:di:lmn]}

(3

[i=1...m]
agl Q; I'm>n
[ by Maiky ke = Mazk] .k (@ ¢ T) (o (De;fRecordSug))
(Pi)
I'Frca Ze .
i (i <)
[a; : mj][]f =] Frrki=x for1<i<n [ Fx Pi(e1) 2 Pjlez) (PowSub)
'y {fl >y Iii[i:L"n]} = {fl >y Ii,»[i:L”n]}

i=1..m 'y c: Type;
(o " # ) s P»()jﬂ; (PowType)
(DepRecord) x I75\C) 2 LYPe; owlype

[P o =co: Type; Thyer = co: Type,

. — D, L (1<

I Pifer) = Pilez) (Pow) T i) <S;() =9 (SingSub)

'y c1 =co: Type, 'y c: Type;
Tk Si(c1) = Si(e2) (Sing) kg Si(e) 2 Pie) (SingPow)
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Constructor Formation and Equality

I'Frea=c:k

'Frci=c:k (EqSymm)
IF'trxci=co:k Thyre=c:k

Fkrer=c3:k (EqTrans)

Frhra=a:k (T(a) = &) (TypeVar)

Chx ky kind Ta: k| Fre=c ke

I' g dacky.c = daik;.c o Mok ko

(@ ¢ T)
(Pilntro)

Phrer=c :HMaki.ka Threa=dh:kr

L kg er]ea] = cf[cdh] = kale2/a]
(PiElim)

ittt
(for 1 <i < n)
kg {gz >y ni[izl"'n]} kind
[hg {bi = ci[i=1...n]} ={l; = C;[i:l...n]} :

{éz ba ni[izl...n]}
(DepRecordIntro)

Tl e =c kg

I'Hxc= c - {é] >y Hj[i:l...n]}
F l_K e, (C) = Ty, (Cl) .
Ki[me, (C)[J:L..z—u/ag_g:1...z_1]]
(1<i<n)
(DepRecordElim)

Chie=c: Type; T kg ca=ch: Type;

IFkx e =2 =c) =y Type;
(Arrow)

Ckx e =c : Type;
Thx el =c=c) =c: Type;
(TArrow)

Lk ea=ch: Type;

Chix ki =ke TDla:k]bxc=c: Type;

' Yaiki.cr =Vacks.co @ Type;
(a € T, level (k1) < 1)
(Quant)

7

Dhgci=ci:Type; for1<i<n
Phed{li:cry... by e} = (Record)
{lr:ch, o by ey} Type;

Dhgci=ci:Type; for1<i<n
Che (b1:cry.. by icp) = (Union)
(lr:cyyee oyl eyt Type;
Phece=c 61 Thygr <Ky
Phre=c : ke (Subkind)
I'Fr (Aaik’.c1)les] &
ki Ak’ .cr)[ex] = eifea/a] & (PiBeta)
T ki Akl .cla] : ok ko
T — . . (adc) .
[k Akl .cla] = ¢ : Mlaky k2 (PiEta)
'ty 7o, fl = Ci[i:L"n] K
K T¢; ({ - }) (1 S]S TL)
Ly mg,({li == ")) = ¢ 0w
(DepRecordBeta)

[k {4 =7y, (c)[izl"'n]} {li>a;: ﬁi[izl'”n]}

Thg {t; =7y, (c)[izl'"n]} =c:{li>a;: ni[izl'“”]}

(DepRecordEta)
Iy c1 =co: Type,
kg e Si(e) (SingIntro)
r I—K C1 Si(CQ)
[Fgc1 =co: Type; (SingElim)

Phixer=co: Type;, T ki cr:Pi(es)

kg cr =co:Pi(es) (PowFun)
Phxer=co: Type, Thicr:Si(es)
ki e =co:Sics) (SingFun)
Chkem: (k)
L kx ext(m): & (TypeModElim)



Subtyping

F'kxa = Fl_KCQjcii
F'Fec <e3 (SubTrans)
Phedi e Thye <4
Fhier ==X —d (ArrowSub)
Phedi R Thee <4
Fkrear=c < =>d (TArrowSub)
ki type T kg co type
Pheci=c<ci — e (TotalSub)
[Fx k2 2Ky
Dla: ko]l bk g R e
Cla: k1] Fx 1 type
(agl)
I' i Vaiki.cr X Vacks.co (QuantSub)
Fhrei ¢ forl1<i<n
ki ¢ type forn<i<m
m >n)
F"K {51 261,...,€n20m} j
{ly:¢),... by}
(RecordSub)
Fhrei ¢ forl<i<m
Ikx ¢ type form <i<n
m < n)
F"K <él 201,...,€nicm> j
6y : ¢y by )
(UnionSub)
Fkrei Rca gt Type; TIkg co: Type,
Ckx e Piler)
(PowlIntro)
Ckx e Pi(e2)
I'Frco < (PowElim)
Typing
Phexz:c (T(@) =) (Var)
'k t Tz : F :
x C1 type [:L’ Cl] K €02 (xgl_‘)
T'kx Azicre:cp — e
(ArrowIntro)
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T'krel:ci—e Theey:icg

'ty eres :ca (ArrowElim)
Fhxer type Tz:e]brel e
I'Fx Azicie:c1 = e (@ ¢I)
(TArrowIntro)
F'Feer:cr=>ce TThres:ig
I'bx eles :co (TArrowElim)
Phik kind Ta:k]lbFrelec
T
' Aack.e : Vaik.c (a ¢T)
(QuantIntro)
I'kre:Vakes Threrik
T kg ela] : ex]er/al (QuantElim)
Fkreiic forl1<i<n
F"K {51 261,...,£n:€n} : {51 201,...,€nicn}
(RecordIntro)
Phre:{ly:cr,.... 0y cn} )
1< <
Dhx me(e) ¢ (l<i<n)
(RecordElim)
I'kFee:r
Lkyingle): (€:T) (UnionIntro)
Chee:{ly:m, .. ln:Th)
Dlz; i) Frei:7 (for1<i<n)
Dk case(e,ty>zy.er,..., 0y > Ty.y) T
(UnionElim)
Chre:(cr—=e)—(c1 = ce)
Ik fize, .,(e):c1—c2 (Fix)
| R N ()
kg ext(m):c (TermModElim)
I'tre:ep Threp e
Fhie:e (Subtype)



Valuability

Trrzie L@ =0 (VarHalt)

ki type Tlz:c]bre:co
'Fx Azicrelcp e

(z ¢T)
(ArrowIntroHalt)

ki type Tz:c]brel e r
'Fx Azicrel ey = (@¢I)
(TArrowIntroHalt)

J 61J,01:>02 Tk e J,Cl
T I—K e1eo J, C2
(TArrowElimHalt)

Mk k kind Tfa:k]lbFrele
kg Aaik.e | Vaik.c

(@ ¢ T)
(QuantIntroHalt)

I'FxelVakes Thier:k
T ki e[e1] L ez]er/al

(QuantElimHalt)

FFKeiLci fOI'lS’LSTL

Fhe{li=e1,....0h =€} L{lr:c1,... .0y}
(RecordIntroHalt)

Phreel{liicr, .., ln:cn}
Tk me(e) dc

(i<i<n)

(RecordElimHalt)

FkeelT
T kg inggle) L (€:7)

(UnionIntroHalt)

Cheel (b1:7, . 0y Tn)
Dlz; i) Fxeidm (for1<i<n)

[ b case(e, by >x1.e1, ..

> Tpen) LT
(UnionElimHalt)

Fkxel (el = e)= (1 =)

Lhx fize, .,(e)Lc—=c (FixHalt)
I'Fe m {e)
[ kx ext(m) | c (TermModElimHalt)
F'kFeeler Thee <e
FFreles (SubtypeHalt)

7

Signature Formation and Subsignatures

lFroyr 2oy I'hxor <03
'y o1 =03

(SubsigTrans)

['Fr k1 = Ko
F "K <h§1> j <h§2>

(TypeSig)

[Fra <
Lhe () =2 (e2))

(TermSig)

Phgol <01
Ols:of]bx o2 2 0%
[O[s:o01] by o2 sig

[ bk Osio1.00 < s:0f .0}

(PiSig)

[[s;: Uj]{jzl"'i_l] Froi<o; forl1<i<n

Tfs; : ;] b, 0y sig forn<i<m

[ls; : 03][321"'171] Fx o} sig for1<i<n
Db (6o s o=y < (o s o=y
(s~ g 0o > m)

(RecordSig)
Module Formation
Phes:o (T(s) = o) (ModVar)
I'Frce:k
kg () : (k) (TypeMod)
Tkee:c
Dkx {e): (e (TermMod)
Phiosig Ts:o]bxem:os
I' Fx As:io1.m : IIs:0q .09 (PiModIntro)
I'kx my:s:io1.00 T'kFxma:o;
T ki mims : 02[ma/s] (PiModElim)

L'kem;: O.i[mE'J':l...ifl]/SBjZI...ifl]]
(for 1 <i < n)
F I—K {gz > s O_Z[ZZITL]} Slg

I'kx {(Z = mi[i=1...n]} . {Kz b s Ui[i:l...n]}
(RecordModIntro)




Chem:{lj>s;: Uj[iil...n]}

[j:l...ifl]/S['jzl...ifl]]
J

| R e, (m) : O-i[ﬂ-fj (m)

(W<i<n)
(RecordModElim)

I'Fem:o
Fkx(m:o):o (Coerce)

T'Fx As:or.ms : 1Is:01.09 (s ¢ m)
't m:Is:0y.09 (PiModEta)

r l_K {él = Ty, (m)[liln]} . {él >t O_Z[lzln]}
Ckem:{li>s;: ai[i:1~~~n]}

(RecordModEta)
Module Valuability
T slo L) =0) (ModVarHalt)
I'kFrce:k
Tkx (c) | (k) (TypeModHalt)
'krelec
| R (02 () (TermModHalt)

Phyiosig Ts:o]bxem:os

I'Fx Asioy.m | 1s:0q.09
(PiModIntroHalt)

T '_K m; J, U_i[m‘[jj:L..i—l]/SE:j:l...i—l]]
(for 1 <i<n)
| e {éz >S; O'i[i:L"n]} Slg

r l_K {él = ml[liln]} J/ {él >s;: U_Z[liln]}
(RecordModIntroHalt)

Pheml{lj>s;: Uj[i:l...n]}

'y e, (m) J, Ui[”lj (m)[jzl"'ifl]/ngil...i—l]]

(<i<n)
(RecordModElimHalt)

Themlo
'k (m:o)lo (CoerceHalt)
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Appendix B

Nuprl Proof Rules

Conventions Substitution
e Variables bound in a sequent are taken to be HE,Clt'/x]as
distinct. For example, Rule 2 has the implicit HE,t=tinT H;z:TkF, C type
side condition that x not be bound by H, and HF,Clt/z] <s (7)

Rule 3 has the implicit side-condition that =
and y are distinct variables and neither is yjpect Computation
bound by H or J.
HbE,Clt'/z]<as Fyt~1t

e Rules apply only when the consequent and Hb, Clt/z]<s (8)

subgoals are closed sequents. For example,
Rule 2 has the implicit side-condition that z
not appear free in H, and also (since, by the . ,
first convention, x cannot be bound by H) Hiz:TlE/yliTry Cas Fyt~t

that « not appear free in .J, C or t. H;z:T[t/y];J+, C<s (9)

e When the inhabitant is omitted in the bot-
tom (consequent) of a rule, the inhabitant is Fut~t (10)
taken to be x.

Bt ~t

e Rules that may be derived from other rules m (11)

are marked with a ‘D’.

l_V ty~t l_,/ to ~t
Structural Rules 1 2 2 3

F,t1 ~ts3 (12)
Hiz:T;JF,zinT (1)
l_ythtll l_VtQNtIQ
ot ~ t [t} 13
HTh et /2] ~ 165 /7] (13)
H;x:T;JF,Cat (2) /
’ /Ty —— (t gt
Fot~t ( ) (14)
Hyy:Tyx:5JF, Cat The evaluation step relation is defined in Figure
H;z:S;y:T;JF,C«t (3) 4.3.
Hb,tinC x appears actively in 7?2
Hr, Cat (4) Fo talti/z] ~ let x =1y in to (15)
The active positions of a term are defined in Defi-
HF,Cat nition 4.5.
Hb,tinC (5)
Tl ¢ to and T2 ¢t1
Hb-, Tt Hyjz:Thk,C«at Folet 1 =t inlet o =tsint ~ (16)
H&E, Clt'/z] «t[t']x] (D6) let o =ty inlet x1 =t int
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Equality
H ",, t2 = tl T
H '—,, tl = t2 inT

Hl—,,tl :tg T Hl_yt2:t3 inT

H",,tlztginT

Hb-,t=tinT
HYt‘, T type

Subtyping

Hyz:Tkr,zinT
Ht&, T type Hb&, T type
HF, T<T

H-,ty=tomT" HF,T' T
H",,tlztginT

Hyz:T;J+,C<«s HF,TXT
Hyz:T;JF,C«s

Hb, T=<T
HYt‘, T type

Hb, T <T
Hb&, T type

Universes
Hr Ui 0 <9

HF,TinU;

Hr, Tiny, <)

Hb,T=T inlU;
HbF, T<T

Void

Ht, Void in U;

HFE,tin Void
H-, C

(17)

Atom

Ht, Atom in U;

m (String literal a)

(30)

(31)

HtF,a =ad) in Atom HF, ax = al in Atom

HI—V (al :AGZ):(all :AG/IQ) ZTZ]R

HF,a, =ay in Atom

Hty (a1 =4 a2) = true in B

Hty (a1 =4 a2) = true in B

HF,a, =ay in Atom

Integer
HbF, ZinU;

m (mteger literal ’I’L)

Ht, Cl0/z] ab

(32)

(33)

(34)

Hyz:Z;y:(0<z);2:Clz—1/z]F, C au
Hix:Z;y: (x<0);2:Clz+1/z]F, C<ad

H;z:7ZF,C«

fix(Af Az
if t =7z 0 then b

else if 0 <z x then u[x, f(z — 1)/y, 2]

else dlx, f (v +1)/y,2)) x

HF,ni=niinZ HrF,ny=nhinZ

HE, (n1 =zn2) =) =zn)inB

HF,ni=nsinZ
HbF, (ng =z ns) =true in B

Ht, (ny =z n2) =true in B
HFE,ni=nyinZ%

Hbty,ni=niimZ Hbt,n=nbinZ

HE,(n <zmno)=(m) <znb)inB

HEF,n3 <ny
HbE, (ng <zmns)=trueinB

HbF, (ng <zmns)=trueinB
Hl—,, ni Sng

(42)

(43)



HFyni=niinZ Ht,ny=nhinZ

Hby,ny ®ne =n) ®nhinZ

(44)

Not shown are the various rules governing the be-
havior of the binary operations ®.

Disjoint Union

H-, A=A"inU, H+,B=B inl;

Hb, A+B=A'+B in U, (45)
HtF, A type HVt, B type
HtF, A+ B type (46)
Ht+,a=a"inA HF, A+ B type
HtF, inj,(a) =inj,(a') in A+ B (47)
Hb+,b=binB H&F, A+ B type
HF, inj,(b) = inj,(b') in A+ B (48)

H+-,t=t'm A+ B
Hiz:Ab,t1 =t inT
H;z:Bk,to=thinT

HF, case(t,x.t1,z.t2) = case(t',z.t\,x.th) in T

(49)
Hiy : A; Jling, (y) /7]
Fy Clingq (y) /] < sling, (y) /]
H;y : B; J[injy(y)/x]
Fu Clings(y) /@] < s[ingy(y) /]
Hyz:A+B;JF,C4as (50)

Products

H+-,A=A"inU; H;z:A+,B=B"inT;
Ht,YXx:AB=Yz:A""B in U;

(51)

HF, Atype H;x:Al, B type
Hty, Yx:A.B type

(52)

HF,a=d in A
HbF,b=10 in Bla/z] H |, Xx:A.B type

HbF,t=t1inXz:A.B
H ",, Wl(t) :Wl(tl) in A

Hb+,t=tinXz:AB
H F, my(t) = ma(t') in Blm(t)/x]

Hiz: Ay : By J[(w,y) /2]
Fv Cl(z,y) /2] < s[(z,y)/7]
H;z:YXx:AB;J+F,Cas

H '—,, 7T1(p1) = 71'1(])2) mn A

H by ma(p1) = m2(p2) in B[mi(p1)/7]
Ht, prin Xx:A1.By

H ",, P2 mn EI'ZAQ.BQ

Ht, Yx:A.B type

Hbt,p,=pyin Xx:A.B

(57)

Functions
H+-,A=A"inU; H;z:A+,B=B"inT;
HF, Iz:A.B =1z:A".B' in U;

(58)
HbF, Atype H;z:Al, B type
Ht+, MIz:A.B type (59)
Ht, Atype H;jz: A+, b=V inB
HbF, Ax.b =Xzt in Uz:A.B (60)
Ht, f=f'"inllz:AB Ht,a=ainA
HF, fa= f'a in Bla/x] (61)
Hyz:Av, fiz=faxinB
HF, A type
H l_,, f1 mn Hl’:Al.Bl
H l_,, f2 mn H.’IZ:AQ.BQ
Hb, fi = foinTlx:A.B (62)

Very-Dependent Functions

HI—VA:AI mn Uz
H;y:A;z: Ak, PinU;
Hyz:AF,0<e
H;y:A;z: Ajw: Pk, ely/z] < e[z/x]
H;z: A
fAgly:{y: Al Plz/2]} = Blg,y/f, =]}
F, B=B"inT;

Ht, {a,b) = {d, V') in Xz:A.B
(53)
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Hb, {f|z:A->B}={f|x:A' > B'} inU;
(63)



Ht, A type

H;y:A;z: Ak, P type
Hyz:AF,0<e
H;y:A;z: Ajw: Py, ely/z] < e[z/x]

H;x: A
f:igly:{y: A[Plz/=]} = Blg,y/f, ]}
., B type
HF, {f|z:A— B} type
(64)
Hb, {f|z:A— b} type
H;z:AbF,b="0"in B[Az.b/f]
HbE, dzb=eb in {f|z:A— b} (65)

HF,g=¢g in{f|x:A—-B} Hbt,a=d inA
HF,ga=gad in Blg,a/f,x]

(66)

H;z:AbF, g1z = gaxw in Blg1/ f]
Hb, {f]|z:A— B} type

Hb, g1 in {f|x:A1 = By}
HE, g2 mn {f|1’A2 —)BQ}

HF, g1 =¢2in{f|z:A— B}

Partial Types

Hb, T=T inU; HF,T total
H-,T=T inU;

HF, T total
Ht, T type

HbF,t=tinT HF,T type
HF,t=tinT

H;l’ : (tl ! Tl) l_,, t1 :t2 m T
HbE,t1 in! T, &ty in! Ty H+, T type

HbF,ti=tainT

(71)

Hbt, f=finT—-T HWF,T admiss
H &y fie(f) = fie(f') in T

(72)

HbF, T, <T» HF, T, total
H- T <D

(D73)
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Convergence

HbF, tin!T' Hb,tinT
HbF, tn!T (74)
Hr,tinT t ical)
Hr, il T canonica (75)
HbE,tm!'T
HF,tinT (76)
HbF,tin!T Hb,t=tinT
Hr,t=tinT (77)
Hyz:Tk,zin!T HF, T type
H*F, T total (78)
HtF,timT H,T total
HbF, tin!T (79)
Hb, let t=tiintain! B HF,t;in A
HEF,t; i A (80)

Sequencing
Hb,t, =t inB
H;a::Bl—,,tQZt’zinZ H I, A type
HF, (let z=tinty) = (let x =1, inth)in A

(81)
Ht,t;m!'B H;z:Bhlk,tyin A
HE, (let x =11 inty) =tat1/x]in A (82)
Set
HI—VA:AI ZW,UZ
H;xz: A+, Bin[;
H;z:AF, B inTU;
H;x: A+, B& B
HF,{z:A|B}={z:A"|B'}inT; (83)
HbF, Atype H;z:Al, B type
HbF, {z:A|B} type (84)
Hb+-,a=d in A
H +, Bla/z] Ht, {z:A|B} type
HF,a=d in{x:A|B} (85)



Hyx:Av, B type H;x:Ay:B;J+F,C

Hb,tinT HbEF,t inT

Hyz:{z:A|B};JF,Cas

Note that in Rule 86, y may not appear free
C or s, by convention.

Quotient

Hb, T=T inT;
H;z:T;y: Tk, Einj
H;x:T;y:Tht, E"inTU;
H;z:T;y: T+, E& E'
H;z:Thk, E[z/y]
Hyz:T),y:T;z: Etr, Ely,z/z,y]
Hyx:T)y:T;z:T;
w: Ew': Ely, z/z,y] by E[z/y]
HtF,zyT//E =zyT'//E" in T;

HF, T type
H;xz:T;y: Tk, E type
H;z:TV¢, Ez/y]
H;z:T;y:T;z: E+, Ely,xz/z,y]
Hyx:T)y:T;z:T;
w: Ew' : Ely,z/z,y] b, Elz]y]
Ht, zy:T//E type

HF,t=tmT HVW,zyT//E type
Ht,t=t izyT//E

HbF,tinT
HEbF,ein E[t,t'/z,y]

H-,t'inT

HtF, zy:T//E type

Hb,t=t"inzyT//E

H;x:A;y: AF, E type
H;z: (zy:T//E); JF, T type
Hyz:Ajy:A;z:B; JF, s=5"[y/x]in T

H;z: (zyT//E);JF,s=8 T
Every Type
HE,EcU;

HtF,tin!'T HEF,t in! T
HE, t=t inE

i Ht,t=t"in Top (94)
(8? Ht, T total
e H+,T<E (D95)
Equality Type
H+-,T=TinT;
Hb,ti =t inT Hb,to=tyinT
Hb,(ti=tinT)=(t; =th inT") inTU; (96)
HtF, T type HF,t1inT HEF,t2inT
Ht, (t1 =t2in T) type (97)
(87) Hi,t=tinT
HbF,xin(t=t1inT) (98)
Hyz:(t=tinT);J*/z]tF, Clx/x] < s[x/z]
Hyz:(t=t'inT);JF,Cas
(99)
Subtyping Type
(88)
Hb, T\ =T inU; Hb, Ty =T, in U
Hb, (I, <T) = (T} <T) inU; _ (100)
(89) Ht, Ty type HFE, T5 type
HF, (Th 2 7T>) type (101)
Hb,T<T
Hb, xin (T <T) (102)
(90) :
Hyz: (T LT"); J*/z] b, Clx/x] < s[*/z]
Hiz:(T<T);JF, Cas (103)
Inequality Type
HbF,ny=n{imZ HkF,n,=nlinZ
(91) HEy (m <nz) = (ny <nj) in U (104)
HbF,n<n'
HbF,xin(n<n' 105
(2) (n < n') (105)
H;z:(n<n');Jx/z]F, Clx/z] < s[x/x]
(93) Hyz:(n<n');JF,Cas (106)
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Convergence Type Totality

HtE, T total
H+,T=T' inU; HF,t=tinT HF, T type (119)
HF, (tinlT) = (' i T") in U; (107)
Ht+, U; total (120)
Hb, tinT
HbE, (tin!T) type (108) H F, Void total (121)
Hb,tm!T H F, Atom total (122)
HF, xin (tinl T) (109)
H +, Z total (123)
H;z: (tin! T); J[x/z] by, Clx/x] < s[x/x] HF, (A+ B) type
Hyz:(ti!T);JF,Cas (110) HF, (A+ B) total (124)
Totality Type Ht, (X2:A.B) type
HF, (Zz:A.B) total (125)

HF,T=TinT;
HF, (T total) = (T" total) in U; (111)

Ht, (IIz:A.B) type

HF, (Ilz:A.B) total (126)
HWFE, T type
HF, (T total) type (112)
Hb, Atotal HF, {z:A]|B} type
HbF, {z:A|B} total (127)
HF, T total
HFE, xin (T total) (113)
H*F, A total HtF, (zy:A//B) type
Hiz: (T total); Jx/a] by Clw/a] < s[x/2] A (2y:A//B) total (128)
H;z: (T total); JF, C as (114)
Ht+, E total (129)

Admissibility Type
Hb, (t=tinT) type
HE,T=TinU; HF, (t=t inT) total (130)
HF, (T admiss) = (T' admiss) in U;  (115)

HbF, (T XT") type
HWE, T type HF, (T 2T total (131)
HF, (T admiss) type (116)

Ht, (tin! T) type
Ht, (tin!T) total (132)

Ht, T admiss
Ht, % in (T admiss) (117)

HF, (T total) type
HF, (T total) total (133)

H;z: (T admiss); J[x/z] b, Clx/z] < s[x/x]
H;z: (T admiss); JF, C<s

H F, (T admiss) type
(118) Ht+, (T admiss) total (134)
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Admissibility

Ht, T admiss

HF, T type (135)

H +, Void admiss (136)

H t+, Atom admiss (137)

Ht+, Z admiss (138)

HtF, A admiss H +, B admiss
HF, (A+ B) admiss (139)
HF, A admiss H +, B admiss (z : A)

HF, (¥2:A.B) admiss (140)

H;z:Al, B admiss H t+, (IIz:A.B) type
HF, (IIz:A.B) admiss

(141)
HF, T admiss H+, T type
HF, T admiss (142)
HF, A admiss
H F, B admiss (z : A)
H;z:A;y:|B+, B
HF, {z:A|B} admiss (143)
HF, A admiss
H &, Blmi(z),m2(2)/x,y] admiss (z : A x A)
Hyx:Ay:A;2:lB+, B
Hl, zy:A//B type
HF, zy:A//B admiss
(144)
Ht+, E admiss (145)
HE, (t=tinT) type
Hbt, (t=tinT) admiss (146)
HE, (T XT') type
HF, (T T admiss (147)

Ht, (t<t) type
Hf, (t<t

admiss

Ht, (tin! T) type
HE, (tin!T) admiss

HF, (T total) type
Ht+, (T total) admiss

H F, (T admiss) type
HF+, (T admiss) admiss

More Admissibility Type
H-, A=A inT;
H;z:A+, B=B" inT;

Ht, (Badmiss (z: A)) =
(B’ admiss (z : A")) in U;

Ht, Atype H;z:Al, B type
H -, (B admiss (z : A)) type

HtF, Badmiss (z : A)
H F, xin (B admiss (z : A))

H;z : (B admiss (z : A)); J[x/x]
F, Clx/z] < s[x/x]
H;z:(Badmiss (z:A));JF,Cqas

Hl—,,A:A'in[Ui
H;z: A+, B=B"inTU;

H +, (B weoadmiss (z : A)) =
(B' weoadmiss (z : A")) in U;

Ht, Atype H;z:Al, B type
H -, (B wcoadmiss (z : A)) type

H +, B wcoadmiss (z : A)
H +, x in (B wcoadmiss (z : A))

H;z : (B wcoadmiss (z : A)); J[x/z]
F, Clx/z] < s[x/x]

H;x: (B wcoadmiss (z : A)); J , C'<s

(148)

(149)

(150)

(151)

(152)

(153)

(154)

(155)

(156)

(157)

(158)

(159)



Ht+, A mono

Ht, A=A"inT; Ht+, A admiss (172)
H;z:AF, B=B inU;
H F, (B coadmiss (z : A)) = (160) HF, T type
(B' coadmiss (z : A")) in U; H t, Void coadmiss (z : T') (173)
Ht, Atype H;z:AlF, B type H F, Void mono (174)
H +, (B coadmiss (z : A)) type 161
( (z: 4)) ty (161) Hh T type
H F, Atom coadmiss (z : T') (175)
H +, B coadmiss (z : A)
H b, % in (B coadmiss (z : A)) (162) H F, Atom mono (176)
HF, T type
H:z : (B coadmiss (z : A)); J[x/z] H F, Z coadmiss (2 : T) (177)
Fo Clx/x] < s[*/z]
H;z: (Bcoadmiss (z: A)); JF, Cas  (163) H +, Z mono (178)
Ht, Aadmiss (z:T)
HF, T=T inT; Ht, Badmiss (z:T)
H F, (T mono) = (T" mono) in U; (164) HF, (A+ B)admiss(z:T) (179)
HE T type H F, A wcoadmiss (z : T)
H (I mono) type (165) H F, B wcoadmiss (z : T)
i :T 1
H b, T mono Ht, (A+ B) wcoadmiss (x : T) (180)
H F, xin (T mono) (166)
H F, Acoadmiss (z : T)
H:z : (T mono); J[x/z] b, Clx/z] < s[x/z] H -, B coadmiss (¢ : T')
H;z: (T mono);JF, Cdas (167) H by (A+ B) coadmiss (z : T) (181)

More Admissibility
HF, A mono HF, B mono

Ht, Aadmiss (z:T) HF, T (¢ A) Ht, (A+ B) mono (182)

Ht, A admiss (168)
) HF, Aadmiss (y: T)
HF, A admiss HF, T type A Hty, Blri(z),m(2)/y, z] admiss (z : Sy:T.A)
s H T gy
HF, Aadmiss (z:T) (169) Ht, (X2:A.B) admiss (y : T)
(183)
HE, At HF, Tt
T 1 ypbe s (2 ;:[))e (x & A) (170) Ht, Awcoadmiss (y : T)
v £ WCOAAmISs (T - H;y': Tz : Aly'/y] by B weoadmiss (y : T)
H;y:TtF, Xx:A.B type
H I, Acoadmiss (z : T) Ht, (X2:A.B) wcoadmiss (y : T)
H t+, Awcoadmiss (z : T') (171) (184)
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H+, Acoadmiss (y : T)
H &, Blm(z),m(2)/y, z] coadmiss (z : Ty:T.A)

Ht, (X2:A.B) coadmiss (y : T')

(185)
Ht, Amono H;z:AtF, B mono
HF, (Z2:A.B) mono (186)
H +, A wcoadmiss (y : T)
H;y' :T;x: Aly'/y] +, Badmiss (y: T)
H;y:Tk, llx:A.B type
Ht+, (Ilz:A.B) admiss (y : T') (187)
Hbt, Amono H;z:AtF, B mono
H +, (IIz:A.B) mono (188)

HF, Aadmiss (z:T) H;z:TF, A type
HF, Aadmiss (z : T)

(189)

Ht, Aadmissy : T
H &, Blmi(z),m2(2)/y, z] admiss (z : Zy:T.A)
Hyy:T;x:A;z:|B}+, B
H;y:TtF,{z:A|B} type

Hbt, {z:A|B}admiss(y:T)

(190)

Ht, Awcoadmiss (y : T)

H;y': Tz : Aly'/y] b B weoadmiss (y : T)

H;y:Tt, {z:A| B} type
HF,{z:A|B}wcoadmiss (y : T)

(191)

Ht+, Acoadmiss (y : T)
H &, Bri(z),m2(2)/y, z] coadmiss (z : Xy:T.A)

Ht,{z:A|B}coadmiss (y : T)
(192)

HF, Amono HVt,{z:A|B} type
H*F, {z:A|B} mono

(193)
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HbF, Aadmissz: T
H by Bl (), m (s (), 7 (2 (1)) /2, ]
admiss(w : ¥z:T.(A x A))
H;z:T)x:A;y:Aw:|B+F, B
H;y:Tt, zy:A//B type
HF, zy:A//B admiss (z : T)

(194)
HF+, Awcoadmiss (z : T')
H;:2' :Tyx: Al2'/z];y : Al2'/2] k.,
B wcoadmiss (z : T')
H;z:Tt, zy:A//B type
HF+, xy:A//B wcoadmiss (z : T') (195)

Ht, Acoadmiss (z: T)
H by Blm (w), m (m2(w)), m2(m2(w)) /2, 2, y]
coadmiss(w : Ly:T.(A x A))

Ht, zy:A//B coadmiss (z : T')

(196)
HF, Amono HF,zy:A//B type
HtF, zy:A//B mono (197)
HF, T type
H F, E coadmiss (z : T) (198)
H +, E mono (199)
HF, Aadmiss (z : T)
H;z:Tht, (a=ain A) type
HF,(a=a'in A)admiss (z : T) (200)

H +, Acoadmiss (z : T')
H;z:Tht, (a=ain A) type
HbF,(a=ad" in A)coadmiss (z : T') (201)

HF, (a=ad in A) type
HF, (a=ad in A) mono (202)

H;z:Thk, (a<da') type HF,T type

Ht, (a <a')admiss (z: T) (203)



H;x:TF,
Ht,(

(a<a') type HFE, T type
a < a') coadmiss (z : T')

(204)

HFE, (a<d) type
Ht, (a<a')in A) mono

(205)

H;z:Tht, (ain! A) type HbE, T type
H*F, (ain! A) admiss (z : T)

(206)

H;z:Tt, (ain! A) type HtE, T type
Ht, (ain! A) coadmiss (z : T)

(207)

H*FE, (ain! A) type
Ht, (ain! A) mono

(208)

H;y:Tk,dinT, +T>
Hyy:T;x:Ty F, A type
H;y:T;z:T>+, B type
HF, Alm (2),m2(2) /]y, x]
admiss(z : Ly:T.11)
H &, Blri(z),m(2)/y, ]
admiss(z : Ty:T.T»)

H &, case(d,z.A,z.B) admiss (y : T')

(209)

H;y:Tk,dinT, +T>

Hyy:T;x:Ty F, A type

H;y:T;zx:T>+, B type

H &y Alm(2),m2(2) /3, ]
wcoadmiss(z : Ly:T.1y)

H' Bl (2),m(2) y,7]
weoadmiss(z : Xy:T.T»)

H &, case(d,z.A,z.B) weoadmiss (y : T')

(210)

Hyy: Tk, dinTy + T,

H;y:T;xz:TyF, A type

H;y:T;z:T>F, B type

H &y Alm (2),m2(2)/9,3]
coadmiss(z : Xy:T.11)

Ht+, B[m(2),m(2)/y, x]
coadmiss(z : Xy:T.T5)

H -, case(d,z.A,z.B) coadmiss (y : T')

(211)

Classical Rules
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H VPP, |(PV —P) < \x.x (XM)

Ht+, Awcoadmiss (v : T) H;x:TF, A type

H +, A wcoadmiss (z : T)
(PWC)

HF, Acoadmiss (z:T) H;z:TF, A type
H F, A coadmiss (z : T')

(PC)

Hr, A=A"inT;
Hyy:A;z:AF, PinT;
HF,-3f N> AVu:NP[f(n+1),fn/y,z])
H;z: A;
fAgly:{y: Al Plz/2]} = Blg,y/f, =]}
F, B=B'"inU;

Hb, {f|z:A->B}={f|x:A' > B'} inT;
(VF)

A;z: Ak, P type

v 2(3f:N—= A Vn:N. P[f(n + 1), fn/y,z])
x: A;
fAgly:{y: Al Plz/2]} = Blg,y/f, =]}
F, B type

F, A type
E
o

’

H
H
H
H

HF,{f|z:A— B} type
(VFT)



Appendix C

Proofs

Lemma C.1 IfT € U; and T ~T' then T =T' € U;.

Proof

It is easy to verify that the statement holds for all 7" if it holds for canonical T'. Therefore I
assume, without loss of generality, that 7" is canonical and prove the statement by induction
on the structure of T'. I show the function and partial type cases, the other cases are similar.

Suppose T' € U; and T ~ T' where T = Ilz:A.B. Then (for some A, B’) T' || Hx:A'.B’
where A ~ A" and B ~ B’. By induction A = A’ € U;. Suppose a = o’ € A. Then
Bla/z] = Bld'/z]) € U; and Bla'/z] ~ B'[a’/z] so, by induction, Bla'/z] = B'[d'/z] € U;. Tt
follows that Bla/x] = B'[a'/z] € U; so T =T € U;.

Suppose T € U; and T ~ T' where T = A. Then (for some ATy A’ where A ~ A'. Since
A € U, it follows by induction that A= A’ € U;. Hence A=A’ € U; soT =T'€U;. O

Theorem 4.3 If T typeand T' ~ T’ then T =T". If t e T and t ~ ' thent =t' € T.

Proof

The first part is shown by a similar argument to Lemma C.1. For the second part, it is easy
to verify that the statement holds for all 7" if it holds for canonical T'. Therefore I assume,
without loss of generality, that T is canonical and prove the statement by induction on the
structure of T'. The case where T' = U; follows from Lemma C.1. I show the function and
partial type cases, the other cases are similar.

Suppose t € TTz:A.B and t ~ t'. Then (for some b) t |} Az.b. Therefore (for some v') ¢’ |} Az.b/
and b ~ V. Suppose a = o' € A. Then bla/z] = bla’/z] € Bla/z] and bla’/z] ~ b'[d’/z]
so, by induction, b[a’'/z] = V'[a'/z] € Bla/z]. Tt follows that bla/z] = b'[a’/x] € Bla/x] so
t=1t'ellz:A.B.

Suppose t € T and t ~ t'. Certainly ¢t/ < #'|. Suppose t|, then ¢ € T. By induction
t=t €T and hencet =t € T. O

Lemma C.2 If z appears actively in t and t[e/x]] then el.

Proof

By induction on the structure of .

89



Lemma 4.6 If z appears actively in ¢ then t[e/z] ~ let = = e in t.

Proof

This proof makes use of Proposition 5.4 and Lemma 5.5, but those facts are shown without
using this lemma. I first show that let * = e in t < t[e/z]. Let o be a substitution such
that o(let £ = e in t) and o(t[e/x]) are closed and suppose, without loss of generality, that
o does not substitute for z. Suppose further that o(let z = e in t)]. Then o(e)l so let
o(e) § v. Note that o(e) ~ v. Therefore o(let x =eint) =let x =o(e) in o(t) < let z =
vin o(t) < o(t)|v/z] < o(t)[o(e)/z] = o(tle/z]). Hence let = = e in t < e[t/x].

I now show that tle/z] < let = e in t. Again suppose o(let z = e in t) and o(tle/x]) are
closed and suppose, without loss of generality, that o does not substitute for . Suppose

further that o(t[e/z]){. Note that the active positions of ¢ are also active in o(¢). By Lemma
C.2, o(e)). Thus o(tle/z]) < o(let x = e in t) in a similar manner as before. O

Lemma 4.10 If 7 is a type system, then for each OP € TYPES, OP(7) is a type system.

Proof

By tedious verification of all cases. The only subtle argument is for unique valuation: For
each operator other than VFUN, the existential prefix’s instances are uniquely given by 7, T'
and T'. (Parametric variables (e.g., 5_)) are unique over the membership of o.) Therefore
¢ is uniquely given for operators other than VFUN.

For the VFUN operator the term P is not uniquely given by 7, T and T’. The relations
<, p(=,—), and ~y_) also are not, but they are unique when also given P. Further, it is not
obvious that §_ _) is uniquely given by 7, T' and T’, but again it is clearly unique when also
given P. Suppose ¢ and ¢ are different equalities resulting from terms P and P’. Define <
and <’, v and +/, and so forth, to be the various relations resulting from P and P'. We wish
to show that ¢ ¢ ¢ implies ¢ ¢’ t’. Suppose t ¢ t'. Then t |} Az.b and ¢’ || Az.b'. It remains to
show that bla/x] §,q) V'[a’/z] implies bla/x] 6Et,a) V'[a’/x] whenever a « a'. However, d(; 4

and 5Et o) ATe identical relations when they are both defined, so it suffices to show that 5& a)

is defined for all @ o a. This may be shown by induction using the order <'. O

Lemma 4.11 If
e 7 is type symmetric and type transitive, and
e 7 defines only universes (that is, if 77T'¢ then T || U; for some i), and
o CLOSE(7)T1T{¢1 and CLOSE(T)T2T5¢p2, and
o cither ' =Ty or Th =Ty,

then either 7T1T{¢1 and 7T%Ty¢p2, or for some op € TyPES, OP(CLOSE(T))T1T|¢1 and
OP(CLOSE(T)) T2 Ty .

Proof

By inspection.
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Lemma 4.12 If 7 is a type system and if 7 defines only universes, then CLOSE(7) is a type
system.

Proof
All but unique valuation and type transitivity are directly by Lemma 4.10 and induction.
Unique valuation and type transitivity are by Lemma 4.11 (to ensure both antecedents are
from the same case), then by Lemma 4.10 and induction. O

Lemma 4.13 For all ¢, UNIV; and NUPRL; are type systems.

Proof

By complete induction on 7.

Theorem 5.1 There exist inadmissible types.

Proof
This example is due to Smith [92]. Let the type T and the function f be defined as follows:

T ¥ SN N). (N ha in! N) - Void)
def
= Ap.g, Ay %)

g © if © <0 then 0 else m (p)(z — 1)

It is easy to verify that T type. We wish to show that f has type T —T. Supposet =t € T.
We need g[t/p] = g[t'/p] € N— N and \y.x € (Ilz:N. (g[t/p])z in! N) — Void. The former
is easily shown; to show the latter, I assume that (g[t/p])n converges for every natural
number n and draw a contradiction. It follows that IIz:N. (g[t/p])z in! N is empty and
Ay. * is vacuously a function from any empty type to Void. Suppose (g[t/p])n converges for
every natural number n. Then the term if n < 0 then 0 else m(t)(n — 1) also converges
for every natural number n. It follows that ¢, since m(¢)(0)J, and hence ¢ € T. Thus
(IIz:N. 71 (t)(z) in! N) — Void is inhabited (by m2(t)) and consequently it cannot be the case
that 71 (¢)(n)l for every natural number n. But this is a contradiction since my(¢)(n — 1)}
for every n > 1. Therefore f € T —T.

However, it is not the case that fizr(f) € T. Suppose fiz(f) € T. Then fiz(f) € T since
fiz(f) converges (in two steps). Thus ma(fiz(f)) € (Ilz:N. 7y (fiz (f))(x) in! N)— Void, which
implies that 7 (fiz(f)) is not total on N, but it is easy to show by induction that 7 (fiz(f))
is in fact total (on N). Therefore fiz(f) ¢ T and hence T is not admissible. 0

Lemma 5.5 If e < ¢’ and t < t’ then e[t/z] < €'[t'/x].

Proof

The proof is a straightforward application of Howe’s method. In order to keep this proof
brief, I draw from the terminology and results of Howe’s paper [53] and will not repeat the
definitions or lemmas. I write ¢ |\* ¢ when ¢ |l ¢ in k steps and ¢ L <¥ ¢ when ¢ || ¢’ in less
than k steps. It is sufficient to show that each of the noncanonical operators are extensional.

Case 1: Suppose t = ejeq, t' = €le}y, and a are closed. Suppose further that ¢ ||* a,
e; <* e; and the induction hypothesis holds (for every closed ui, us and wu, if uy U<k uy
and u; <* u then uy <* u). Then e; §<¥ Az.b and bley/z] ¥ a. By the induction
hypothesis, Az.b <* ¢|. By Howe’s Lemma 2, there exists b’ >* b such that e} | A\z.b/. By
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Howe’s Lemma 1, bleg/x] <* b/[e},/z]. By the induction hypothesis a <* ¥/[e},/z]. However,
t' —=*'[el,/x] so b'[el,/z] < t'. Consequently a <* ¢/, as desired.

Case 2: Suppose t = case(e, z.e1,z.e3), t' = case(€',z.€], z.€}) and a are closed. Suppose
further that t ¥ a, e <* €/, e; <* €} and the induction hypothesis holds. Then e || <¥ inj ;(b)
(for some j = 1 or 2) and e;[b/z] <% a. By the induction hypothesis, ing;(b) <* e
By Howe’s Lemma 2, there exists b’ >* b such that e’ || inj;(b'). By Howe’s Lemma 1,
ej[b/z] <* €;[b'/x]. By the induction hypothesis, a <* €;[b'/z]. However, t' —* e}[v'/z] so
ej[v'/z] < t'. Consequently a <* ¢/, as desired.

Case 3: Suppose t = 7;(e), t' = m;(e') and a are closed. Suppose further that ¢ ||* a,
e <* ¢ and the induction hypothesis holds. Then e |<* (b;,by) and b; ¥ a. By the
induction hypothesis, (b1, b2) <* ¢/. By Howe’s Lemma 2, there exist b} >* by and b}, >* bo
such that ¢’ |} (b}, b5). By the induction hypothesis, a <* b}. However, ¢’ — b so a <* ¢'.
Case 4: Suppose t = (e; =4 e2), t' = (€] =4 €}) and a are closed. Suppose further
that ¢ ¥ a, e; <* ei and the induction hypothesis holds. Then, for some atoms «; and as,
e; 4<F a;. If a1 = a then a = true and otherwise ¢ = false. By the induction hypothesis,
a; <* ei. By Howe’s Lemma 2, ¢} | ;. Hence t' || a, so ¢ <* t’. The cases for =z, <z and
@ are similar.

Case 5: Suppose t = let © = ey in ez, t' = let © = €} in € and a are closed. Suppose
further that ¢ |* a, ey <* €/, ez < €}, and the induction hypothesis holds. Then e; ||<F v
and es[v/z] |<¥ a. By the induction hypothesis, v <* €}. By Howe’s Lemma 2, there exists
v" >* v such that e} | v'. Then by Howe’s Lemma 1, ex[v/z] <* €}[v'/z]. By the induction
hypothesis, a <* e}[v'/z]. However, t' —* e[v'/x] so a <* .

Case 6: Suppose t = fiz(e), t' = fiz(e/) and a are closed. Suppose further that ¢ ¥ a,
e <* ¢ and the induction hypothesis holds. Then e |<F A\z.b and b[fiz(e)/z] | <¥ a. By
the induction hypothesis, Az.b <* €. By Howe’s Lemma 2, there exists ' >* b such that
e’ || Az.t/. By Howe’s Lemma 1, b[fiz(e)/x] <* V'[fizx(e')/x], since fiz(e) <* fiz(e'). By the
induction hypothesis, a <* ¥/[fiz(e')/x]. However, t' — b'[fiz(e')/z] so a <* t'. 0

Lemma 5.7 If e [t/z] — ey, and ey [t/x] is closed, and ¢ is closed and noncanonical, then either

e there exists e}, such that for any closed ', e1[t'/z] — €4[t'/x], or

e there exist ¢} and ' such that e; = €|[z/y], t — ¢’ and for any closed t", €| [t",t/z,y] —
ey [t",t' [z, y).
Proof
Suppose e; = z. Then t = eq[t/z] — ey. Let €} =y and t' = ey. Then €/|[t",t/x,y] =t —
t' = €l [t",t'/z,y]. The remaining cases are by induction on the derivation of e;[t/x] — es.
I show the lambda rules; the other cases are similar.

Suppose the rule used is:

(Az.b)a — bla/z]
The term e [t/z] must have the form of a lambda abstraction applied to an argument. Thus

e1 must be of the form (\z.b)a, since e; = x is already handled and e; = z ¢ is impossible
because ¢ is noncanonical. Let e}, = b[a/z] and suppose ¢’ is closed. Then:

altfe] = Owbltfa])(alt /2]
b[t'/x](alt' /z]/2)

bla/z][t' )] (since t' is closed)
et/

m-m-
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Suppose the rule used is:
fef

fa— f'a

Then it must be the case that e; is of the form f; a (since e; = z is already handled) and
fi[t/z] — fa (for some fy). Hence the induction hypothesis holds for fi. Suppose the first
case holds: there exists f} such that for any closed ¢/, fi[t'/z] — f4[t'/z]. Let e}, = f}a and
suppose t' is closed. Then:

er[t'/x] (f1[t'/z])(alt' /x])
(fo[t' /])(alt'/x])

es[t' /]
Suppose the second case holds: there exist f| and ¢’ such that f; = f{[z/y], t — ¢’ and for
any closed ¢, f{[t",t/z,y] — fi[t",t'/x,y]. Let €| = f{ a and suppose ¢" is closed. Then:

eft” t/z,y] (filt",t/z,y]) (alt", t/z, y])

(filt", t/z,y)) (a[t”",t'/2,y])  (since y is not free in a)
(filt", ¢z, y])(alt", ¥ [z, y])

erlt’ . t'/z,y]

-

-3

|

Lemma 5.8 For all f, e; and ey (where f is closed and x is the only free variable of eq),
there exist j and e}, such that if e1[fiz(f)/z] —* ez then es = e}[fiz(f)/z] and for all k& > j,
ey[f*7 /] < eal f* /).
Proof
I show the lemma, for evaluations of length exactly one. The result then follows by induction
on the length of the evaluation sequence, summing the numbers j.

Use Lemma 5.7. Suppose the first case holds: there exists €}, such that for any closed ¢,

ei[t/z] = ey[t/z]. Then ei[fiz(f)/z] — eh[fir(f)/z] and, for any k, ei[f¥/x] — eb[f¥/x].

Thus e4[f¥=%/z] < e1[f*/z]. Suppose the second case holds: there exists e| such that e; =

ei[z/y], and for any closed ¢, €\[t, fir (f)/x,y] — €|[t, f(fix(f))/z,y]. Let ey = €\[f z/y].

Then e [fiz(f)/x] = eblfiz(f)/x]. Suppose k > 1, then eh[f¥~1/z] = e\ [f*1, f¥/z,y] <

A LfE f* e, y) = e[ f* /). O
Theorem 5.9 For all f, ¢ and e (where f is closed), if V5. e[f7/z] < t, then e[fiz(f)/z] < t.
Proof

By induction on [ that for all f, ¢ and e (where f is closed), (V4. e[f?/z] < t) = e[fiz(f)/z] <
t. The result follows by the definition of <. The basis is trivial.

Assume the induction hypothesis for [ and Vj.e[f//z] < t. Let o be a substitution such
that o(e[fiz(f)/z]) and o(t) are closed and suppose, without loss of generality, that o does
not substitute for z. Then o(e[fiz(f)/z]) = ole)lfiz(f)/z], o(e[f’/x]) = o(e)[f’/z] (for
any j), and the only free variable of o(e) is . Suppose o(e[fiz(f)/z]) | ¢/. By Lemma
5.8, ¢ = €"[fir(f)/x] and, for some j and all k& > j, €"[f* 7 /x] < o(e)[f¥/z]. Then, by
assumption and transitivity, V& > j.e"[f*77/z] < o(t). Therefore, changing variables to
replace k — j with k, e”[f*/z] < o(t) for any k.

Let ¢ = 0(Z.t1,. .., %y, t,) (and suppose, without loss of generality, that = does not appear
in any ;). Then o(t) § O(F.t],...,Tnt)) where, for 1 < i < n and any k, t;[f*/z] < t..
By induction, ¢;[fiz(f)/z] <; t;, for any i. Therefore o(e[fiz(f)/z]) <;+1 o(t) and hence
elfiz(f)/#] <i41 t. O
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Lemma 5.18
e Adm(A+ B |y:S)if Vs € S.(A+ B)[s/y] type and Adm(A |y :S) and Adm(B |y : S).

e Adm(Xz:A.B|y:S) ifVs € S.(Xx:A.B)[s/y] type and Xy:S.A type and Adm(A |y : S)
and Adm(B[m(2),m2(2)/y, z] | z : (Xy:S.4))

o Adm(Void |y :S), Adm(Atom |y :S), Adm(Z |y : S) and Adm(E |y : S)
e Adm(a; =agin A|y:S)if Vs € S. (a1 = az in A)[s/y] type and Adm(A |y :S)

® dm

(
(

e Adm(a; < azly:S)
(A|y:8)ifVs € S.A[s/y] type and Adm(A |y : S)
(

e Adm(ain! A|y:S) ifVs € S.(a in! A)[s/y] type
Proof

I show the product and equality cases; the other cases are similar but easier.

Case 1: For the product case, let f, ¢, ¢ and e be arbitrary. Suppose e/ € S and
j is such that V& > j.elfl € S Al = ]l ¢ (2z:4.B)[elfl/y]. It is necessary to show
that t] = ¢ € (Bz:4.B)[el’l/y]. Since e*! € S, it follows that (Xz:A.B)[el“]/y] type.
Both U and ¢/ converge to pairs, so, by Corollary 5.6, t“) | (a,b) and ¢ | (a',d')
for some terms a, b, o’ and V. To get that b = ¥ € Blel!/y][a/z], it suffices to show
that mo(tl“]) = mo(t'*)) € Blel“!/y][m1 (t*))/z]. Rearranging, it suffices to show equality in
Bl (2), m(2)/y, all{e, m (1)) /2],

Since Adm(BIm(z), m2(2)/y, x] | z : (Xy:S.A)), it suffices to show that (e, my (t))[“’} € Xy:S.A
and Vk > j. (e, (t))¥] € By:S. A A mo (t*]) = mo (%)) € Blmy(2), ma(2) [y, z][(e, w1 (£))F] /2]
The former will follow from a € A[e“!/y] and the supposition. The left half of the latter also
follows from the supposition. Rearranging the right half, it suffices to show that Wz(t[k]) =
mo (%)) € Blel® /y][m; (t*]) /2], which follows from the supposition. The proof that a = a’ €
Alell/y] is similar but easier. Hence t“] = ¢'l“] € (Zz:A4.B)[el! /y].

Case 2: For the equality case, again let f, ¢, t' and e be arbitrary. Suppose ¢! € § and j
is such that Vk > j.el¥l € SAtFl = ¢l € (a1 = ay in A)[elF/y]. It is necessary to show that
tl = 'l € (a; = ag in A)[ell/y]. Since el] € S, it follows that (a1 = ag in A)[el! /y]type.
Both ¢l and #'l7] converge to *, so, by Corollary 5.6, t*} and #/[! converge to . It remains
to show that a;[el“! /y] = ag[ell /y] € A[el! /y]. Since Adm(A|y : S), it suffices to show that
VEk > j.ell € S Aaq[el*!/y] = as[el*!/y] € A[el¥]/y]. This follows since (a1 = ay in A)[el*]/y]
is inhabited for all £ > j.

Lemma 5.20 Adm(IIz:A.B |y : S) if Vs € S. (Z2:A.B)[s/y] type and WCoAdm(A |y : S) and
Vs € S,a € Als/y]. Adm(Bla/z] |y : S)

Proof

Let f, ¢, ¢ and e be arbitrary. Suppose e¢l“! € § and j is such that V& > j.elfl € § A
thl = ¢l € (TIz:A.B)[elFl /y]. T need to show that ¢! = ¢/l € (TIz:A.B)[el“] /y]. Since
el € S, it follows that (ITz: AB)[ /y] type. Both ti! and #'V] converge to lambda
abstractions, so, by Corollary 5.6, ¥l || Az.b and ¢ || Az. b’ for some terms b and b'.
Suppose a = a’' € Alel¥ /y] To get that bla/z] = ¥'[a’/z] € Blel“), a/y, z] it suffices to show
that t“lg = t“la’ € Blel“) a/y, z].
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Since el! € S, it follows that Adm(B [a/m] | y : S). Therefore, it suffices to show that for
some j' and all k > j', ti¥lg = ¢'lF ]a € Blel¥, a/y, z]. Since WCoAdm(A |y : S), there exists
4" such that Vk > j".a = o’ € AlelF]l /y]. Therefore j' = max(j, j") suffices. |

Lemma 5.21

e A+ B is (weakly) coadmissible for y in S if Vs € S. (A + B)[s/y] type and A and B are
(weakly) coadmissible for y in S

e WCoAdm(Xz:A.B |y : S) if Vs € S.(2z:A.B)[s/y] type and WCoAdm(A |y : S) and
Vs € S,a € Als/y]. WCoAdm(B[a/z] |y : S)

e CoAdm(Xz:A.Bly: S)ifVs € S.(Xz:A.B)[s/y|type and Xy:S. Atype and CoAdm(Aly : S)
and CoAdm(B[m(z),m2(2)/y,z] | z : (Xy:S.A4))

e Void, Atom, 7Z and E are strongly or weakly coadmissible for ¢ in any S
e CoAdm(a; =agin Aly:S) if Vs € S. (a1 = ag in A)[s/y] type and CoAdm(A |y : S)
e a; < ag is strongly or weakly coadmissible for ¢ in any S

e Ais (weakly) coadmissible for y in S if Vs € S. A[s/y] type and A is (weakly) coadmissible
for y is S

e a in! A is strongly or weakly coadmissible for y in S if Vs € S. (a in! A)[s/y] type

Proof

The proof is largely similar to the preceding proofs, but inverted. I show the proofs for full
coadmissibility of products and partial types.

Case 1: For the product case, let f, t, ¢’ and e be arbitrary. Suppose ¢! € S, j is such that
Vi > j.elfl € S, and tl] = ¢/l € (B2:A4.B)[el“!/y]. Tt is necessary to show that there exists
4" such that Vk > /.t = ¢'Fl ¢ (S2:A.B)[elFl/y]. For any k > j, (Sz:A.B)[el*/y] type.
Both t“! and ¢ converge to pairs, so, by compactness, there exists some j” such that for all
k> j", tik and t*] converge to pairs. Thus it suffices to show that for some j' > max(j, ;")
and all k& > j', w1 (t*) = 7 (1)) € A[el¥l /y] and mo(t¥)) = mo(¢'#]) € Blelk], oy (t#]) /y, 2]. T
show the latter; the former is similar.

Rearranging, it suffices to show equality in B[ (2), m2(2)/y, z][(e, 71 (t))¥!/z]. By coadmis-
sibility, it suffices to show (e, 71 (£))“] € $y:S.4 and 35".Vk > j". (e, 71 (t))!¥] € £y:5.A4 and
mo(t)) = my(t')) € Blni(2), m2(2) y, x][{e, w1 (t)) ] /2]. The first follows from the supposi-
tion and the second will follow from m; (t*]) € A[el*]/y] and the supposition. Rearranging
the third, is suffices to show that m(t]) = mo(¢'%l) € Blel! /y][m, (t1) /2], which follows
from the supposition.

Case 2: For the partial type case, let f, ¢, t/ and e be arbitrary. Suppose el € S, j is
such that Yk > j.elfl € §, and el = ¢/l € Alell fy]. T need to show that there exists j’
such that Vk > j'. tlFl = ¢'!] ¢ “Alelkl /y]. For any k > j, A[el¥ /y] type. Suppose t“! does
not converge. (Note the non- construct1v1ty of this argument.) Then ¢'|* “I does not converge
and neither does t[ ] or t' K] for any k (since t¥] < ¢! and #[¥ < #'[¥] for all k). Thus for all
k> g, tH = 1"k € Akl /y).

Suppose /! converges Then t[ ol = ¢l € Alell/y]. By coadmissibility, there exists j' such
that Vk > 4.t = ¢/l ¢ A[elk] /4] Hence VEk > max(j, /). ] = ¢/Ik] € Afelk] /4] m
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Lemma 5.23 (Predicate-admissibility and weak and full coadmissibility of case analysis.)

Proof

The proof follows the same lines as those of Lemmas 5.18 and 5.21.

Lemma 5.27 The type {z : A| B} is admissible if:
e Adm(A), and
e Adm(B|z: A), and
e there exists b such that b[a/z] € Bla/z] whenever a € A and 3. V' € Bla/z].

Proof
Let f, t and ' be arbitrary. Suppose j is such that Vk > j.t*¥] = ¢}l ¢ {x: A| B}. Since
{z : A| B} is inhabited it is a type. Since Adm(A), tl’] = #'®! € A. By set membership,
for all k > j there exists b’ such that ¥’ € B[tlFl/z]. Thus b[t¥l /2] € B[tl*]/z] for all k > j.
Hence b[t“!/z] € B[tl“)/z] follows by predicate-admissibility. 0
Lemma 5.29 (Predicate-admissibility of set types.)

Proof

The proof follows the same lines as Lemma 5.27.

Lemma 5.30 (Weak and full coadmissibility and monotonicity of set types.)

Proof

The proof follows the same lines as Lemma 5.21 and Proposition 5.26.

Lemma 5.31 (Admissibility, predicate-admissibility, weak and full coadmissibility and mono-
tonicity of quotient types.)

Proof

The proof follows the same lines as the proofs for the set type.

Theorem 5.32 There does not exist an algorithm that computes an integer j such that Vk >
j.t =t € T[el¥/z], when given S, T, f, t, t', e and i such that:

o Vs € S.T[s/x] type

CoAdm(T |z : S)

el ¢ §
o Vk >i.ckl e s

o t =1t € Tlell/z]
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Proof

Suppose such an algorithm exists. Let g be an arbitrary term that computes a total function
on integers; that is, g € Z — 7Z. Given the algorithm, we may effectively determine whether
g iterated on 1 ever computes 0, which is certainly undecidable. Let f = Ah.An. if n =gz
0 then 0 else h(gz) and let h = fiz(f). Note that f € Z—7Z —7Z — Z and h € Z — Z. By
construction, g iterated on 1 computes 0 if and only if A(1)J.

We will use the algorithm to determine an upper bound on the number of recursive calls
needed to simulate h. Let

S = Z
T = zin!lZ
f = as above
t,t' = let y=~h(1)1in*
e = w(l)
i = 0

Observe that el’] = h(1) and el¥] = (f*)(1), so the first four preconditions of the algorithm
are satisfied. Moreover, CoAdm(T |z : S) can be shown constructively. For the final
precondition, suppose t|. Then h(1)] so t € h(1) in! Z.

Therefore let j be the result computed by the algorithm. I show that f7(1)] exactly when
h(1)}. Since f7(1) approximates h(1), it follows that f7(1)] implies A(1)}. By the algorithm
specification, ¢ € fJ(1) in! Z. If h(1)} then t}, so t € fi(1) in! Z and consequently f7(1)J.

7 times
—— .
Let ' = f(f--- f(Ay.1)---), and observe that f7(1)] exactly when h'(1) |} 0. Consequently

h(1)J exactly when h'(1) | 0. However, h’ is total, so we may decide whether h(1)| by
running h'(1). O
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