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% grea+t many autcmatic indexirg methods have been implemented and
evaluztel cver the last few years, and automatic procedures comparable
in effectiveness to conventional manual ones are now easy to generate.

Two drawbtzcks of tre available automatic indexing methods are the absence

indexing process, ané the lack of
€or=cl, analyticzal proofs concerning the effectiveness of the proposed
The precision weighting procedure described in the present study uses
re.evance criteria to weight the terms cccurring in user queries as a
 funcziza of the balance between relevant and nonrelevent documents in which
these terms occur; this approximates a semantic krow-how of term importance.
Formal pathematical prcofs are given under well defined conditions of the

effectiveness of the method.

he basic components of an automatic reference retrieval system are now
well understood. Documents and user queries are generally represented by

veczcrs of terzs (descriptors, keywords, concepis, etc).  Typically a given
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docunment Ly [query Qk) might be represented as a vector (&.,,

a4 Qpgsr o vs Q)]s where d

[qkj} recresents

i3
+J

D; Q)

—~

D

» Q)

Yor each document D/ and query Qe 2 similarity functien S(D; <

can be computed to represent the closeness between The guery and the cerrespending

cdocument. For retrieval purposes, the similarity coefficients SeIween the

documents and a given user query can then be utilized to arrarze the docus
in decreasing order of the si n*larlty functions, followed by thz retrieval
of those documents whose query-cocument similarity exceecs a

Given a ranked list of dccuments in decreasing query-document si

order, and a knowledge of the relevance, or nonrelevance, of e

respect to the query, it is possible to compute recall and precision valies

for varicus levels of the retrieval threshold T. Recall and rrecisicn are
. h

defired as the proportion of relevant items retri

retrieved items that are relevant, rcspectively, and a good retrlievel systen Is

one which for most user queries produces acceptable values cI ctre
levels of recall. By processing the same user query set in several ¢ifferent
modes against a given collection, and computing recall and precisicn vaiues
averaged over the set of queries in each case, it is possible tc ascerzain
the relative -effectiveness of each processing mode.

Consider now the problem of generating the document and query vecsicrs,
that is of choosing appropriate terms ard term weights, cajatle cf rezresenting

document and query content. A large rnumber of autcmatic ind

are available for this purpose, among which the follewing appear most

attractive: [i-5]



a) good index terms occur in a given document collection neither too

t) terms which occur in “oo many deocuments and are therefore likely
tc preduce inadequate retrieval precision should be combined with

cther zppropriate terms to form term phrases;

c) terms which occur in too few documents and are therefore likely to
produce inadeguate recall should be incorporated into thesaurus
lasses should be assigned for content

c
the individual terms;

é) <erms are those which occur with high frequency in certain
documents (high term frequency), but whose overall frequency across
the docurments of a collection is fairly low (low document frequency)}
nI3 suggests a term weighting function which varies directly with

term frejuency and inversely with document frequency. .
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ot difficult to show performance improvements when one or more of
the foregoing indexing devices are incorporated into an actual retrieval process.
However, the evidence concerning the effectiveness of a given system is

normally based whclly on experimental evidence, reflectzd in recall and precision

the results are poor for certain queries, or for certain recall levels.

This suggests two principal drawbacks of the current work in automatic

2) the semantic, or linguistic aspect of the role of individual terms or
concepts in query or document texts is given up in favor of formal
characteristics

, such 25 their frequency distributions, or their



b) the approach toward measuring retrieval effectiveness is
experimental in nature, and no attempt is made to produce
mathematical proofs of the superiority or inferiority of cne

method over another. .

In the precision weighting method to be described in the remainder
of this study both of these objections are remedied to some extent. The
linguistic aspect is intrcduced by distinguishing among the text words
on the basis rot only'of frequency characteristics, b;t also of the
document type in which the terms occur, that is, whether a term occurs
primarily in documents identified as relevant to a given user query, cr
whether on the contrary the term prevails among the nomrelevant. A
precision weight attached to each query term is then used as a partial
indication of the linguistic cheracterization cf the terms.

Given such a precisibon weighting system, and an assumption concerning
the distribution of the vocabulary across the documents of a collection,

formal proofs are then provided that at every level of recall, the rrecisien

weighting system may be cxpected to be superior to a system in which the terms

in the query and document vectors are unweighted.

2. The Precision Weight Method

Refore embarking on the mathemaéical development, it may be usefui
briefly to outline the proof procedures and the assumptions leading to the
results.

Query and document vectors are assumed to be binary, that Is, ¢ ]

[c‘ij

equals 1 whenever term j  is presert in document {query] i, and Is C otherwise.

i3



The similarity function s Dbetween cueries and documents is assumed to

be

For birary vectcrs, s represents the number of matching terms between the
query and documant vectors, respectively.

Tre evaluation of the effectiveness of a particular method of term

ssisrment Is baced on a comparison of the retrieval precision at given

o

levels of the recall. Consider a specified recall level Yy, and let ]RI

be the %ctal number of relevant items for a given query. Then the precision

PY at rzcall leve
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Total number of documents to be
retrieved in order to obtain y|R|
relevant ones

Tre cemputation of ?Y makes it necessary to identify the number of
irrelevent documents that must be retrieved for each increase of 1 in the
nucber of relevant docurents obtained. This in turn requires the following
assumption to be made regarding the occurrences and composition of the

relevant and irrelevant documents in the collection:

For each query, the corresponding query terms are

assumed to e randomly distributed across the set of relevant documents R,
and across the set of ncnrelevant documents I. That is, the prolability of
occurrence of a given query term jk has the came value for all relevant

documents in R; similarly, the value is the same for all nonrelevant

docuzents in I (although the' two prcbabilities may differ amocng themselves).



More formally, consider query Qj with terms {1, 2, ..., m}. Let

r (hj ) be the number of relevant documents (nonrelevant dccuments) centalin-

Iy
ing the kth term of Q,, respectively. It is then assumed that the prelallllty
3

of a relevant (nonrelevant) document containing term jk is equal to
v /1| (b, /11]), where |k| (]I]) are the number of relevant (number of
k k

nonrelevant) documents in the collection. .

Under this assumption, it is easy to show '(see Zprendix 1) that the

Terzs

expected number of relevant documents containing exactly the set of query

. " (R} - »,)
1 rj‘) <“T1 '

E

(jl, Jgr tees ji} is

R

where T1 is the complete set of terms in query Qj {1, 2, ..., m} less thre

terms occurring in the initial product, that Is T.= {1, 25 eeey ™

e
4 b

Similarly, the expected number of nonrelevant docurments containing exicily the

i .
: hﬂ_) <n (fzf -5
x=1 “k lLTl

|2

terms is

It is chown in the next section how expressions (1) and (2) can Le used to <omgute
the precision of the retrieval for certain levels of recall, that is, follewing

the retrieval of a fixed number of documents relevant to a given query.



Consider now the precision weight system. For each term jk
in each query Qj’ the term precision pr(jk) is defined as
r, h.
Ik Ik
or{j,) = E—— —— . (3)
x IRi - r, 1] - n,
“x \ Ix

Obviously the function of expression (3) assigns high values to query terms
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n the relevant items and rare in the nonrelevant, and vice-versa
for those prevalent mainly in the nonrelevant Items.

Given the term precisien ;r(jk), a term weight pjk can now be assigned
to each query term jk such that

D
9x

> le <> Pr(jk) .>. pr(]g')' (“)
Using term weights of the type introduced in (&), it is possible to construct
froz each original query Qj a new query Qj* by using the weighted terms

inssead of the original ones, that is

It can Le shown (see Appendix 2) that an assignment of term weights exists

conforming +o ireguality (4) with the following properties: given two

documents D, and D, exhititing respectively u amd v matching terms with

Qj, then

S(Di’ Qj*) > (D, Qj’") (s)



whenever i) u > v

or ii) u = v, and Di contains a query term not also in Dy
that exceeds in weight any query term in Dk that is

not also in Di'

The second condition implies that when two documents exhibit the sam
number of matching query terms, it is sufficient to consider those unique
query terms that occur in one of the two documents, but not in both.
The higher query-document similarity will then be assigned *o that document
which contains the highest weiggted query term ameng the unique ones.

¥ore precisely, ccnsider the case for 1 matching query tersms out of
m, 1 <i<m. There are C? different subsets of m terms each containing
exactly i elements. If the increasing numeric order of the individual
query terms corresponds to decreasing welght order — the mest highly
weighted term being designated by rank 1, the second most highly weighted

by 2, and so on, down to the mth weighted term — the b?

possible sets of
i matching terms out of m may be designated by vectors rargirg from
(1, 2, ++e, 1) to (m-i+1, m-i+2, ..., m). Such a vectecr, considereld
as an i-tuple,‘is known as an entry and can be used to

garry
determine the order of retrieval. That is, documents whose matching term
set is specified by entry (1, 2, ... i) are retrieved ahead of those with
entry (1, 2, ..., i-1, i+1), and so on, down to those with entry

(m-it+1, m

For convenience, single ent%ies may be designated as zerc-level blocksj
the set of zeroc-level blocks which differ only in the right-most digit are
fipst-level blocks; those differing in the two right-mest digits are second~-
1ovel blocks; and so on, down o the i-th level bleck which includes all

m . : .
Ci entries. The ordering ameng the entries — top-to-bottom, left cclumn



finst — zad the correspording Dlcck structure are illustrated in Table 1
£on ==7 and lz«. In this case the entries range from (1, 2, 3, &) to

(4, 5, 6, 7).. The Dlocks are crdered according to their entries, that

It remains te show that the precision weight method is superior to the
standard guery indexing system in which the query terms are not weightued.

The proceszs used for this purpose cornsists in

the search precision
£or Soth the weighted ahd the unweighted retrieval systems at each recall
level y and comparing the results. The search precision in turn depends
on Assumption 1 regarding the occurrences of query terms in relevant and
no:re;evant documents, respectively, and on the reéulting expected number of
retrieved relevant, and retrieved nonrelevant documents for a given nunber of
catching query-document terms (aAppendix 1).

The recall points at which the precision is calculated are determined
as follcws. Fco :he rrecision weight method’, the order of retrieval of the
docuzents — and therefore the ranks of the relevant docunents — are strictly
deserzinel Ly the nurnbor of matching query-document terms; for documents with

a common number of matching query terms the suborder is by entry number order,

as previcusly explained.

or the staniardé unwel

el method, the order of retrieval is also in

Voo

decreas

g créer of the number of query-documert term matches. lHowever, no

strict ranking exists within each set of documents exhibiting a common

nuaber of matching query terms. To deturmine a raunking within each of these

document subsets, the followirng assumption must bDe made:



assumed that g/c nonrelevant items are retrieved for each relevant

retrieved. That is, the relevant items occur at even intervals aueng <

cet of nonrelevant in the ranked 1ist of retrieved docu

The only difference between the precision-weight method and the standand
unweighted system is that the former allows a stricter ranking cf the output
documents for those items exhibiting a common number of query-document Ter:
matches. When the query terms are weighted in cdecreasing crder of term
precision, the relevant documents are, however, wmcre likely tc be retrieved
carly in the output order than when unweighted terms are used; hence the
improvement in retrieval effectiveness.

Ti.e proof procedure iz included in the next sectlon.

3. The Effectiveness of the Precision Weight System

Consider a given query Q with a total of lRl relevant

The qucry-document matching function. induces an ordering crong

documents as previously explained. Following the retriev:

docunent, the value of the recall goes up by 1/|R| , reaching IKi/|x| (zhat is, 1

Thus, in

following the retrieval of the last relevant item.

of |R| different recall points are possible for each guery.
possible recall points, some are of special interest, cocrrespending te tioe

highest recall obtainable for a given number of matching query-cocument lerms.

In particular, for each set of documeats exhibiting a common num

cecrrecponding to the retricval of the last relevant document wlithin that

set of documents. The complete set of standard recail poinzs fer a given



query =y be designated by {s_, Sps eees sz}. The first three standard
recall zoints (and the respective recall-precision values), corresponding

to 7, 5, and & mat

vuery terms, are shown for a typical sample query
in Tatle 2. Ten relevant dccuments are assumed for the sample query of
Table 2.

Let < Se the minimum number of term matches between query Q and

any ¢ocument retrieved at recall point s, for 1 <v <z. Itwill now

any szandard recall point S_» or at any retrieval level between consecutive

Consider first the precision computation for the standard unweighted
terns and query Q. At any standard recall point, say S,» the retrieved

documants can be classified into two types

i) dcecumants having more than dv terms in common with Q.

b
=
-
o
Q
Q
fi
o
13
t
7]

having exactly dv terms in common with O.

Documents of type ii) can be further partitioned into smaller sets as follows.

If query N contains m terms, then theve exist vy = Cg ways in which a
v
document can Lave with gquery <. Each of the y <distinct

sets cf terms nay

eatry  a, in a dvth level block of
the tyze shown in the example of Table 1. The set of entries is

U a., and the numder of relevant (irrelevant) documents having exactly the

4
szt 2. in ¢common with (¢ ma2y be densted by az‘ (at”), respectively.
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(az'.and ai" may of course be computed using the Assumption 1 and the development
of Appendix 1.)
The following quantities are now readily available:

a) The number of relevant (irrelevant) decuments having exactly d_ ter=zs

s . y
in common with Q can be takenas I a,' ( i a, ")
2=1 L 2=1 L

b) Assuming the number of relevant (irrelevant) docunents having more than
dv terms in commen with Q to be B' (B"), the total number of relevant
documents retrieved at standard recall point s, and at the last previc

y
standard recall point Seoq is B' + I a,' and B' respectivelv.
g=1 ~ ) i

Consider now the precisicn of retrieval for Q at some recall point x,

between Syo1 and Syt The number of relevant decuments retrieved at x
should be less than (B' + 221 al') but greater than B'. Without loss of
generality, assume that the-number cf relevan:t cdocuments reirieved by . Q at
% = B' + z;1 an' for some k, 1 <k <y. In order to find the crecision of
fctrieval,-the number of documents retrieved must be known. Since every

document of type ii) has the same likelihood of being retrieved by Q, the

numher of cdocuments of type ii) <hat must be retrieved in oxler to retrieve .

«

these T a,' relevant cocuments can be assumed to be (by Assumption 2)
. g=1 -
y y
(Z a,'"+ I a,")
g=1 ¥ p=1 * x
. T ai' . (6)
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Thus the orecision of retrieval at an arbitrary (nonstandard) recall point x —
: T

that is, the numier of relevant retrieved at x divided by the total retrieved —

will be egual 1o

2=1 x
y y )
r I 2"+ T al"
i=1 2=1 X
3' + 3" + . T al'
y 2= 1 J
(z a")
2=1

for the standard unweighted retrieval system.
Consider tre precision for the weighted system using queries Q% instead

Q. Unlixe Q which treats every document of type ii) equally (in the

"

]

sense that each has the same chance of being retricved by Q), documents .of

type i) are oriered linearly by Q%, in increasing entry number order. In

parzicular, documents exiibiting term set a; in common with Q are

retrieved f;*s:, £ollowed by those with a2 in common with Q, arnd so on, -
4

until those with a_ in common are obtained.
Yok
Thus, to retrieve I 2a,' relevant documents out of the I al‘ relevant
=1~ L=1
ores of type ii), a total of

"ot R
[
+
"~ R
[

*
ey
©

documents in all must be retrieved by Q¥*. This implies that the precision at

recall point x Zfor Q% is
k .
B'+ L a,'
£=1 o
. (3)
13 X
(5' + B" + I a '+ a ")
g:i L 2=1 3
) . - .



To show that expression (8) is not smaller than expression (7), it
is necessary and sufficient to demonstrate by comparing the respective

denominators that

k Vi
£ a,' T e,
=1 g=1
> . . (39)
k y
): a " T‘ a,’"
2e1 * g=1
It is sufficient to prove (10) as follows
k y
z al' r a,’
2=1 2=x+1
>
- (23)
k y
I oa," I & "
. g=1 % geke1 -

because when x1/y1 > x2/y2 and Xqs Xgs ¥as ¥y > 0, it is easy to show that

xlly1 > (x1 + xz)/(y1 + yz) > x2/y2. (:1)

The proof proceeds in two main steps. First the result is established
for the case where the boundary indicator k coincides with the end cf &

e

block (lemma 1). This is done by showing that t
to irrelevant documents retrieved represented by the entries cf & givan tlecx

is at least as high as that represented by the entries of the next block.

Thus, when k coincides with the end of a Llock, 2 repe

inequality (21) to the result of lemma i will prove (13). cf
lemma 1 is then used to prove the Znequality for arbizrary X 2.

o]

A block of consecutive entries of the type shown in Table 1 may be designated
Ly X; the corresponding expected numbder cf relevant

that is, the expected number cf documents exhibiting

terms specified by any entry in the block X wmay as

X' and X", respectively.
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lemm2 i: Let E ané F be two consecutive (j-i)th level blocks

in tke sare 24h level block, with I ordered before F. If the query terms
are randcmly distributed across the relevant and irrelevant documents of
the collection (Assumption 1), then E'/E" > F'/F".

Proof: The precof is by induction on j. When J=1, E and F are
censecusive single entries. Let those entries be (jl’ j2, eeey ji-l’ ji) and
(3.5 350 +evs 35 40 3j,q) respectively, and let v and w designate [le-1
and II}m-l, respectively.

In view of Assumption 1 regarding the query term distribution (see

Apreniixz 1) one o:tains

i . i
£/E = v Cr vy ) = (Rlee)1 /(o) m ([1]eng))
k=1 Tk ner, k=1 Tk ReT, )
(= 200 v (ale) v ([Rjr, ]
k=t 0 peT {3y} 2y Ji41

[« (v h, X m (jz]-n,)) h. (|1]-h. N
= 9 .}I LA Ji41

i-1
v (= ». X ™ (2l . (Rl-z. N
. s m s N L J. J.
. k=1 "k 2eT, {ji+1’ i+ i
it e
“ b 1If-h . It
o ( }( -5, h)m(l*l Hji)]

(|R]-r, )]

. n
%=1 -k Yist 2571-{ji¢1} U{ji}

4. ) h 4 (-1,
42 heT ={3;,, V5

= UY/FY. Tuis proves the inequallvy for j=i, and ’I',A =

11, 2, ey n} = {3, 5., coes 3 1

3
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Consider now a (j-i)th block E which includes g (3-2)th level blocks,

that is, L = @ Ek’ where I.‘.k is the kth (j-2)th level block of E. Let
x and y be th:i;irst entries of 51 (and therefore of £) and T respectively.
Let x = (xl. Yoa wees xi) and )l = (yl, Yoo =evs yi). Since both of x and y
are in the same jth level block, we have % =y, for 1<k<i-j. The fact that x

i +3 a1y 2 1 Lor = - .
and y are in consecutive (j-1)th level block forces xi-jﬂ yi-j+1

Furthermore, x, . = X, . +1and y, . =y. + 1, since x and ¥y
* Ti-3e2 T Ti-jm Yioje2 = Vi1 ’ o
are the first entries of T and F respectively. Thus, Yiiteg T Xy s4n + 3.
=5 i=

boe

Let z = (::1, Zimy sees :i) be the first entry in E,. Since x and =z are in
2

2
the same (j-1)th level block, 2, = % =y, for 1 £k £ i-j,

and Ziger T Xioger T Vio5e1 T 1. The fact that x and 2z are in consecutive |

level blocks makes z +1=y . Thus, it is easy to see that

1-3+2 © Xi-j+2 i-3+2
mapping Z((Rys Ros cees By 5o Ry 5090 Rig40, Lo, ".i)) =

. >4 .
(Rgs 20 eees 25 50 %5500+ 35 &y S0 ely 2y) from kuz E to T isi-1an

By induction, El'/Ez" 152'/52" > ... _>_Eg'/£g". Thus,
E,'/E." 2 max {E,'/E,"s E5'/ES", ... .‘:g'/zg"}
2 (5, + Eg 4 ... ES') /(E" + . Es“), using inequality (11
This implies

EY/E" > min {E '/, (ES' 4 ... E V) /(E)+ Lo EMY
- 1 1 & & < 5

i-3 ' i
v (n r, Nr YR n{ - r, ) 7 (|R]-r
k=t M Fioge LT TOLC S [N TC R set, . °
£
i-j 1] ro i .
w(m h )h (| I]-h, Wy (- k) T (;li-x
k=1 *x Yioget Foga e U ksite2 frser, s



3 3 g
where £ is an entry m\} E 2y eeeym}t = {8, , R, eoe, R.3
- &

pY

k=2 JA-4
and I Is summing over all entries ir | E,(. Letting f = (£,, £, ..., fl)
3 x=2 =T
Le the correcponding entry of L we obrain f = +1 and

.
Ti-jer T Mi-jna
fk =4, lXkg i and k # i-j+1. Since the terms are arranged in decreasing

precision values, the previous expression is greater than or equal to

i-3 . i
tv (= r N r, YR} -r. )z (= ;) T (}R!-rc)} )}
k=1 "k Ti-j#1 “i-jer 2 k=i-jr2 Tk oseT, =
“1
2
i-3 i
W (7 h, )Nk, y(1|-n, )(z{ (n  hy ) m (|Ij=h )
k=1 Tk Ti-j+1 “i-j+1 2 k=i-j+2 'k sch v
. L
-3 i
AR P IC Y(R|-rg ) Cn vz ) 7 ([Rl=e 2]
PES S i-j+1 i-j+1 £ k=i-j+2 X% se'!‘1
f
i-3 . H '
o (5 ohg Mg Wlrf-n, )(E (m _he) 7 (rl-n_ 0N
k=1 "k “i-j+1 ti-j+1 F k=i-3r2 Tk seT, =
f
= F'/f", where T, = {1, 2, ..., m} - {fl, f2, coey £} and T is summing
- - £

over ali entries in T. l

.
The proof for the general case (for arbitrary values of k) is given

in the next lemsa.

a

A

Lerr2 2: Lety = C. , that is, ¥ represents the number of entries in

(™

a block structure for i matching terms out of m; and let a, designate
the fth entry in an ith level block E. Then under the same Assumption 1

as h‘efcre‘regarding the distribution of query terms in the documents
X X y y .

(z ai')/( £ a")2( al')/( z 31") for 1 2 k <y,

i=1 L=1 £=k+1 f=k+l



)

Proof: For any k, 1 <k <y, a, ;s the last entry of an (i-3)th level
block in E for some j, 1 < j < i. (A zeroth level blicck Is an eniry with
itself as the last entry in the block). In order to avoid excessive use c¢f
symbols, thé lemma is proved for cases j=1 and j=2 only. It is easy 0 sce

that the proof can be extended for any j, 1 € J < i. Let E have g (i-1)th
g
level Llocks, i.e. E= L) E .
X
x=1

For j=i, a, is the last entry of Ex for some %, 1 < x < g. Ey lemmal,

k

Py 1 " T/ n bl ALl .
we heve E, /}:1 > E, JESM 2 e 3_:.8 /Eg . Thus

k k X X
(L a,"y/(t am=(¢(z E,')/ (I EM > =nin {E'/E,"}
=1 * o1t =1 * =1 % 1<8<x Lo
- 1/ t/ - { t/ "
T EE ZE R e £'5, }
x+12428
g g . y y
> (L El') /(I Ez"),= ( ¢z ag') /(I a,").
REx+1 L=x+1 2=k+1 rExel ©

For j=2, let a_ be the last entry of <he t th (i-2)Ih level block within

k

W
the xth (i-1)th level block. Let E = \J F, i.e. £ hasw (i-2)m2
) S

level blocks. Applying the result of lemma 1 and proceeding as above, one obtains

t T w w
(ZF,')/(CEFE,")y2( L F,N)/(C L F™.
2=1 * L=1 £ f=t+1 £ L=tel L

Using (11), this can be rewrittenas
s

t

w
grEony L F,")
“2

W
'+ I FL')/(
1 L2t+l

=1 L=t+1 L

v
~
3]
ol

T <
(ZF,"/(LE"™) 2
g=1 * 7 gen B

w w
EVEM > ( L F,)/( I FM.
¥ ox geter b perer
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Thus,
x X x-1 t x-1 t
(Z a,")/(z a,"y=(<< E,*+ L F')/ (L E"™+ L F"
g1~ g=1 * 221 ¢ = * 221 * pmp *
x=-1 x-1 t t
2min { I (E,')/ L (EM), I (F,)/ T (Fz")}
221 2=1 %=1 2=1

v
tr
~
3

’l>m ':ll
x =X {Ex / w * Byas

>2( Fl' + I El’) /(C t F,"+ L E"
L=t41 L=x+1 L=t+1 L=x+1
y y
=C I 2/ am. B
Akl f=k+1

The result of lemma 2 together with the previous discussion shows that the

(%3

trecizicn welght process is superior to the standard unweighted process at any

1ins to be shown that the result

T

is also true fcor any standard recall point. he nex* theorem establishes this
fact and summarizes the results.

Treéren i: Let the terms of a givern query Q = {1, 2, ..., m} be arranged

values. There exists an assignment of

welzghtc <o the <ermz of I, consistent with the precision waight method, such that

if assurmgticn i1 holids, the indexing methcd is superior to the standard unweighted

cient to shcw the case for the standard recall points.

T

aving dv or more terms in common with the

0
(8]
il
“
]
.
It
21
ot
15
o
(4]
o
ot
L
o
th
3%
Q
3}
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]
o
1
“t
%}

origiral cuicry (I.e. the ctancard recall point sv). If Dj iz any relevant

any irrelevant document not retrieved by 0

retrieved by ans i,
7 N i
o 0of resricval at S, the number 0f *arm matchen
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of Dj with Q is greater than or equal to dv and that Ef D, with Q is les:
than dv. By Appendix 2, £(Q=, Dj) > £(Q%, D,). Thus, all the relevant documents
D can be retrieved by Q% without retrieving any irrelevant document previously

not retrieved by Q at recall Sy* This implies that the precision of

retrieval for Q% at S, Is at least as high as that for Q. i

4. Implementation of the YMethod

The precision of a term with respect to a query is normally not known before

L
0

the retrieval of documents has taken place. Furthermore, the term precision

difficult *o determine accurately. E

aver, exact values of the term precision
are unimportant, since the corresponding values are used only as a rankin

device for output documents. Thus only relative magnitudes of the term precisien

need be obtained, and these can be approximated as follows. It mav be assuned

tha* “*he collection of documents can be parti

ned invo a '\J.’i:’&!‘ cf sub-ccllectis

cocuments. Furthernmcre, consider a number of "typical

containing "similar'
queries, Q, containing the terms for the given s ubcollections. Fer each ternm,

k, in the typical queries, one can compute the average values of the following

ratios over all queries in Qi r K /GRS Q{

' (h.') is the number cof relevant (irrelevant) decurments centaining term X
hY

and retrieved bv query Q in Q, and SQ is the set of documents ratrieved
by one of the typical queries in Q. The exact precision value of term X,

R|-r v - ay ther pproximated by
n/(‘“! .k))/(hk/lll hk)) may then be approximated ny

(v, '/(!"n< v, ')/ (hy '/(i:nsQ;-h.')).

X

P

3 1 o,.f wal . 3

# This type of information Is re cadily avellable In a reftrievas syssen aced
- . p . ° e r -
on neep=nystem interaction of the reicvance foedhack tvpe. (647
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S. Experimental Results

Assumption 1 regarding the distribution of query terms in tha relevant
ané ncrrelevant dccuments may not always be completely satisfied in practice
Thus theorsz 1 may not be valid in the most general situation. Experimental
results are given to iliustrate the effectiveness of the precision weight
method for a2 practical case where Assumption 1 is not necessarily valid.

The exoerimeﬁ: is performed using a subset of tea gqueries in coniunction
with the Cranfield ccllection of documents in aerodynamics (CRN 2 NUL). Let
A1 be a value of A so chosen as to satisfy cordition (i) of lemma 3 in
Appendix 2, waile trersforming conditicn (ii) into an eguality instead of a

ty as in lemma 3. Setting &, = A, ,,, both cornditions (i) and (ii)

The ta>ulated retrieval results for each of the ten qﬁeries
is shown in Teble 3. The precision of retrieval is given for each query ;t
intervals of 1/!R|, wnere |R|{ is the number of relevant documents for the

query. The percentage improvement (or deterioration) obt;ined for the sample
queries with thre precision method over the coriginal unweighted queries is .
given at intervals of 1/|R|, as well as over the whole recall range. The
comparison of the retrieval performance for the modified queries with that of

the original queries is presented in the following terms:

(i) For each query, an average improvement is determined (averaged

over all the recall points).

(ii) Of the 10 queries testad, a retrieval improvement is obtained

at each recall point for 2 queries.

(iii) Thre average improvement for all the queries is 91.6%.



Thus, one ccncludes that Assumption i1 has a good chance of belrg

satisfied and that the precision weight method is a useful Indexing levice.

vfficient implementations of the methcd and extenslons to ciher

query-document matching functions remain to be discovered.
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Jocuzent Relevance Standard
Rank Matchin Recall Recall Precision
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1 R 7 0.1
2 % 7 " 0.1 0.5
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u N € C.1
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[} N 5 o 0.2 0.33
7 R 5 0.3
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3 n 3

Typical Precision Cormputation at
Standard Recall Points
(assumption: <+otal rumber of relevant is 10)

Table 2

Y stancard recall points

® additicaal points for
which precision is computable




over the 10 queries

Comparison of the Modified Queries with

the Original Queries
Table 3

Query No. Recall | Original Query | Modified Query | ©r each XeCall YOIRT | improve.=.t
33 . 0.50 0.500 1.000 100.90 €3.3
1.0C 0.023 0.055 £7.9
34 0.20 6.100 C.25% 253.0 g1.7
3.40 0.6€7 0.108 £2.2
.60 '0.081 0.111 §2.0
0.€0 0.040 0.030 1€0.0
1.00 0.032 0.037 16.0
35 0.20 1.0¢ 1.000 5.0 2.2
0.u0 0.857 0.E£5 -22.23
0.40 0.518 6.750 -z.2 !
0.80 G.£00 G.209 2.0 :
1.00 0.41b C.714 7i.% ‘
36 0.25 0.200 0.250 2€.0 23.3
0.50 0.137 0.307 124.0
0.75 0.125 0.375 200.0
1.00 0.040 0.042 5.0
.37 0.25 2.060 1.000 .0 71.5
.50 0.333 Q.EE5 150.C
0.75 0.230 C.428 g5.1 -
1.00 0.038 5.075 130.0
38 0.14 1.000 1.000 0.0 2.5
0.28 1.000 1.000 0.0
0.42 1.000 1.000 .0
0.57 0.705 C.558 -5.5
0.71 0.800 0.714 19.¢
0.85 0.545 0.545 0.0
1.00 0.350 0.5C0 s2.0
k] 0.20 0.16% 1.000 553.0 i83.0
0.40 0.129 0.235 121.0
0.60 0.120 0.200 156.C
0.80 0.058 0.137 1356.0
1.00 0.03u 0.038 5.8 .
40 0.50 0.200 1.060 £60.0 i 27:.% |
.00 0.132 .0.333 139.6 : i
ul 0.20 0.083 0.230 202.0 75.7
0.40 0.028 0.035 3%.6 l
0.60 0.029 0.C46 58.6
0.80 0.031 0.054 74.2
r 1.00 0.025 0.025 0.0
|u2 0.125 9.333 0.506 53.0 ! u3.1
0.250 0.333 0.500 30.0
0.375 0.375 0.400 5.7
0.500 0.400 0.54%0 10.0
.825 0.416 0.500 29.0
0.750 ,0.428 0.545 27.3
.875 0.313 0.466 45.5
1.00 0.057 0.133 i33.3
average % of Improvement = “1.5
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Lzoeniix 2 Expected Number of Retrieved Documents

Consider query Qj with terms {1, 2, ..., m}, and let R be the

set of relevant documents. It is assumed that the distribution of the terms

sant document set R is uniform; that is

in Q across the rele

the probatility that a relevant document contains term jk

is the

) ([Rl—rl)/lil is the probability that a relevant document does not
corntain term 4.

s

Ing that the assigrment of the, terms Is independent, the probability

+ & relevant document contains exactly the cset of terms {jl’ j2 ey ji}

i . .
tr e, ) /210 110 (IR]- 2 )/ [R]™
x=1 x feT

1

Crr ) (IRl

k=1 ‘k LT
E (12)

where Tl extends over the whole set of gquery terms {1, 2, ..., m} less the

ner

+erms included in the initial product. To obtain the expected number of

ezactly the terms (jl. Igs eees 3.}, the

relevant Zocuments containing

recsion (12) nust be multiplied by R, giving

: I;’ik’(zirl('R"”i))
(13)

vm=1
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which is expression (1) of section 2. Identical arguments establish
expression (2) as the expected number of nonrelevant dccuments ccntaining

exactly terms (ji, Jps eees 3

B2
Appendix 2 The Weighting Function

Lemma 3 Let {1, 2, ..., m} be the set of terms included in query Q
arranged in decreasing order of the term precision. There exists an assignment
of weights Py > Py e+ > Py = 1 to the terms of Q  such that if
Gy G eeen 3 D3 gy < ve < gpdand {ig, 2y vony i
are two sets of terms in common between the query and two documents D, and T
respectively, with k > £, then the following statements are true;

1) if k > &, then £(Q%, Dy) > £(Q%, D),

ii) if k = £ and there exists a z such that js=is for1 <s <z, and
j, < iz (or j1 < ii)’ then £(Q%, Dj) > f(Q*,'Di),
where Q% is the modified (weighted) query derived from Q.

Proof: TFor 1 < i <m, the weights p; are defined as
p., =1+ xiA (14)

The variables x., 3 <1 <m - 1 are given by the recursive formula

i+1 i+l 1
L2l L2J
— L
X .= ce =) X, . + 1
m-1 2 *n-i+i n+1-3
i=1 3=1
with x_ = 0, x =1, and x = 2. The constant A which depends on nm is



s ju
LzJ L2J
so chosen that (I x, - I X
. 3 e, T+
j=1 j=1
It is sufficlent to consid

1-3

er th

't to consider k =

) A <1, and & > 0.

case where x+i<m, for if k+&>nm,

For case (ii), where k=%, one obtains

2
£(Q*, Dj) - £(Q%, D;) = E

Letting iy =i
beccxes
2 2
(x. .+ I x; = L X))
B sz s s2z *s

i for some i, the differe

ms in common Cetween the Two documents can be deleted.

2+1.
1 2
- I =
s PR
£ 2
+ ( z P. - I P )
s=1 Js s=1 “g
L L
2Pyt (I pn+1-s £ Ps)
s ’ s=1
L n
L2J 124
+ (% p_.._ Z p.)
s=1 MRS gap TS
i m
L2 Lzd
+ (Z x_ ., -
Cgmp BHIss Ly
L L
p; - I p, = I p,
135 s=ils s>z 3
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For cuse

rce in query document similarities
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