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Spatially dense maps of coseismic deformation derived from Interferometric Synthetic Aper-

ture Radar (InSAR) datasets result in valuable constraints on earthquake processes. The

recent increase in the quantity of observations of coseismic deformation facilitates the ex-

amination of signals in many tectonic environments associated with earthquakes of varying

magnitude. Efforts to place robust constraints on the evolution of the crustal stress field

following great earthquakes often rely on knowledge of the earthquake location, the fault

geometry, and the distribution of slip along the fault plane. Well-characterized uncertain-

ties and biases strengthen the quality of inferred earthquake source parameters, particularly

when the associated ground displacement signals are near the detection limit. Well-preserved

geomorphic records of earthquakes offer additional insight into the mechanical behavior of

the shallow crust and the kinematics of plate boundary systems. Together, geodetic and ge-

ologic observations of crustal deformation offer insight into the processes that drive seismic

cycle deformation over a range of timescales.

In this thesis, I examine several challenges associated with the inversion of earthquake source

parameters from SAR data. Variations in atmospheric humidity, temperature, and pressure

at the timing of SAR acquisitions result in spatially correlated phase delays that are chal-

lenging to distinguish from signals of real ground deformation. I characterize the impact of

atmospheric noise on inferred earthquake source parameters following elevation-dependent



atmospheric corrections. I analyze the spatial and temporal variations in the statistics of

atmospheric noise from both reanalysis weather models and InSAR data itself. Using statis-

tics that reflect the spatial heterogeneity of atmospheric characteristics, I examine parameter

errors for several synthetic cases of fault slip on a basin-bounding normal fault. I show a

decrease in uncertainty in fault geometry and kinematics following the application of at-

mospheric corrections to an event spanned by real InSAR data, the 1992 M5.6 Little Skull

Mountain, Nevada, earthquake. Finally, I discuss how the derived workflow could be applied

to other tectonic problems, such as solving for interseismic strain accumulation rates in a

subduction zone environment.

I also study the evolution of the crustal stress field in the South American plate following

two recent great earthquakes along the Nazca- South America subduction zone. I show that

the 2010 Mw 8.8 Maule, Chile, earthquake very likely triggered several moderate magnitude

earthquakes in the Andean volcanic arc and backarc. This suggests that great earthquakes

modulate the crustal stress field outside of the immediate aftershock zone and that far-

field faults may pose a heightened hazard following large subduction earthquakes. The

2014 Mw 8.1 Pisagua, Chile, earthquake reopened ancient surface cracks that have been

preserved in the hyperarid forearc setting of northern Chile for thousands of earthquake

cycles. The orientation of cracks reopened in this event reflects the static and likely dynamic

stresses generated by the recent earthquake. Coseismic cracks serve as a reliable marker of

permanent earthquake deformation and plate boundary behavior persistent over the million-

year timescale. This work on great earthquakes suggests that InSAR observations can play a

crucial role in furthering our understanding of the crustal mechanics that drive seismic cycle

processes in subduction zones.
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CHAPTER 1

INTRODUCTION AND BACKGROUND

1.1 Introduction

Fault scarps, volcanoes, and mountain belts across the Earth’s surface are evidence that

active tectonic forces are continually reshaping the landscape. Earthquakes, which deform

the Earth’s upper crust on timescales of tens of seconds, give researchers a window into

the processes that produce surface deformation during the different portions of the seismic

cycle. On longer timescales, the evidence of earthquake activity preserved in the landscape

is indicative of tectonic behavior over multiple seismic cycles and offers additional insight

into the constitutive laws that govern how the Earth deforms. Ultimately, geodetic obser-

vations spanning earthquakes contribute to an understanding of the style of plate boundary

deformation, the physical processes that drive the seismic cycle, and the hazards posed to

communities near active faults.

Interferometric Synthetic Aperture Radar (InSAR) is a remote sensing technique that

allows researchers to image static displacements of the Earth’s surface. InSAR imagery

provides spatially dense observations of the growth of geologic structures in the near and

far- field (e.g., Bürgmann et al., 2000) during the co-, post-, and interseismic portions of the

seismic cycle (e.g., Pollitz et al., 2001; Simons et al., 2002; Fialko, 2006). These observations,

combined with inverse modeling, allow researchers to infer quantities of tectonic interest

including earthquake magnitude, fault geometry, and the depth extent of the seismogenic

zone (e.g., Delouis et al., 2002; Lohman et al., 2002; Wright et al., 2003). While much of

this previous work involved displacement signals with large spatial scales (few to 10’s of

km), recent increases in the availability of SAR datasets enable detailed characterization of
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smaller-scale features such as surface ruptures, soil liquefaction, and infrastructure damage

(e.g., Fielding et al., 2005; Ishitsuka et al., 2012; Plank, 2014). This contributes to a deeper

understanding of the response of the shallowest portion of the crust to fault motion.

In this thesis, I solve for earthquake source parameters from InSAR observations and in-

terpret patterns of coseismic strain in terms of the mechanics of plate boundary deformation.

This work represents efforts to better quantify the uncertainty in InSAR- inferred earthquake

source parameters due to the presence of atmospheric noise. Signals introduced by the delay

of the radar signal traveling through the troposphere result in significant errors in the in-

ferred ground displacement (e.g., Berrada Baby et al., 1988; Bürgmann et al., 2000; Hanssen,

2001) and a degradation of scientists’ abilities to gain insight on earthquake processes. A key

frontier in InSAR science involves the strengthening of constraints on ground displacement

with estimates of the atmospheric phase delay from weather models. I develop an approach

to assess the inferred earthquake source parameter uncertainties before and after elevation-

dependent empirical atmospheric corrections. This analysis reveals both the robustness of

inferred earthquake source parameters and shortcomings of correction approaches that do

not account for the spatial variation in atmospheric properties. Further, a similar workflow

could be applied to illustrate the data quantity required to infer parameters with errors be-

low certain thresholds for processes that are challenging to study, such as interseismic strain

accumulation and uplift associated with low-slip rate faults.

In addition, I study the connection between great earthquakes (Mw≥8) along the South

America- Nazca subduction zone plate boundary and the coseismic release of strain in the

overriding South American plate. The 2010 Mw8.8 Maule earthquake of central Chile rup-

tured 500 km of the plate boundary with a maximum slip of ∼15 m (e.g., Hayes, 2010).

The earthquakes in the Andean backarc and volcanic arc that were triggered by the Maule

event offer insight into the stress field evolution following the large release of interseismically
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accumulated strain. Backarc faults are likely to become active following a great earthquake,

particularly if they are already in an advanced portion of their seismic cycle. Changes in

static Coulomb stress are likely to trigger events in the near- field that may be additionally

controlled by regional magmatic systems (Pritchard et al., 2013).

The 2014 Mw 8.1 Pisagua earthquake of northern Chile offers opportunity to examine

the behavior of subduction zone systems over both a single earthquake and the million-year

timescale. The surrounding hyperarid Atacama Desert creates a unique environment that

supports the preservation of surface cracks over thousands of earthquake cycles (Rech et al.,

2003; Loveless et al., 2005, 2009; Baker et al., 2013). The variation in orientation of cracks

reopened in 2014 over the ∼200 km rupture length is consistent with strain axes inferred from

static displacements of the 2014 event and therefore also likely dynamic stresses generated

by the passage of seismic waves (Loveless et al., 2009). This suggests that repeated great

earthquakes largely control crack orientation in the forearc landscape. Further, cracks serve

as a record of long-term tectonic behavior and significantly lengthen the record of great

earthquakes beyond the decadal timescale provided by geodetic datasets.

1.1.1 Outline

Chapter 1 serves an introduction to many of the methodologies applied throughout this

thesis. I outline basic InSAR processing techniques and introduce inverse methods used to

invert for earthquakes source parameters. I describe characteristics of atmospheric noise and

present comparisons of the atmospheric contribution inferred from weather models to InSAR

data itself.

Chapter 2 focuses on the portion of uncertainty on earthquake source parameters inferred
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Figure 1.1: Areas of study highlighted on shaded relief maps. (a) Map of western North
America showing the two interferogram tracks studied in Chapter 2. (b) Map of South
America highlighting the GCMT locations of the great earthquakes and the regions of study
described in Chapters 3 and 4.

from InSAR datasets that is introduced by the tropospheric delay of the radar signal. The

synthetic realizations of atmospheric noise are based on an analysis of the amplitude and spa-

tial characteristics of noise from the turbulent and stratified components of the atmosphere.

I develop a Monte Carlo approach to calculate error bounds and biases on earthquake source

parameters. The application of the approach to several synthetic earthquake examples along

a basin-bounding fault in central Nevada (Figure 1.1a) illustrates the impact of atmospheric

noise in cases with a high degree of correlation between deformation and topography. The

atmospheric corrections improve the quality of inferred parameters of 1992 M5.6 Little Skull

mountain, Nevada, earthquake. This chapter was published in the Journal of Geophysical
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Research: Solid Earth with Rowena Lohman as coauthor.

Chapter 3 focuses on several upper crustal earthquakes in the Andean volcanic and

backarc that were likely triggered by the 2010 Mw 8.8 Maule, Chile, earthquake (Figure

1.1b). The inferred earthquake locations and fault geometries benefit from the high spa-

tial resolution observations of deformation from InSAR datasets, and error bounds reflect

the presence of atmospheric and ionospheric noise. The focal mechanisms of the far-field

earthquakes are consistent with late Cenozoic kinematics inferred from regional faults. The

near-field event is consistent with triggering following an increase in the static Coulomb

stress due to the great 2010 Maule earthquake. This chapter was published in the Journal of

South American Earth Sciences. Rowena Lohman and Matt Pritchard provided invaluable

discussion and editorial comments. Patricia Alvarado and Gerado Sánchez processed and

analyzed the seismic data.

Chapter 4 focuses on the surface strain produced by the 2014 Mw 8.1 Pisagua, northern

Chile, earthquake that ruptured a segment of the South America- Nazca plate boundary

(Figure 1.1b). The 2014 earthquake reopened ancient surface cracks along 200 km of coast

length. The consistency in strain orientation inferred from cracks reopened in 2014 and

coseismic geodetic displacements suggests that the reopened cracks are a measure of the

static strain release and permanent coseismic deformation. Evidence of high coseismic ground

shaking from the very large surficial crack openings suggests that dynamic stresses also

exert control on the characteristics of the reopened cracks. This chapter has been published

in Geology with Richard Allmendinger, Gabriel González, and Jack Loveless as coauthors

who provided very valuable discussions, significant collaboration in the field, and editorial

comments on the manuscript.

There are several appendixes that support some of the main themes in this thesis. Ap-
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pendix A is the Supporting Information for Chapter 2 published with the main manuscript.

Appendix B outlines the jRi method used to derive empirical corrections of atmospheric

noise with statistically non-stationary characteristics in InSAR data, as described in Chap-

ter 2. Appendix C is the Supporting Information for Chapter 4 and was published with the

main manuscript. Appendix D focuses on the InSAR record (or the lack thereof) of ancient

coseismic cracks reopened during the 2014 Mw 8.1 Pisagua, Chile, earthquake.
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1.2 InSAR background

Spatially dense observations from SAR datasets enable researchers to remotely examine

surface characteristics, topography, ground deformation, and characteristics of the atmo-

sphere. Here, I briefly describe the process required to produce an interferogram based on

radar imagery acquired on a spaceborne satellite (Figure 1.2) and the resulting sensitivity

of the produced imagery to a variety of physical processes.

1.2.1 Formation of an interferogram

Individual SAR images include information about both the phase and amplitude of the

radar signal emitted and reflected back to the satellite. Each pixel in the SAR imagery

contains information about the surface characteristics at the spatial resolution of meters to

several tens of meters. The amplitude (Figure 1.3a) largely reflects the roughness and slope

of the ground surface. Surfaces that are rough at the wavelength of the radar signal appear

bright, because they scatter energy back to the satellite. Smooth surfaces such as lakes and

paved roads reflect the microwave energy away from the satellite and appear dark. The

phase associated with single acquisitions appears random: Each pixel contains contribution

from a large set of ground scatterers whose interaction with the radar signal is controlled

by the microwave wavelength (centimeters to a few tens of centimeters) that is significantly

lower than the spatial dimension of the individual pixel.

An interferogram is constructed by multiplying the phase in one image with the complex

conjugate of the second image. The phase in the resulting interferogram is often spatially

coherent and represents the contribution from a variety of physical processes that all impact

the travel time of the radar signal between the satellite and the ground, as discussed in the
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Figure 1.2: Geometry of a SAR satellite. SAR satellites orbit the Earth in a low Earth
orbit at altitudes ranging from 500 to 800 km. The satellite is an active instrument, as it
emits and receives radar signals. The sideways look-angle results in a combined sensitivity to
vertical and horizontal static displacement, although the near-vertical look direction of many
satellites results in a greater sensitivity to vertical deformation. Controls on the dimension
of the pixel size in range and azimuth are described in Section 1.2.5.

following section. Coherence (Figure 1.3c) is a measure of the similarity in the reflective

properties of the surface between SAR acquisitions (e.g., Zebker and Villasenor, 1992; Rosen

et al., 2000) and is commonly used as a measure of data quality (e.g., Wei and Sandwell,

2010). Coherence values vary between 0 and 1, and higher values indicate a greater similarity

in ground characteristics between acquisitions. When coherence is totally lost, the phase

between neighboring pixels appears random and tracking ground deformation becomes very

challenging (e.g., Funning et al., 2007; Feng et al., 2010).
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Figure 1.3: InSAR over the Santa Cruz Island, Channel Islands of southern California. The
interferogram is from the ALOS satellite and spans February 20, 2007- May 23, 2007. (a)
Amplitude. Line-of-sight (LOS) vector shows the satellite look direction. (b) Elevation with
shaded relief map highlighting the left-lateral Santa Cruz Island fault. (c) Correlation. (d)
Wrapped interferogram. (e) Unwrapped interferogram highlighting the presence of atmo-
spheric noise that is approximately correlated with topography. (f) Two examples of optical
imagery showing a diversity of weather patterns over the Santa Cruz Island that contribute
to atmospheric noise in SAR data (e).
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1.2.2 Contributions to interferometric phase

Below, I briefly describe several major contributors to the interferometric phase. The

phase in an interferogram is equal to the differential phase associated with the two SAR

acquisitions. As described the below, phase across an interferogram contains information

about the displacement of the surface ground, as well as a variety of other physical phenomena

that alter the propagation of the radar signal. In the case that the radar signal is sensitive

only to the displacement of the ground surface, the phase (φ) is equal to:

φ = 4π
λ

(ρ2 − ρ1), (1.1)

where λ is the wavelength of the microwave signal, and ρ1 and ρ2 are the distances between

the ground and the satellite at the first and second acquisitions, respectively. The signal in an

individual interferogram may be reported as phase with units of radians or as displacement

often with units of centimeters or meters.

Ground displacement: The interferometric phase includes contribution from changes in

the position of the ground’s surface in the near-vertical satellite line-of-sight direction. De-

formation sources include fault slip (e.g., Massonnet et al., 1994), volcanic inflation (e.g.,

Pritchard and Simons, 2002), anthropogenic pumping of water and hydrocarbons (e.g.,

Amelung et al., 1999), and seasonal or long- term changes in the storage of water in aquifers

(e.g., Watson et al., 2002; Lanari et al., 2004).

Atmospheric characteristics: The velocity of the radar signal traveling in the atmo-

sphere is controlled by the atmospheric water vapor content, pressure, and temperature (e.g.,

Berrada Baby et al., 1988; Bürgmann et al., 2000; Rosen et al., 2000). Variations in the

atmospheric characteristics at the timing of the two SAR acquisitions used to construct an

interferogram result in spatially coherent noise that is challenging to distinguish from signals
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that reflect the real displacement of the Earth’s surface. Because the noise contribution from

the turbulent component of the atmosphere is not correlated over temporal scales greater

than a day (Emardson, 2003), the impact of atmospheric noise can be partially mitigated

by averaging many interferograms together (e.g., Zebker et al., 1997). However, averaging

the contribution from the seasonally dependent stratified component of the atmosphere can

introduce biases in the inferred deformation rates if the data acquisitions are not uniformly

distributed across the seasons (e.g., Doin et al., 2009; Barnhart and Lohman, 2013a). Efforts

to correct atmospheric noise are described in more detail in Section 1.4 and Chapter 3.

Ionosphere: The phase is rotated in the electrically changed ionosphere by an amount

that scales with the total electron count along the propagation path and inversely with the

square of the signal frequency (e.g., Gray et al., 2000). Typical observed effects include

azimuth streaks and decorrelation of the phase imagery. Ionospheric noise is often strongest

in polar regions but also impacts data in over low and mid-latitude areas (Wegmuller et al.,

2006; Pi et al., 2011).

Topography: When the distance separating SAR satellites (i.e., baseline) at the time of

acquisition above a given point is non-zero, the phase is sensitive to topography. For instance,

the Shuttle Radar Topography Mission took advantage of this feature to generate a digital

elevation model (DEM) at a resolution of 1 arc second (Farr et al., 2007), by recording the

reflected radar return at two separate antennae separated by a boom of known length. For

studies focusing on tectonic deformation, the effect of topography must be removed with a

pre-existing DEM when the baseline is non-zero.

Satellite position: When satellite positions differ by more than an amount known as the

critical baseline, the set of scatterers in individual pixels do not add meaningfully and the
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differential phase is incoherent. The critical baseline (B⊥,crit) scales as,

B⊥,crit ∝
λ

∆R, (1.2)

where ∆R is the range resolution. For the European Remote Sensing (ERS) satellite, B⊥,crit

is 1.1 km. For the Advanced Land Observing Satellite (ALOS), B⊥,crit varies between 6.5

km and 13 km for different observation modes. For each of these platforms, space agencies

were typically able to control position to within a hundred meters.

Errors in satellite position: Errors in our knowledge of satellite orbits result in long wave-

length signals (Massonnet and Feigl, 1998; Fattahi and Amelung, 2014) that are typically

modeled using polynomial ramps. Error on position varies from meter to centimeter scale

for the older (e.g., ERS, Envisat, ALOS) and for the more recently launched satellites (e.g.,

TerraSAR-X, Sentinel), respectively (e.g., Eineder et al., 2003; Yoon et al., 2009). These

errors in position result in strain rate uncertainties of 0.5 to 1.5 mm yr−1 100 km−1 for older

satellites and 0.2 to 0.5 mm yr−1 100 km−1 for the recent satellites (Fattahi and Amelung,

2014). Orbital errors pose a major limitation for accurate inferences of long wavelength defor-

mation signals that are of interest to researchers studying great earthquakes and interseismic

loading (e.g., Fialko, 2006; Bekaert et al., 2015).

Ground characteristics: The microwave signal interacts with the surface layer and shal-

lowest subsurface volume. Nolan and Fatland (2003) attribute variations in phase across

agricultural areas to varying depths of interaction between the radar signal and the upper-

most soil layer. Njoku and Kong (1977) propose that the dielectric constant of the soil largely

controls this interaction. Guneriussen et al. (2001) demonstrate that the accumulation of

dry snow between SAR acquisitions introduces coherent measurements of apparent surface

displacement.
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Satellite Wavelength Orbit Altitude Mission dates
ERS-1 5.67 cm (C-band) 783 km 17 July 1991-10 March 2000
ERS-2 5.67 cm (C-band) 780 km 21 April 1995- 5 Sept’ 2011
Envisat 5.67 cm (C-band) 782 km 1 March 2002-8 April 2012
ALOS 23.62 cm (L-band) 691 km 24 Jan’ 2006- 12 May 2011
TerraSAR-X 3.11 cm (X-band) 514 km Launched: 15 June 2007
Sentinel-1A 5.67 cm (C-band) 693 km Launched: 3 April 2014

Table 1.1: List of SAR satellites discussed in this thesis. ERS: European Remote Sensing,
Envisat: Environmental Satellite, ALOS: Advanced Land Observing Satellite. Note this is
not a complete list of SAR satellites currently in orbit.

1.2.3 Filtering and phase unwrapping

Researchers often apply a filter to decrease the phase noise in wrapped SAR imagery.

Goldstein and Werner (1998) develop an adaptive filtering algorithm where the spatial scale

of the applied band-pass filter varies as a function of the local coherence in the interferogram.

Often, filtering eases the process of unwrapping (see below) and improves estimates of surface

displacement. This is particularly important when an interferogram is used as input into an

earthquake source inversion (Chapters 2 and Chapter 3: Scott et al., 2014; Scott and Lohman

2016). However, the application of a filter decreases the effective spatial resolution of SAR

imagery and therefore may not benefit studies focused on resolving fine- scale features in

surface deformation patterns (Chapter 4: Scott et al., 2016).

The phase values within an interferogram are necessarily only known to modulo 2π - larger

displacements will be “wrapped”, with cycles that range from 0 to 2π. When an interfero-

gram is unwrapped (Figure 1.3e), the phase contains information about ground displacement

without the modulo 2π ambiguity. Unwrapping correctly is challenging, particularly if the
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signal lacks continuity in the presence of decorrelation or high phase gradients associated

with large topographic relief or surface displacement. Multiple approaches exist for phase

unwrapping. The branch-cut method (Goldstein et al., 1988) isolates potential errors likely

to result from phase noise and only unwraps relatively “clean” portions of the interferogram.

The Statistical-Cost, Network- Flow Algorithm for Phase Unwrapping (Chen and Zebker,

2001) treats unwrapping as a probability estimation problem and attempts to identify the

unwrapped phase surface that meets certain a priori criteria (e.g., smoothness).

1.2.4 Pixel offsets

Sub-pixel offset techniques offer an alternative approach to the calculation of surface dis-

placements from SAR datasets. Displacement vectors in the range and the azimuth directions

are calculated following an automated measurement of the offset between surface features in

two sets of radar imagery. More formally, this task is often approached as a cross-correlation

of the amplitude imagery. Pixel offset techniques are commonly applied when the surface dis-

placements are high and are no longer resolvable with the methods described above. Typical

applications often include earthquakes (e.g., Fielding et al., 2013), glaciers (e.g., Melkonian

et al., 2014), and landslides (e.g., Singleton et al., 2014).

1.2.5 Spatial and temporal resolution

The resolution (spatial and temporal) achievable with satellite-based InSAR observations

strongly controls the types of problems that can be addressed. The temporal resolution is

limited by the frequency of data acquisition. Satellites repeat flight-orbits with weekly to

monthly frequency, although imagery is not acquired at each pass due to limitations in the
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transmission of large datasets from the satellite to the ground. Below, I describe the controls

on the spatial resolution of SAR datasets.

Azimuth (“along track”): For a conventional radar system, the antenna footprint (Raz)

dimension is:

Raz = ρλ

L
, (1.3)

where L is the length of antennae. For the ALOS satellite ρ=695 km, λ= 23.6 cm, L=8.9

m, and the dimension of the ground footprint is ∼18 km. The spatial resolution of meters to

tens of meters is achieved by synthesizing a larger antenna from many echoes that illuminate

a single target. The SAR resolution is limited by the length of time a target is in view, which

is directly controlled by the antenna length.

Range (“across track”): The resolution in range (∆R) is expressed as,

∆R = c

2∆fBW
, (1.4)

where c is the speed of light and ∆fBW is the range bandwidth of the radar signal. Varia-

tions in topography further impact the pixel dimension. The pixel is foreshortened and the

amplitude is high when the line-of-sight vector is oriented sub-parallel to the vector normal

to the topographic slope. Similarly, pixels along slopes that face away from the satellite

look-direction have lower amplitude and larger ground dimension. Areas are shadowed when

the topographic slope is steeper than the line-of-sight look vector, which can vary between

20o and 50o.

Interaction depth: The extent to which the radar signal is scattered, attenuated, or

reflected along an interface boundary depends on the dielectric constants of the interacting

materials, scatterer geometry, terrain slope, and radar wavelength. Over a forest, a C-band

(λ= 5.6 cm) signal may interact with the uppermost canopy, while an L-band signal samples
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lower levels of the vegetation and the underlying forest bottom (e.g., Prush and Lohman,

2014). The depth of interaction of the radar signal within the subsurface is largely controlled

by the soil moisture content. Wet and dry materials have significantly differing dielectric

constants, which largely control the interaction between the microwave signal and the shallow

subsurface. Nolan and Fatland (2003) show that a change in volumetric water content from

1% to 40% alters the interaction depth from 50 cm to 4 cm for L-band wavelengths. This

sensitivity to subsurface structure facilitates the mapping of buried paleo-rivers and drainage

channels in hyperarid climates with SAR datasets (e.g., Schaber et al., 1986; Dabbagh et

al., 1997; Grandjean et al., 2006).
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1.3 Imaging earthquake deformation

InSAR observations of surface displacement and inverse theory techniques together create

a powerful toolbox that geodesists use to image portions of the seismic cycle and ultimately

understand the processes that produce surface deformation. For example, InSAR observa-

tions of coseismic deformation are used to place precise constraints on earthquake location

and fault geometry (e.g., Massonnet et al., 1994; Simons et al., 2002). The postseismic

signal reveals the upper mantle response to seismically driven stress changes (e.g., Pollitz

et al., 2001) that can support comparisons between geologic and geodetic deformation rates

(e.g., Gourmelen and Amelung, 2005). InSAR imagery illustrates the interseismic partition

of deformation along neighboring faults (e.g., Fialko, 2006) and along-strike variations in the

stress accumulation rate (e.g., Tong et al., 2013). The InSAR phase is additionally sensitive

to aseismic activity, which may exceed the coseismic activity (e.g., Barnhart and Lohman,

2013b) or trigger moderate-sized earthquakes (e.g., Lohman and McGuire, 2007).

In this section, I focus on techniques employed to analyze earthquake deformation. Solv-

ing for subsurface fault geometry from static ground displacements is commonly framed as

an inverse problem as illustrated in Figure 1.4. SAR data are sensitive to coseismic ground

displacements measured in the near-vertical SAR line-of-sight. The model parameters of in-

terest often include fault location, depth, strike, dip, rake, and slip magnitude. The Green’s

functions impose the physics of problem, and for the case of a slip inversion problem, relate

the slip on a fault patch of known geometry to displacement along the Earth’s surface.

Constraining subsurface processes from ground deformation is challenging for several

reasons. First, slip on a set of faults with different orientations is likely to produce ground

deformation consistent with the SAR observations– the solution is non-unique. Second, the

InSAR phase is sensitive to a variety of signals including those from the tectonic signal of
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Figure 1.4: Cartoon illustrating the set-up of an inverse problem used to solve for fault
geometry from surface displacements in SAR datasets. The data in blue are the ground
displacements in the near-vertical SAR line-of-sight. The model parameters describe the
geometry of the fault that generated the ground displacement. The Green’s functions (G)
relate slip along the fault patch to ground displacement. The crust is represented as an
elastic half-space (Okada, 1985). This simplistic representation of the crust is insensitive
the effect of anelastic deformation and material heterogeneities, which may be particularly
significant near the fault (e.g., Oskin et al., 2012; Vallage et al., 2015). Note the cartoon is
not drawn to scale.

interest, as well as seasonal uplift and subsidence, land-use changes, variations in atmospheric

properties, and satellite position. Constraints on tectonic deformation are strengthened

with knowledge of the likely contribution from each of these signal types. Third, models of

deformation processes and subsurface structure do not capture the complexity of the real

Earth. The researcher must optimize between the complexity required to solve the problem

of interest, and that permitted by the known structural heterogeneities and the available

computational resources.
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1.3.1 Earthquake source inversions as inverse problems

The inversion for the magnitude of fault slip is linear, because slip on a fault patch with

a known geometry scales linearly with the produced surface deformation. Because changes

in fault geometry impact both the shape and magnitude of the surface deformation signal,

the fault geometry is non-linearly related to the surface deformation. The full inversion for

the earthquake source geometry and the magnitude of fault slip is treated as a non-linear

inversion for fault geometry with a nested linear inversion for the magnitude of fault slip. The

optimal fault geometry is associated with the lowest the root-mean-square residual between

the real InSAR observations and the synthetic ground displacements produced by slip on

the associated fault. Significant challenges associated with the inversion for fault geometry

are posed the multi-dimensionality of the parameter space and by the non-uniqueness of the

inferred fault geometry.

Solving for the magnitude of fault slip

In the linear component of the earthquake source inversion problem, the magnitude of slip

is optimized for a given fault geometry. Mathematically, the forward problem is expressed

as,

Gm = d, (1.5)

where G is a matrix of Green’s functions relating the magnitude of fault slip to the surface

deformation. m is the set of model parameters that include slip on the fault plane and

polynomial terms that account for long wavelength errors in satellite position (e.g., Masson-

net and Feigl, 1998; Fattahi and Amelung, 2014) and atmospheric noise (e.g., Bürgmann et

al., 2000). d is the set of surface displacement observations that are often spatially averaged

from millions to hundreds of data points to make the inversion computationally feasible (e.g.,
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Lohman et al., 2005). When the linear component of the inverse problem is not weighted

and no regularization is applied, the model solution takes the form,

m = (GTG)−1GTd. (1.6)

Solving for fault geometry

The inversion for fault geometry (e.g., fault location, depth, strike, dip, and rake) from sur-

face displacements is a non-linear problem and is approached as a large set of forward prob-

lems. In each forward problem, the specific fault geometry is selected based on a search of the

non-linear parameter space. A simple, but thorough grid search of the multi-dimensional pa-

rameter space is very computationally expensive. The neighborhood algorithm (Sambridge,

1999) offers an alternative approach and searches the parameter space in an efficient manner.

The approach includes an iterative global search that focuses in areas that performed better

in earlier iterations. The resulting ensemble of tested fault geometries and their ability to

produce surface deformation consistent with the observations provides information about

the broadness of minima and possible trade-offs between inferred fault parameters.

1.3.2 Examples: Uniform slip

For smaller earthquakes where variations in slip along the fault plane are poorly con-

strained, researchers typically solve for fault slip that is uniform across the fault plane.

Figure 1.5a illustrates the synthetic ground deformation produced by uniform slip along a

60o dipping normal fault in an elastic half-space. The yellow lobe indicates ground subsidence

or line-of-sight extension. The small blue lobe illustrates uplift or line-of-sight shortening.

Synthetic noise mimicking the contribution from the stratified and turbulent components

21



of the atmosphere is added to the deformation signal in Figure 1.5b. I treat the signal in

Figure 1.5b as observations of the surface displacement produced by slip on a fault with

an unknown geometry and invert for the fault geometry using the process outlined above.

Figure 1.5c shows the surface deformation in the line-of-sight produced by slip on the opti-

mized fault plane, which closely matches the deformation signal prior to the addition of noise

(Figure 1.5a). This inversion also facilitates the prediction of the displacement in the verti-

cal, north- south, and east-west directions associated with the optimized fault model. The

spatially coherent features in the residual between the input observations and the predicted

displacement signal (Figure 1.5d) are largely due to the presence of atmospheric noise.

Trade-offs in the inferred fault parameters occur when one parameter cannot be retrieved

independently of a second parameter. Common trade-offs in fault slip inversions include slip

magnitude and fault width (Wright et al., 2003), location and mechanism (Lohman et al.,

2002), as well as fault dip and depth. The impact of the trade-off between fault slip and

width can be mitigated by imposing slip magnitude from fault-slip dimension scaling laws

(Wright et al., 2003) or that the fault plane be square (Lohman et al., 2002). Further, the

use of data acquired on both ascending and descending satellite flights improves constraints

on the three-dimensional deformation field and earthquake source parameters (e.g., Lohman

et al., 2002; Wright et al., 2004).

1.3.3 Examples: Distributed slip

In distributed slip models, the fault plane is divided into multiple fault patches. The

inferred coseismic fault slip is allowed to vary along strike and with depth. For larger

earthquakes, the inferred variations in slip are likely better able to capture complexity in

earthquake processes and further our understanding of the mechanical properties of faults
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Figure 1.5: Source inversion of the displacement signal associated with a synthetic Mw 5.5
earthquake. (a) The surface displacement field generated by slip along a 60o dipping normal
fault. The black box outlines the fault plane. The triangular pixels reflect the spatial
averaging of original imagery with a greater spatial resolution. (b) Synthetic atmospheric
noise added to the signal in (a). (c) Predicted deformation in the SAR line-of-sight based
on the optimized fault geometry from (b). The black box is the inferred fault plane. (d)
Residual deformation signal, calculated by subtracting the predicted displacement signal
(c) from the data that includes both the input surface displacement and a realization of
atmospheric noise (b).
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(e.g., Pritchard et al., 2006; Fielding et al., 2009; Delouis et al., 2010; Elliott et al., 2012).

Due to the non-uniqueness of the inferred fault geometry and challenges associated with

the simultaneous inversion for both fault geometry and slip magnitude, inversions for dis-

tributed slip often rely on a priori knowledge of the fault geometry. For moderate-sized

earthquakes, the fault geometry is typically optimized with an initial model of uniform slip

on a single fault patch. For great and megathrust earthquakes in subduction zones, the

fault plane geometry is often inferred from global models of subduction zone fault geometry

(Figure 1.6; Hayes et al., 2012; Gusman et al., 2015). Subsequent research often focuses

on constraining variations in slip along the fault plane that are supported by the available

geodetic observations (e.g., Barnhart and Lohman, 2010). Commonly, the slip distribution

is penalized for unsupported variations in fault slip by applying some form of Tikhonov regu-

larization (e.g., Menke, 1989; Aster et al., 2013). In this case, the preferred model minimizes

the norm,

||Gm− d||22 + ξ2||Lm||22. (1.7)

L is a matrix that imposes the regularization, and ξ is the regularization weighting factor.

Minimum norm constraints minimize the amplitude of fault slip and are imposed by setting

L equal to the identity matrix. These constraints are often applied to damp fault slip in

areas where no quality data are available. When L is the finite difference approximation to

the Laplacian operator, smoothing constraints penalize against abrupt gradients in the slip

distribution.

The regularization weighting factor is often optimized in one of two ways. The L-curve

method results in a solution that balances between the residual surface deformation and the

complexity in the underlying source model. The ideal weighting factor lies at the corner

of an L-shaped curve when the model semi-norm (||Lm||) is plotted versus the residual
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(||Gm − d||). This approach requires making a somewhat selective choice of the curve

corner. Alternatively, the jRi method (Lohman, 2004; Lohman and Simons, 2005; Barnhart

and Lohman, 2010) ideally results in a source model that predicts surface displacement that

is minimally impacted by noise but also captures the true complexity in the observations.

This method can be automated and benefits from the fact that the choice of smoothing

is driven by the actual complexity and structure of the observed data. I describe the jRi

method in Appendix B.

1.3.4 Complementary datasets

Geodetic and geophysical datasets

The integration of InSAR observations with other geophysical datasets results in stronger

constraints on earthquake processes. The high spatial resolution of ground displacements ac-

quired with SAR datasets facilitates the placement of strong constraints on the distribution

of surface deformation. For moderate-magnitude earthquakes particularly in remote areas,

InSAR observations are often considered a ‘ground-truth’ for earthquake location (e.g., We-

ston et al., 2012), which may be critical for the identification of the active fault. Further,

InSAR observations offer valuable constraints on fault orientation (e.g., Funning et al., 2007;

Weston et al., 2012). In contrast, error in earthquake location from seismic datasets is com-

monly 10 to 50 km, particularly when only global or regional networks are available (e.g.,

Weston et al., 2011; Devlin et al., 2012).

Because constraints on earthquake timing from InSAR datasets are limited by the timing

of data acquisitions (usually weekly to monthly), seismic and GPS datasets are often used

to constrain earthquake timing. When seismic networks are dense, seismic waveforms are

25



Figure 1.6: Distributed fault slip for the 2014 Mw 8.1 Pisagua, Chile, earthquake from
Gusman et al. (2015). Data used to produce the slip model include horizontal and vertical
GPS displacements, and tsunami waveforms. Black arrows show the horizontal displacement
measured at GPS stations that are part of the Integrated Plate Boundary Observatory
Chile (IPOC), the International Associated Laboratory, and the Central Andean Tectonic
Observatory Geodetic Array projects (Schurr et al., 2014).

26



sensitive to patterns of rupture development, including rupture directivity and the temporal

variation in moment release, as well as the migration of earthquake sequences (e.g., Amelung

and Bell, 2003; Prejean, 2004; Kundu et al., 2012; Sevilgen et al., 2012; Schurr et al., 2014).

The daily position estimates of continuous Global Positioning System (GPS) stations allows

for the distinction between co- and early post-seismic deformation (e.g., Gonzalez-Ortega et

al., 2014).

InSAR observations are insensitive to off- shore deformation (Figure 1.6), because the

radar signal reflects off the water surface and does not interact with the seafloor bottom.

Therefore studies focusing on great and megathrust earthquakes may be augmented with

seismic waveforms, tsunami height observations (e.g., Lorito et al., 2011; Gusman et al.,

2015), and measurements of seafloor displacement from bathymetry datasets (e.g., Fujiwara

et al., 2011). The pre- and post- earthquake bathymetry datasets from the 2011 Mw 9.1

Tohoku reveal significant shallow slip near the trench, which has important consequences

for our understanding of the frictional properties of the up-dip portion of subduction zone

thrust faults (Fujiwara et al., 2011; Ide et al., 2011; Scholz, 2014).

Geodetic and geologic datasets

Geodetic and geologic observations of deformation offer complementary insight into the

relationship between surface deformation and the physical processes that govern subduction

zone processes. InSAR and GPS observations constrain surface deformation during the past

several decades. While the span of the geodetic record is less than the 100- 150 year length

of the seismic cycle in northern Chile (e.g., Comte and Pardo, 1991), for example, geodetic

data have recorded interseismic deformation (Béjar-Pizarro et al., 2013), as well as the

coseismic and post-seismic signals associated with several great earthquakes (Hayes et al.,
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2014; Schurr et al., 2014; Duputel et al., 2015). These observations place strong constraints

on the surface deformation during different segments of the seismic cycle that can be used to

explore possible segmentation of the plate boundary system and depth-dependent variations

in frictional properties along the main thrust fault (e.g., Melbourne et al., 2002; Chlieh et

al., 2004; Métois et al., 2012; Métois et al., 2013). Results necessarily reflect deformation

associated with a short segment of a seismic cycle– they lack sensitivity to deformation over

a full seismic cycle and potential variations in tectonic behavior over several seismic cycles.

Paleoseismic, geomorphic, and geologic observations are indicative of plate boundary be-

havior over several to hundreds of seismic cycles. In many subduction environments, features

of interest include tsunami deposits (e.g., Atwater and Moore, 1992), uplifted coastal terraces

(e.g., Matsuda et al., 1978), and upper plate faults (e.g., Arriagada et al., 2011; Faŕıas et al.,

2011). These features give insight into the size and timing of past earthquakes, as well as

controls on tectonic behavior over many seismic cycles (e.g., Nanayama et al., 2003; Loveless

et al., 2005; Dawson and Stewart, 2007; Baker et al., 2013). However, interpreting perma-

nent structures in terms of seismic cycle behavior remains challenging. Several approaches

have focused on understanding the relationship between permanent forearc structures ac-

tive in recent great earthquakes and the kinematics of those great earthquakes inferred from

geodetic datasets (e.g., Aron et al., 2013; Scott et al., 2016).

28



1.4 Atmospheric Noise in InSAR data

Figure 1.7: Cartoon illustrating the impact of the vertical stratification of the atmosphere
on topographically correlated noise in InSAR data. Variations in atmospheric characteristics
impact of the speed of traveling microwave radar signal. The radar signal samples more of
the troposphere above areas of low elevation and accumulates additional delay relative to
areas of higher elevation.

Changes in atmospheric humidity, temperature, and pressure impact the speed of the

radar signals as they travel through the troposphere (e.g., Berrada Baby et al., 1988) as shown

in Figure 1.7. Variations in atmospheric delay result in spurious signals in InSAR datasets

that pose a major challenge to efforts to infer ground deformation rates (e.g., Bürgmann et

al., 2000). Atmospheric noise corrections may decrease the impact of the noise on inferred

earthquake source parameters (e.g., Onn and Zebker, 2006; Cavalié et al., 2007; Doin et

al., 2009). Statistics of atmospheric noise characteristics support the understanding of the

quality of tectonic parameters inferred from InSAR datasets (e.g., Hanssen, 2001; Emardson,

2003; Lohman and Simons, 2005). In this section, I describe characteristics of atmospheric

noise and make comparisons between the InSAR phase delay in several interferograms and

the expected atmospheric phase delay inferred from a reanalysis weather model.
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The total atmospheric delay is commonly described in terms of turbulent and stratified

components (Hanssen, 2001). Turbulent mixing of the atmosphere results from horizontal

and vertical variations in the water vapor content over both flat and mountainous areas.

The turbulent contribution in InSAR data is spatially correlated over distances of ∼20 km

(Lohman and Simons, 2005). Because the characteristics of atmospheric turbulence are not

correlated over time-scales greater than a day (Emardson, 2003), averaging many interfer-

ograms reduces the impact of the turbulent component of the atmosphere (e.g., Zebker et

al., 1997). Weather models, which can be useful for predicting the contribution from the

stratified component of the atmosphere, sample atmospheric characteristics at spatial and

temporal scales that are too coarse to effectively capture and correct the turbulent compo-

nent of atmospheric noise (e.g., Jolivet et al., 2014).

Vertical stratification of air pressure, temperature, and water vapor result in phase delays

that are approximately correlated with topography (e.g., Bürgmann et al., 2000) as shown

in Figure 1.8. For the ease of modeling, the stratified delay is sometimes further separated

into wet and dry components. The dry delay scales linearly with the difference in total

air pressure in the atmosphere. The wet delay scales with water vapor partial pressure

and inversely with temperature. Because the amplitude of the stratified delay is commonly

seasonally dependent, a simple averaging of many interferograms can bias inferred rates if

the seasonality is poorly sampled by the set of acquisitions (e.g., Doin et al., 2009; Barnhart

and Lohman, 2013a).

Atmospheric noise in InSAR datsets is challenging to separate from signals associated

with real ground uplift and subsidence. For example, observations of long-wavelength co-

seismic and interseisimic deformation in subduction zone environments are biased by atmo-

spheric noise, which has power at the same spatial scales (e.g., Lin et al., 2010; Fournier

et al., 2011; Remy et al., 2011; Béjar-Pizarro et al., 2013; Bekaert et al., 2015; Jolivet et
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Figure 1.8: Atmospheric contribution to InSAR data across the San Bernardino mountains,
California. The shaded grey background illustrates the accumulated delay of the of the radar
signal in multiple elevation bands in the troposphere. The rainbow line outlines topogra-
phy colored by the delay of the radar signal from the satellite to the ground surface. Note
that during a single acquisition, the delay is strictly positive and only differences between
two dates results in negative values. This figure was created using the Python based At-
mospheric Phase Screen Estimation software package (PyAPS) produced by Jolivet et al.
(2011) with constraints on atmospheric characteristics from the North America Regional
Reanalysis model (NARR; Mesinger et al., 2006) .
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al., 2014). A significant amount of research is focused on correcting the noise contribution

from the stratified component of the atmosphere with one of two types of approaches. In

the first, an empirical fit or set of fits between topography and phase is removed from the

interferogram (e.g., Cavalié et al., 2007; Elliott et al., 2008; Tymofyeyeva and Fialko, 2015).

In the second, atmospheric constraints from external datasets, such as weather models, are

used to infer the atmospheric contribution (e.g., Doin et al., 2009). Because the character-

istics of the atmosphere vary over short spatial and temporal scales, residual atmospheric

signals persist following the application of atmospheric corrections (e.g., Jolivet et al., 2011).

An understanding of the impact of the residual atmospheric noise on the inferred tectonic

parameters can strengthen constraints on seismic cycle processes from SAR observations.

1.4.1 Atmospheric delay from Global Atmospheric Models (GAM)

Global Atmospheric Models (GAM) provide meteorological constraints on atmospheric

pressure, temperature, and humidity that are used to statistically evaluate and correct the

atmospheric contribution to InSAR data. The ERA40 reanalysis (Uppala et al., 2005), the

European Centre for Medium-Range Weather Forecasts (ECMWF), and the North American

Regional Reanalysis weather model (NARR; Mesinger et al., 2006) are meteorological models

used to correct InSAR datasets. This section focuses on results from the NARR weather

model, which produces relatively high spatial and temporal resolution analyses of weather

characteristics in North America.

The Python based Atmospheric Phase Screen Estimation software package (PyAPS; Jo-

livet et al., 2014) generates atmospheric corrections based on NARR-inferred meteorological

properties modeled at 29 pressure levels every 3 hours along a 32 km grid spacing. The

PyAPS workflow is shown in Figure 1.9. The atmospheric reanalysis results are translated

32



Figure 1.9: Workflow developed by Jolivet et al. (2011) and implemented PyAPS to correct
the atmospheric signal in InSAR data with the North America Regional Reanalysis (NARR)
weather model. Note this figure is not modified from earlier publications.
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to microwave signal delay by the integration of the total delay through the troposphere,

which is itself calculated from several empirical constants and constraints on weather char-

acteristics.

Figure 1.10: Digital elevation model for Envisat Track 213, Frame 2817 show in Figures 1.11
and 1.12. The A-A’ transect spans the profile in Figure 1.13.
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Figure 1.11: Maps illustrating atmospheric delays predicted from the NARR weather model.
The first row shows the dry delay for (a) September 23, 2008 and (b) August 4, 2009, and
(c) the delay difference between the respective dates. The second and third rows show the
wet and total delay, respectively. Interferometric phase is sensitive only to the difference in
total delay, shown in (i).
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1.4.2 Comparisons of phase delay

The wet and dry atmospheric delays for individual dates are always positive and decrease

with elevation. The dry delay associated with the two dates shown in Figure 1.11 varies

between 80 cm and 165 cm. Because the dry delay for these two dates is almost identical,

the contribution to an interferogram (difference in delay) is less than 2 cm. In contrast, the

amplitude of the wet delay for individual dates is less than 10 cm but varies significantly

between these two dates. For this set of date pairs, the interferometric phase contribution

from both delay types is similar (Figure 1.11i).

I compare the observed phase delay in four real interferograms to the expected delay based

on the NARR weather model in Figure 1.12. The first two rows illustrate cases where the

NARR-predicted delay matches the long wavelength and topographically correlated signal

observed in the InSAR data. For these cases, the atmospheric correction improves data

quality. The third row shows an example where the NARR-predicted delay is lower in

amplitude than the InSAR signal and has relatively little impact on data quality. The fourth

row illustrates a case where the phase delay predicted from the NARR weather model differs

significantly from the InSAR observations. For this case, the correction results in additional

errors in the inferred deformation and decreases data quality. These cases together illustrate

a varied utility of weather model corrections and importantly show that the application of

weather models to correct atmospheric noise may decrease data quality.

In many cases, even when the NARR correction fits the long wavelength InSAR signal

(e.g., Figure 1.12a-c), the corrections are generally unable to reproduce the smaller spa-

tial scale signals. For the case shown in Figure 1.13, the NARR delay matches the InSAR

contribution associated with the ridges and the long wavelength the ramp. However, the

correction does not predict the observed phase delays between ridges that appears to be
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Figure 1.12: A comparison of atmospheric phase delays inferred from InSAR data and the
NARR weather model. From top to bottom, the rows show delay spanning May 11, 2010-
June 15, 2010; July 15, 2008-August 19, 2008; September 9, 2008-August 4, 2009; May 26,
2009-June 30, 2009. The columns from left to right show the interferogram, the NARR-
inferred correction, and the corrected interferogram.
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Figure 1.13: Profiles showing elevation (blue), interferometric phase (black), and NARR
correction (red) for an interferogram spanning May 2, 2006- November 13, 2007. Profile
location is shown in Figure 1.10.

anomalously large relative to the present topography. This suggests that even when the

inferred atmospheric characteristics are accurate enough to predict the long wavelength con-

tribution, turbulent features persist at smaller spatial scales and are not easily corrected

with atmospheric characteristics inferred from weather models.

1.4.3 Concluding thoughts

This work demonstrates that the improvement to data quality from corrections based on

atmospheric characteristics from the NARR weather model is variable. The differing quality

of corrections from a single weather model may reflect the possibility that atmospheric char-
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acteristics change at different speeds. Several authors have demonstrated that the amplitude

of the stratified delay varies seasonally (e.g., Doin et al., 2009; Barnhart and Lohman, 2013a).

A more extensive but similar dataset to the one analyzed here could be used to explore the

possibility that the quality of delay predicted from the weather model also varies seasonally.

Future work may also focus on characterizing the spatial scales where atmospheric cor-

rections from weather models are likely to improve data quality. These spatial scales are

likely to reflect the spatial resolution of the weather model. As demonstrated here, even

when weather models predict the long wavelength atmospheric signal in InSAR data, they

fail to produce the shorter spatial-scale signals likely associated with atmospheric turbulence.

Corrections based on a weather model may not significantly improve constraints associated

with a moderate-magnitude earthquake whose spatial footprint is much smaller than the

grid spacing of the weather model. In contrast, the corrections may improve constraints

associated with long wavelength signals in subduction zone environments. Knowledge of the

utility of atmospheric corrections at different spatial scales can inform researchers of the

most useful atmospheric correction for different types of tectonic problems and the expected

improvement to data quality.
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CHAPTER 2

SENSITIVITY OF EARTHQUAKE SOURCE INVERSIONS TO

ATMOSPHERIC NOISE AND CORRECTIONS OF INSAR DATA

2.1 Abstract

Tropospheric phase delays pose a major challenge to InSAR (interferometric synthetic aper-

ture radar)-based studies of tectonic deformation. One approach to the mitigation of effects

from tropospheric noise is the application of elevation-dependent corrections based on empir-

ical fits between elevation and interferometric phase. We quantify the effects of corrections

with a range of complexity on inferred earthquake source parameters using synthetic in-

terferograms with known atmospheric characteristics. We infer statistical properties of the

stratified component of the atmosphere using pressure, temperature, and water vapor data

from the North America Regional Reanalysis model over our region of interest in the Basin

and Range province of the western United States. The statistics of the simulated atmospheric

turbulence are estimated from InSAR and Global Positioning System data. We demonstrate

potentially significant improvements in the precision of earthquake magnitude, depth, and

dip estimates for several synthetic earthquake focal mechanisms following a correction for

spatially variable atmospheric characteristics, relative to cases where the correction is based

on a uniform delay versus elevation relationship or where no correction is applied. We apply

our approach to the 1992 Mw5.6 Little Skull Mountain, Nevada, earthquake and demon-

strate that the earthquake source parameter error bounds decrease in size after applying the

atmospheric corrections. Our approach for evaluating the impact of atmospheric noise on

inferred fault parameters is easily adaptable to other regions and source mechanisms.
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Figure 2.1: (a) Example ERS interferograms: The blue box outlines a tandem interferogram
spanning 20-21 November 1995 (Track 213, Frames 2781-2835), and the black box highlights
an interferogram that contains the 1992 Mw 5.6 Little Skull Mountain earthquake and spans
24 April 1992 to 18 June 1996 (Track 399, Frames 2835-2871). Note that the interferograms
in Figure 2.1a span very different time lengths and seasons, which may account for some of the
difference in magnitude of the atmospheric contribution. (b) The colored, shaded relief digital
elevation model highlighting the location of Dixie Valley (Figure 2.1d). (c) Phase delay
versus elevation across the two dashed transects in Track 213. Note the approximately linear
relationship between elevation and phase across the northern transect (red), and the much
less well-defined relationship in the south (blue). (d) Regional map showing interferogram
locations. Location of profiles are shown in Figure 2.1d.
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2.2 Introduction

Characterizing the surface response to earthquakes [e.g., Simons et al., 2002; Amelung

and Bell, 2003], postseismic deformation [e.g., Pollitz et al., 2001; Gourmelen and Amelung,

2005], aseismic deformation [e.g., Lohman and McGuire, 2007; Wicks et al., 2011], with-

drawal of subsurface fluids [e.g., Amelung et al., 1999; Bell et al., 2008; Argus et al., 2014;

Borsa et al., 2014], and geothermal energy production [e.g., Fialko and Simons, 2000; Wicks

et al., 2001] allows researchers to place constraints on physical properties of the subsurface

that are critical to many broader geophysical studies [e.g., Becker et al., 2005; Meade and

Hager, 2005; Holt and Shcherbenko, 2013]. The high spatial resolution and near-global cov-

erage of interferometric synthetic aperture radar (InSAR) make it a powerful tool for char-

acterizing subsurface processes [Massonnet et al., 1994; Bürgmann et al., 2000; Hanssen,

2001]. A significant obstacle is posed by signals introduced by the delay of the radar signal

traveling through the atmosphere [e.g., Berrada Baby et al., 1988] and the ionosphere. Lat-

eral and temporal variations in humidity, temperature, and pressure of the lower troposphere

result in spatially correlated, centimeter-scale signals in InSAR data that are challenging to

separate from those of real ground uplift and subsidence. The contribution from the strati-

fied component of the atmosphere scales with elevation, as radar paths between the satellite

and low-elevation regions result in interaction with a thicker layer of atmosphere than do

paths to high-elevation regions [Bürgmann et al., 2000]. When tectonic strain is spatially

correlated with topography, as is commonly the case along subduction zones [e.g., Lin et al.,

2010; Fournier et al., 2011; Béjar-Pizarro et al., 2013], basin-bounding faults and volcanic

edifices [e.g., Wicks et al., 2002] distinguishing between signals from ground deformation and

atmospheric noise are of critical importance.

Research aimed at mitigating the impact of atmospheric noise in InSAR data sets includes
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efforts to characterize the statistics of the atmospheric noise [Hanssen, 2001; Emardson, 2003;

Lohman and Simons, 2005; Parker et al., 2015], average multiple interferograms together

[e.g., Zebker et al., 1997], and correct the atmospheric signal with empirical functions derived

from the data itself [e.g., Cavalié et al., 2007; Elliott et al., 2008; Tymofyeyeva and Fialko,

2015] or independent data from other satellites and weather models[e.g., Li et al., 2003;

Onn and Zebker, 2006; Doin et al., 2009]. However, the spatial complexity and temporal

variability of the atmosphere limit these approaches [e.g., Bekaert et al., 2015b] to some

degree, so that inferences from InSAR data still require careful assessment of the remaining

noise from the troposphere.

In this study, we isolate the impact of empirical atmospheric corrections on earthquake

source parameter inversions through the use of synthetic and real InSAR scenarios. The

uncertainty and bias in the retrieved earthquake source parameters indicate the error re-

sulting from atmospheric noise and the relative improvement from empirical atmospheric

corrections. We generate synthetic data that include a coseismic deformation signal and

realistic atmospheric phase delays. The elevation-dependent atmospheric contribution (i.e.,

the stratified component) is based on pressure, temperature, and water vapor data from

the North America Regional Reanalysis (NARR) Model [Mesinger et al., 2006], and the

turbulent characteristics are consistent with our own InSAR data analysis for this region

and Global Position System (GPS) observations [e.g., Emardson, 2003]. Our use of syn-

thetic data means that the statistics of the atmospheric noise are known, and the inferred

earthquake source parameters are free from errors in the physical source model and other

subsurface contributions to the actual ground deformation. We apply our approach to the

area of ERS/Envisat Track 213 within the Basin and Range province of the western United

States (Figure 2.1). We select the Dixie Valley in central Nevada for our work with synthetic

data, because the correlation between the high relief topography and tectonic deformation
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creates ideal scenarios to assess the sensitivity of the inferred earthquake parameters to atmo-

spheric noise. Further, this region has experienced large earthquakes along basin-bounding

faults in the past, such as the 1954 Dixie Valley earthquake [Slemmons, 1957; Doser, 1986;

Bell and Katzer, 1990; Caskey et al., 1996; Hodgkinson et al.,1996; Abbott et al., 2001]. We

examine scenarios including shallow and moderate depth crustal earthquakes with a range of

source orientations and assess the constraints on earthquake source parameters using three

types of atmospheric corrections. We also apply our approach to the 1992 M5.6 Little Skull

Mountain earthquake [Walter, 1993; Harmsen, 1994; Meremonte et al., 1995; Smith et al.,

2001; Lohman et al., 2002] in southern Nevada and demonstrate the dependence of the fault

parameters error bounds on atmospheric noise.

2.3 Atmospheric noise corrections

Several families of approaches have been developed to mitigate the impact of atmospheric

noise in InSAR data. Because the turbulent component of the atmospheric contribution

is not correlated at temporal scales greater than one day [e.g., Emardson, 2003] averaging

many interferograms reduces the impact of atmospheric noise [Zebker et al., 1997]. However,

atmospheric signals still persist at some level and result in uncertainty in the inferred defor-

mation rates and earthquake source parameters [e.g., Scott et al., 2014], particularly when

the seasonal variations in the atmospheric contribution (Figure 2.2) are unevenly sampled

[e.g., Barnhart and Lohman, 2013].

A second approach involves the removal of a best-fit, empirical function between eleva-

tion and phase from the interferogram [e.g., Cavalié et al., 2007; Elliott et al., 2008]. For

this empirical technique to be effective, the elevation-phase relationship must be relatively
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Figure 2.2: Workflow applied to synthetic data developed in this study.

56



constant over the entire interferogram; i.e., its statistical properties must be spatially station-

ary. Documented spatial variability in atmospheric characteristics (e.g., Figure 2.1) includes

examples where large-scale topography acts as a meteorological barrier near the Caspian

Sea [Walters et al., 2013], between the Andean fore arc and volcanic arc [Lin et al., 2010;

Fournier et al., 2011], and across smaller-scale features such as single ridges the Mojave

Desert, California [Barnhart and Lohman, 2013]. Béjar-Pizarro et al. [2013] and Bekaert et

al. [2015a] account for complexity in the atmospheric contribution by removing a spatially

variable empirical function between elevation and phase in northern Chile and Acapulco,

Mexico, respectively.

In a third set of approaches, researchers use independent observations to characterize

and/or remove the atmospheric contribution to interferograms. Global atmospheric models

(GAMs) can be used to calculate elevation-dependent and spatially variable atmospheric

contributions [e.g., Doin et al., 2009]. This method is effective at correcting atmospheric sig-

nals at larger spatial scales and estimating seasonally variable effects [e.g., Doin et al., 2009;

Jolivet et al., 2011, 2014]. The relatively coarse spatial (32-100 km) and temporal sampling

rate (3-6 h) of GAMs limit their success in the presence of significant turbulence [e.g., Jolivet

et al., 2014] and complex weather systems [Doin et al., 2009; Walters et al., 2013] that can

vary rapidly over time scales of a few minutes to hours [Onn and Zebker, 2006]. Wet delay

estimates recovered from GPS measurements can be effective at mitigating the atmospheric

contribution when GPS networks are dense [e.g., Li et al., 2003, 2006; Onn and Zebker,

2006]. Multispectral data from the Moderate Resolution Imaging Spectroradiometer and

Medium-Resolution Imaging Spectrometer instruments can provide corrections for daytime

synthetic aperture radar (SAR) acquisitions in cloud-free areas [e.g., Li et al., 2003, 2005,

2006, 2009; Liu et al., 2011].

All of the approaches mentioned above have been shown to reduce the level of noise in
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individual or sets of interferograms in cases where no ground deformation signal was expected

and clearly can be an improvement over cases where no correction is used. However, all suffer

from some limitations due to differing temporal and spatial sampling or due to the difference

in observation type. Assessment of the efficacy of any particular correction approach, and the

identification of any biases that may be introduced (i.e., an elevation-dependent correction

will necessarily remove some parts of an actual elevation-dependent ground deformation

signal) is critical if we are to place robust constraints on subsurface source models.

Figure 2.3: Atmospheric turbulence: (a) Envisat interferogram(11 May 2010 to 15 June
2010), covering Track 213, Frame 2817 in Figure 2.1a. (b) Atmospheric turbulence in Figure
2.3 associated by removing a bilinear ramp and a linear fit between elevation and phase, and
applying a Gaussian band-pass filter to retain signals between wavelengths of 1-20 km. (c)
Digital elevation model.
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2.4 Methods

In this section, we describe our workflow for assessing the error introduced by atmospheric

noise in earthquake source inversions and improvements resulting from empirical corrections

of the noise source (Figure 2.2). We generate realistic atmospheric noise based on statistics

retrieved from a weather model, InSAR, and GPS data. The entire synthetic data set used in

our analysis includes three components: topographically correlated noise from the stratified

component of the atmosphere, atmospheric turbulence, and coseismic deformation. We invert

for the topographically correlated noise contribution twice in each case: either assuming that

the elevation dependence of the tropospheric delay is spatially constant or variable within an

individual interferogram. We solve for the earthquake source parameters from the corrected

interferograms to quantify the improvement, remaining uncertainty, and bias in earthquake

source parameters following the atmospheric corrections. Finally, we place error bounds

on the 1992 M5.6 Little Skull Mountain earthquake source parameters using the approach

outlined above.

2.4.1 Synthetic noise: Stratified component of the atmosphere

To generate noise from the stratified component of the atmosphere, we require constraints

on the real spatial variability of the atmosphere. The North America Regional Reanalysis

(NARR) [Mesinger et al., 2006] model provides estimates of temperature, water vapor par-

tial pressure, and geopotential height at 29 pressure levels at a 32 km grid spacing every 3

h. This coarse spatial sampling is not likely to capture characteristics of the atmospheric

turbulence but can provide constraints on the magnitude and variability of the elevation-

dependent contribution. We use the Python based Atmospheric Phase Screen Estimation

59



software package [Jolivet et al., 2011] to extract the accumulated wet and hydrostatic de-

lay at 10 elevations (0 to 4500m in 500m increments) at 18:00 UTC to closely match the

timing of the SAR acquisitions, at all days during 2007. We generate a NARR-based co-

variance matrix on a three-dimensional grid at these elevations and with a 20 km spacing

in map view (i.e., slightly denser than the original NARR spacing), by examining the dif-

ferential, NARR-predicted delay between 182 randomly generated, independent date pairs.

We generate the stratified portion of the noise in our synthetic data with realizations of this

covariance structure, interpolated onto a grid spacing of 80m (the approximate spacing of

the ERS/Envisat data when spatially averaged 4 times in range and 20 times in azimuth)

at the known elevation at each pixel (Shuttle Radar Topography Mission [Farr et al., 2007]).

Note that we do not impose a specific analytical form to the vertical stratification of the

atmosphere (e.g., equation (1)) but are drawing from the real statistical correlations present

within the NARR model.

2.4.2 Synthetic noise: Turbulent component of the atmosphere

The spatially correlated atmospheric turbulence [Emardson, 2003; Lohman and Simons,

2005] will also affect the inferred earthquake source parameters. Depending on the magni-

tude, scale, and topographic relief within a particular interferogram, the effects of turbulence

could be much larger or smaller than those that arise from the stratified atmosphere. Previ-

ous results from both InSAR and GPS-based studies showed that the turbulent portion of the

atmospheric contribution to interferograms often has length scales of ∼20 km [e.g., Lohman

and Simons, 2005]. We examine Envisat interferograms using 17 acquisitions from Track 213

(Figure 2.3) to quantify the magnitude of the atmospheric turbulence. We isolate the turbu-

lent noise from contributions from the stratified atmosphere and errors in satellite position

60



Figure 2.4: The amplitude of the atmospheric turbulence estimated for 17 individual acqui-
sitions from 22 interferograms covering Frame 2817 highlighted in Figure 2.1d. This analysis
suggests that 0.4 cm is appropriate for the amplitude of the simulated turbulence. Note the
higher amplitude of turbulence in the summer relative to the winter.

[e.g., Massonnet and Feigl, 1998; Fattahi and Amelung, 2014] by subtracting the best-fit bi-

linear ramp and linear topography-phase function and applying a Gaussian band-pass filter

to retain signals at wavelengths of 1-20 km. The spatially averaged variance present in single

acquisitions (Figure 2.4, black circles) can be inferred from the set of interferograms, since

the spatially averaged variance of a single interferogram should be equal to the sum of the

variances of the individual dates that contribute to it. As shown in Figures 2.4 and A.1,

0.4 cm is appropriate for the amplitude of the atmospheric turbulence in our simulations.

This result is robust to our choice of a 20 km Gaussian band-pass filter (Figure A.1). Not

surprisingly, there is a pronounced seasonality with more turbulence present in the summer

than the winter. We do not capture the seasonality of the turbulence in the simulations,
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but it could easily be assessed for any particular set of existing SAR acquisition dates [e.g.,

Barnhart and Lohman, 2013]. Constructing many sets of spatially correlated noise over the

entire interferogram at 80m resolution would be very computationally expensive. However,

it is standard in earthquake source inversions to preweight the data and the associated design

matrix (kernel, or Green’s function) by the inverse of the Cholesky factorization of the data

covariance matrix [e.g., Harris and Segall, 1987]. If the covariance of atmospheric turbulence

is estimated correctly, the effect of the spatially correlated turbulence can be added to the

preweighted stratified noise and coseismic signal as white noise with unit variance. Tests on

small subsets of the interferogram demonstrated that as expected, this simplification has no

effect on the outcome.

2.4.3 Earthquake source

We use a single square dislocation in an elastic half-space [Okada, 1985] to generate syn-

thetic coseismic deformation. We require that the fault plane dimensions and slip be consis-

tent with a Mw 5.7 event and a stress drop of 100 bars [e.g., Stein and Wysession, 2003]. We

set the strike to be aligned with the trend of the Stillwater mountain range. Focal mecha-

nisms include 30o and 60o dipping normal faults, and a vertical strike-slip fault. We used a

range of centroid depths (4 km, 6 km, 8 km, and 10 km) to simulate surface deformation with

variable magnitudes and spatial scales. For each case, we choose the earthquake epicenter

such that the surface trace of the fault would intersect the same location along the range

foothills.
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Figure 2.5: (a) An example of a synthetic interferogram containing the topographically
correlated component of the atmospheric noise and the coseismic signal. No atmospheric
turbulence has been added at this stage. The dashed black box indicates the region masked
out during the inversion for the topographically correlated atmospheric noise and the ap-
proximate area shown in Figure 2.7. The white regions within the interferogram indicate
areas with no data in the digital elevation model. The color scale is chosen to emphasize
atmospheric properties- full range is from 2.5 to 10 cm.
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2.5 Atmospheric Correction

2.5.1 Phase - elevation relationships

The delay accumulated within the troposphere is often modeled as a non-linear function

between elevation and phase [Elliott et al., 2008; Doin et al., 2009; Bekaert et al., 2015a].

For example, Bekaert et al. [2015a] use weather balloon data over Acapulco, Mexico and

express the relationship between delay in an interferogram (φ) and elevation (h) as:

∆φi = K ′∆φ(h0 − hi)α (2.1)

where ∆φi is the phase delay at the ith pixel, K ′∆φ relates the local topographic relief

to phase, h0 is the altitude above which the atmospheric properties are essentially constant

in time, hi is the elevation at the ith pixel, and α is the power law coefficient. We use Eq.

2.1 with α = 1.4 and h0 = 8 km from Bekaert et al. [2015a] to correct the atmospheric

contribution as described in the following sections.

2.5.2 Inversion assuming spatially constant atmospheric delay

For each set of synthetic data (which contain the stratified and turbulent components of

the atmosphere, and the earthquake), we mask out the area containing the earthquake to

avoid contaminating the inferred atmospheric signal (dashed box, Figure 2.5). For the case

where we assume homogenous atmospheric contribution vs. elevation (using the power-law

elevation-phase relationship in Eq. 2.1) over the full interferogram, we simultaneously solve

for the atmospheric contribution and a bilinear ramp:

φi = K ′∆φ(h0 − hi)α + r1 + r2xi + r3yi + r4xiyi, (2.2)
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where K ′∆φ and hi are as defined in Eq. 1, ri are the ramp parameters, and xi and xi are the

coordinates of the ith point. This approach is similar to what would be performed by most

researchers solving for a single elevation vs. phase relationship. We consider the inverse

problem,

Gm = d (2.3)

where G is a matrix of Green’s functions relating the matrix of model parameters, m =

[K ′∆φ(h0 − hi)α r1 r2 r3 r4]T to the n InSAR observations (or synthetic data), φ =

[φ1 φ2 φ3]T , as:

G =



∆h1 1 x1 y1 x1y1

∆h2 1 x2 y2 x2y2

... ... ... ... ...

∆hn 1 xn yn xnyn


(2.4)

where,

∆hi = (h0 − hi)α. (2.5)

This scenario is a simple correction of the topographically correlated atmospheric noise and

ramp contribution, averaged over the entire interferogram.

2.5.3 Inversion for spatially variable atmospheric delay

The inversion for spatially variable atmospheric contribution, while a much more com-

putationally intensive problem than the spatially homogenous case, may better capture the

documented variability in atmospheric contributions. Below, we outline the steps we use to

estimate the spatially variable atmospheric contribution.
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Figure 2.6: (a and c) Corrections and (b and d) residuals associated with the synthetic
interferogram shown in Figure 2.5, for the approach associated with constant (a and b) and
variable (c and d) atmospheric properties. Color scale as in Figure 2.5.

We invert for the values of K ′∆φ at a coarser spacing than the full dataset, which imposes

some spatial smoothness on the solution and improves computational efficiency without any

appreciable change to the solution (i.e., the coarseness of the inversion spacing trades off

with the required amount of Tikhonov regularization). The preferred model minimizes the

norm [Menke, 1989; Aster et al., 2013],

||Gm− d||22 + ξ2||Lm||22, (2.6)

where m = [K ′∆φ1 K ′∆φ2 ... K ′∆φj r1 r2 r3 r4]T , j is the number of locations where

we infer the atmospheric delay, L is the Laplacian operator, and ξ is a weighting parameter.

G is a sparse n x (j + 4) matrix that relates the full set of observations (n) to the smaller

number (j) of atmospheric model points through a bilinear interpolation:

G =



W11∆h1 W12∆h1 . . . W1j∆h1 x1 y1 x1y1

W21∆h2 W22∆h2 . . . W2j∆h2 x2 y2 x2y2

... ... ... ... ... ... ...

Wn1∆hn Wn2∆hn . . . Wnj∆hn xn yn xnyn


, (2.7)
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The weights Wij are zero except for those corresponding to the four surrounding model

points. We optimize ξ using the jRi method [Lohman, 2004; Lohman and Simons, 2005;

Barnhart and Lohman, 2010]. This technique is used to select the weighting parameters by

finding a compromise between the regularization error from over-smoothing the signal from

the stratified component of the tropospheric noise contribution and perturbation error due

to mapping turbulence into the topographic contribution. Better estimates of the spatial

statistics of the turbulence improve the selection of the weighting parameter.

Figure 2.7: Atmospheric correction of a synthetic interferogram. The first row shows the
synthetic interferogram containing topographically correlated atmospheric noise and a co-
seismic signal from an earthquake along (a) a normal fault with a 30o dip, (f) a normal fault
with a 60o dip, and (k) a vertical strike-slip fault, all at a 6 km depth. The second row shows
(b, g, and l) the constant atmospheric correction and (d, h, and m) the residual, which is
used as input into the earthquake inversion. The third row shows the correction for (d, i,
and n) the spatially variable atmospheric properties and (e, j, and o) the residual. Color
scale as in Figure 2.5.
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2.5.4 Invert for earthquake source

We first downsample or average the several millions of data points in the interferogram

to several hundreds of points to make the earthquake source parameter inversion computa-

tionally less expensive. We use the fault resolution-based algorithm developed by [Lohman

and Simons, 2005], with a modification to allow for the use of triangular mesh [McGuire et

al., 2015] that substantially decreases the computational cost of the inversion (Figure A.2).

We add atmospheric turbulence with the statistical properties described in Section 3.2. We

weight the Green’s functions and the data (which now include any residual noise from the

stratified atmosphere, the turbulent noise, and the coseismic signal) based on the known

statistical properties of the turbulence. We search for the best-fit fault geometry (fault di-

mensions, depth, strike, dip and rake) using the Neighborhood algorithm [Sambridge, 1999]

after applying the three types of corrections described above. We perform the inversion

300 times with independent sets of atmospheric noise, and illustrate the convergence of the

earthquake source parameters in Figure A.3.

2.5.5 Little Skull Mountain earthquake

We estimate source parameters and error bounds associated with the 1992 M5.6 Little

Skull Mountain earthquake [e.g., Lohman et al., 2002] by applying many of the above steps

as described in the remainder of this paragraph. We estimate that the amplitude of the

atmospheric turbulence present in the coseismic interferogram (Figure 2.1a) to be 0.35 cm

after masking out the region surrounding the earthquake and applying the methods described

in Section 3.2. We apply the spatially constant and variable atmospheric corrections to the

real InSAR data and invert for the earthquake source parameters from the uncorrected
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Figure 2.8: Results of the earthquake source inversion of synthetic data after applying the
three atmospheric correction approaches. The first column shows the downsampled data
with a coseismic signal produced by 60o dipping normal fault and the same realization of
atmospheric turbulence for each row applying (a) no atmospheric correction, (d) a correction
for constant atmospheric properties, (g) and a correction for variable atmospheric properties.
The second column shows the predicted surface deformation of the best-fit fault model
inferred from the first column. The third column shows the residual signal.
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and both of the corrected interferograms. We place error bounds on each of the three

sets of retrieved fault parameters by inverting for the earthquake source parameters from

300 synthetic datasets that contain the signal from the optimized focal mechanism and

atmospheric noise as outlined Sections 3.1-3.4.

2.6 Results

2.6.1 Synthetic data

As expected, the correction accounting for constant atmospheric properties (Figure 2.6a)

predicts an atmospheric contribution that is smaller in magnitude than the input atmo-

spheric signal and results in a long wavelength, several centimeter amplitude residual in

the corrected interferogram (Figure 2.6b). The correction for spatially heterogeneous atmo-

spheric properties removes the majority of the atmospheric signal (Figure 2.6c), leaving a

residual signal that is less than 5 mm in amplitude (Figure 2.6d). Across the topographic

relief surrounding the Dixie Valley, the spatially constant and variable corrections leave a

∼1 cm and ∼0.2 cm residual, respectively, in the particular example shown in Figure 2.7.

To characterize the impact of the atmospheric noise on the inferred earthquake source

parameters, we explore multiple source mechanisms that produce surface deformation fields

with different relationships to topography (Figures 2.8 and 2.9). The uncertainty in the

earthquake magnitude and depth for the 30o dipping fault decreases after applying either

of the two atmospheric corrections. Correcting for the spatially variable atmospheric noise

in interferograms associated with the two steeper fault geometries results in a significant

decrease in the uncertainty and bias of the earthquake magnitude, depth, and dip constraints,
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Figure 2.9: Results of 300 earthquake simulations for each correction approach, fault geom-
etry, and depth. Constraints on earthquake magnitude, depth, dip, and stress drop for a 30o
dipping normal fault (first column), 60o dipping normal fault (second column), and a vertical
strike-slip fault (third column) from applying no atmospheric correction (black), a correc-
tion for constant atmospheric properties (blue), and a correction for variable atmospheric
properties (red). The black, blue, and red dots show the inferred median parameter value,
and the error bars show the 16th to 84th percentiles (i.e., 1σ) of the resulting ensemble. The
green lines show the input value of each respective parameter.
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presumably because the deformation fields themselves are more correlated with topography.

For the deeper sources, the uncertainty on each parameter increases, as expected, but the

spatially variable correction still offers improvements over the spatially constant correction

or no correction. The uncertainty in stress drop for all tested fault geometries is minimally

affected by the atmospheric correction approaches.

Figure 2.10: Little Skull Mountain earthquake. (a) Interferogram, (b and d) corrections,
and (c and e) residual, for the approach with constant (b and c) and variable (d and e)
atmospheric properties.

2.6.2 Little Skull Mountain earthquake

Similar to what we observed in the synthetic data cases, the correction for constant at-

mospheric properties (Figure 2.10b) removes several centimeters of noise from the coseismic

interferogram. The spatially variable correction (Figure 2.10d) removes a larger atmospheric

contribution and leaves the coseismic signal as the largest residual feature (Figure 2.10e).

The fact that the residual atmospheric noise is not strictly turbulence illustrates that atmo-

spheric corrections may not remove the full contribution from the stratified component of the
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atmosphere. The inversion for the earthquake source parameters results in oblique motion

(near-normal) on a northeast striking fault plane (Figure 2.11). Applying the atmospheric

corrections decreases the error in the inferred earthquake magnitude and depth (Figures

2.12a- 2.12d), although the spatially variable atmospheric correction offers no significant

improvement over the spatially constant correction. Further, both corrections accentuate

an already present bias in the inferred strike (Figures 2.12e- 2.12g) likely related to the

topographically correlated atmospheric noise. When we instead focus on the inferred slip

vector, the lack of bias and the increased concentration following the atmospheric corrections

suggest that the slip orientation and therefore fault kinematics are more robustly measured

than the fault orientation.

2.7 Discussion

For the synthetic scenarios explored here, we find lower uncertainty and bias in earth-

quake magnitude, depth, and dip relative to the input set of parameters after applying the

correction accounting for spatially heterogeneous atmospheric characteristics relative to the

two other correction approaches. The stronger constraints on fault parameters likely reflect

the diminished impact of the longer wavelength and topographically correlated atmospheric

signal. The large decrease in uncertainty associated with the fault planes dipping 60o and

90o is indicative of the high degree of spatial correlation between elevation and coseismic

deformation for these particular earthquake mechanisms at the location chosen in this study.

The large errors in both magnitude and depth associated with the vertical strike-slip fault

at depths of 8 km and 10 km are likely due to residual noise from the stratified atmosphere

and the relatively small, spatially broad, pattern of line-of-sight displacements associated

with these fault sources. The fact that the errors for the 30o dipping fault are largely iden-
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tical after applying either atmospheric correction indicates that most of the sensitivity to

the stratified component of the atmosphere is removed with the simpler correction and that

turbulence likely dominates the residual uncertainty. When the deformation signal and the

turbulent noise are of a similar spatial scale or magnitude, they are challenging to distin-

guish from one another. The large error in stress drop reflects the known trade-offs between

source dimensions and slip magnitude that worsen with depth as the source becomes more

and more indistinguishable from a point source.

The smaller changes to constraints on the Little Skull Mountain earthquake parameters

following both corrections indicate that the impact of noise from the stratified component

of the atmosphere is largely mitigated with the spatially constant correction. This result

likely reflects the degree of correlation between topography and deformation– the Little

Skull Mountain earthquake occurred in a region with less relief than exists in our Dixie

Valley example. We find that the error bounds on this earthquake estimated by Lohman et

al. [2002] are overly confident, likely because the error bounds from this earlier work do not

fully account for the complex and variable character of atmosphere.

Expanding the functionality of the presented workflow beyond North America will require

the usage of GAMs such as the ERA-Interim produced by the European Centre for Medium-

Range Weather Forecasts [Dee et al., 2011]. The ERA-Interim operates at a grid spacing

of ∼75 km and therefore may be insensitive to some of the shorter spatial scale variability

of the atmospheric characteristics captured by NARR. Still, Jolivet et al. [2014] show that

the delay predicted by GAMs along the coarser grid is consistent with the long wavelength

signal observed in InSAR data. The effect of atmospheric turbulence, which dominates at

spatial scales of ∼20 km [e.g., Lohman and Simons, 2005] and is poorly characterized with

any GAM, is still best estimated from InSAR data itself as described in Section 2.4.2.
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Figure 2.11: Little Skull Mountain earthquake source inversion results. The first column
shows the downsampled data after applying (a) no atmospheric correction, (d) a correction
for constant atmospheric properties, (g) and a correction for variable atmospheric properties.
The second column shows the predicted surface deformation of the best-fit fault model
inferred from the first column. The third column shows the residual signal.
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Additionally, a similar workflow could be applied to assess the uncertainty in large sub-

duction zone earthquake or interseismic strain accumulation source parameters. Commonly,

researchers distinguish broad deformation signals at the wavelength of interest from atmo-

spheric noise by applying a band-pass [e.g., Lin et al., 2010; Bekaert et al., 2015a] or a

wavelet filter [e.g., Hetland et al., 2012]. However, these filtering approaches convolve real

atmospheric features that have the same spatial scales as the tectonic signal. Our work-

flow could illustrate the trade-offs between the spatial scale of the filter and along-strike or

depth-dependent variations in fault slip or interseismic coupling.

Figure 2.12: Little Skull Mountain earthquake source parameters and error bounds based
on 300 synthetic datasets. (a-d) The inferred median magnitude, depth, dip, and stress
drop and the 1σ error bars on the resulting ensemble. (e-g) Lower-hemisphere, equal area
stereographic projections showing the inferred mean and ensemble fault plane poles and slip
vectors. Statistical approaches are outlined in Fisher et al. [1987], and stereonets are plotted
using routines from Allmendinger et al. [2012].
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2.8 Conclusions

We present an approach for characterizing the effects of atmospheric noise and elevation-

dependent empirical corrections on earthquake source parameters retrieved from InSAR data.

While empirical correction approaches mitigate the impact of noise from the vertically strat-

ified troposphere, their efficiency is known to suffer in the presence of non-stationary at-

mospheric characteristics. We show that accounting for this variability generally results in

improved constraints on earthquake source parameters, although the decrease in uncertainty

and bias depends on the local topographic relief and the fault geometry. Our work directly

illustrates the impact of atmospheric noise on inferred subsurface earthquake processes and

outlines an approach for assessing the potential benefits of and biases from applying empirical

atmospheric corrections with a range of complexity.
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CHAPTER 3

ANDEAN EARTHQUAKES TRIGGERED BY THE 2010 MAULE, CHILE

(MW 8.8) EARTHQUAKE: COMPARISONS OF GEODETIC, SEISMIC AND

GEOLOGIC CONSTRAINTS

3.1 Abstract

The Maule, Chile, (Mw 8.8) earthquake on 27 February 2010 triggered deformation events

over a broad area, allowing investigation of stress redistribution within the upper crust fol-

lowing a mega-thrust subduction event. We explore the role that the Maule earthquake

may have played in triggering shallow earthquakes in northwestern Argentina and Chile. We

investigate observed ground deformation associated with the Mw 6.2 (GCMT) Salta (1450

km from the Maule hypocenter, nine hours after the Maule earthquake), Mw 5.8 Catamarca

(1400 km; nine days), Mw 5.1 Mendoza (350 km; between one to five days) earthquakes, as

well as eight additional earthquakes without an observed geodetic signal. We use seismic and

Interferometric Synthetic Aperture Radar (InSAR) observations to characterize earthquake

location, magnitude and focal mechanism, and characterize how the non-stationary, spatially

correlated noise present in the geodetic imagery affects the accuracy of our parameter esti-

mates. The focal mechanisms for the far-field Salta and Catamarca earthquakes are broadly

consistent with regional late Cenozoic fault kinematics. We infer that dynamic stresses due

to the passage of seismic waves associated with the Maule earthquake likely brought the

Salta and Catamarca regions closer to failure. Possibly, the activated faults were approach-

ing a more advanced stage of their seismic cycle relative to faults that were not activated

following the Maule earthquake. The near-field Mendoza earthquake geometry is consistent

with triggering related to positive static Coulomb stress changes due to the Maule earth-
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quake but is also aligned with the South America-Nazca shortening direction. None of the

earthquakes considered in this study require that the Maule earthquake reactivated faults in

a sense that is inconsistent with their long-term behavior.

3.2 Introduction

Stress within the lithosphere controls the distribution of deformation (seismic and aseis-

mic), making constraints on the stress field an attractive target for geophysical research.

However, there are relatively few direct measurements of the characteristics of the crustal

stress field (e.g., Zoback et al., 1992). Because earthquakes occur when deviatoric stresses

exceed the frictional resistance along pre-existing faults or the rock strength, the style of

earthquake deformation is often used as a proxy for changes in the orientation and mag-

nitude of the stress field (e.g., Hicks et al., 2000; Hardebeck, 2010). Aftershocks, which

generally occur within one to two fault lengths of a mainshock or in the near-field, offer

the opportunity to investigate the short-term evolution of stress within a seismogenic zone

(e.g., Stein and Lisowski, 1983; Hardebeck, 2012). Regions of high aftershock density often

correlate with locations of estimated increases in static Coulomb stress (SCS) (e.g., King et

al., 1994; Kundu et al., 2012; Sevilgen et al., 2012; Toda et al., 2012). In contrast, dynam-

ically triggered far-field events frequently occur greater than one to two fault lengths from

the mainshock where the SCS changes are negligible, but where transient stress changes

due to the passage of seismic waves may be significant (e.g., Hill et al., 1993; Prejean et

al., 2004; Velasco et al., 2004; Pollitz et al., 2012). These changes in transient stresses can

trigger immediate seismicity or promote delayed earthquakes by processes that may involve

evolution of rate- and state- friction parameters along the target fault planes (e.g., Gomberg

et al., 1997) or elevated pore pressure (e.g., Roeloffs et al., 2003).
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Figure 3.1: Location of earthquakes in this study. Circles indicate shallow earthquakes
(depth ≤ 50 km), between 27 February, 2010- 27 March, 2010- large: Mw ≥6, medium: 5≤
Mw ≤ 6, small: Mw ≤ 5. Locations of labeled crustal earthquakes are from our InSAR work,
the INPRES seismic network and the PDE and GCMT catalogs. Non-labeled earthquakes
are from the PDE catalog. Font denotes level of InSAR analysis performed- bold: full
inversion, regular: estimate minimum depth, italic: interferograms poor quality. Dashed
black rectangle outlines the Salta path 97 interferogram area in Figure 3.2. Focal mechanisms
are from our InSAR analysis (yellow), our seismic analysis (orange), and the GCMT catalog
(black). Black squares are stations from the INPRES seismic network. Red triangles are
volcanoes listed in the Smithsonian Institution’s Global Volcanism Program.
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The 2010 Maule, Chile (Mw 8.8) earthquake, which ruptured over 500 km of the South

America- Nazca subduction zone (e.g., Lorito et al., 2011), is associated with many obser-

vations of deformation covering a wide range of temporal scales at varying distances from

the main event. The Pichilemu seismic sequence, which occurred in the forearc upper crust

suggests that the Maule earthquake reactivated extensional structures active during large

Quaternary subduction events ( Farías et al., 2011; Aron et al., 2013). The subsidence of

five calderas in the Andean Southern Volcanic Zone following the Maule earthquake is po-

tentially related to the coseismic release of fluids at hydrothermal systems (Pritchard et al.,

2013). The passage of surface waves from the Maule earthquake is associated with two days

of increased seismicity at the Uturuncu volcano in southern Bolivia (Jay et al., 2012), as

well as microearthquakes near the Coso Geothermal Field, California (Peng et al., 2010).

Month-long increases in seismic tremor and modulation of ongoing slow slip events along

the Guerrero, Mexico subduction zone suggests long-lived effects from the Maule earthquake

(Zigone et al., 2012).

In this paper, we investigate the seismic and geodetic data associated with several conti-

nental earthquakes of Mw 5.0 or greater in northwestern Argentina and Chile (Figure 3.1)

that were likely triggered by the Maule interplate earthquake. We characterize the fault ge-

ometry for three events using seismic and Interferometric Synthetic Aperture Radar (InSAR)

observations. In cases where no observable deformation is present (five earthquakes), despite

the presence of good-quality InSAR imagery, we estimate the minimum centroid depths that

would result in the predicted deformation signal to be smaller than the noise. The remain-

ing three events are only spanned by low-quality interferograms that do not warrant further

investigation.

InSAR data, which can be used to precisely locate earthquakes in space (e.g., Lohman

and Simons, 2005a), may have a temporal uncertainty of weeks to years based on the finite
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time span of the available interferograms. InSAR is complementary to seismic data which

provides highly accurate constraints on earthquake timing but may have a 10-50 km error

in epicenter location, particularly from regional or global networks in sparsely instrumented

areas (e.g., Lohman and Simons, 2005a; Weston et al., 2011; Devlin et al., 2012). For

the three events observable with InSAR, we estimate the uncertainty associated with our

inferred solutions due to atmospheric and ionospheric noise using both standard Monte

Carlo approaches and a visual assessment. We find that the visual assessment, while less

rigorous, avoids problems involving the difficulty in characterizing the statistical behavior

of the highly spatially variable noise present in interferograms. We apply two types of

comparisons to understand the potential impact of the 2010 Mw 8.8 Maule earthquake on

the potentially- triggered earthquakes of focus. We calculate the SCS changes on the event

in the near-field due to the Maule earthquake. For all events, we evaluate the consistency

between our inferred focal mechanisms, strain indicators determined from mapped faults,

and the plate-scale convergence direction. We infer that the location and geometry of the

triggered events do not require that the Maule earthquake is associated with stress changes

that overwhelmed the style of long-term stress in each region.

3.3 Characterizing noise in interferograms

The reported results of geophysical inversions typically take the form of best-fit models

that produce the closest fit to the dataset in a least squares sense. The associated uncertainty

ideally includes the effects of noise present in the data and errors in the type of model used

to simulate the behavior of earth materials. In cases where the statistical behavior of the

noise can be well characterized and the inversion is linear, error bounds on fault parameters

can easily be determined by propagating the data covariance matrix through the inversion
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to form a model covariance matrix. For non-linear problems, linearized inversions or Monte

Carlo sensitivity tests can provide error bounds on model parameters. In a Monte Carlo

error analysis, many independent realizations of the noise are added to either the data (e.g.,

Wright et al., 2003) or the synthetic displacement field produced by slip on the optimal

fault plane (e.g., Lohman and Simons, 2005b; Barnhart and Lohman 2010a). An inversion

is performed on each predicted dataset, and error bounds are derived from the full set of

models. If the characteristics of the noise are estimated poorly, the error bounds will be

inaccurate.

A significant source of noise in InSAR originates from interferometric phase delays due to

the variability in atmospheric water vapor and ionosphere characteristics. Atmospheric and

ionospheric artifacts, which are spatially coherent over length scales of tens to hundreds of

kilometers (e.g., Emardson, 2003; Lohman and Simons, 2005b), are difficult to characterize

because their statistical behavior may vary significantly within the area of an interferogram

(e.g., Barnhart and Lohman, 2013a). Tropospheric water vapor variations are also frequently

spatially correlated with topography (e.g., Fujiwara et al., 1998) exacerbating the problem

of spatially non-stationary noise.

The effect of noise can be mitigated by excluding interferograms with significant atmo-

spheric signatures (e.g., Massonnet et al., 1994), stacking many interferograms to average out

the atmospheric component (e.g., Zebker et al., 1997), correcting for the atmospheric signal

using independent data from satellites or weather models (e.g., Li et al., 2005; Elliott et al.,

2008), or penalizing topographically correlated signals with a wavelet filter (e.g., Hetland et

al., 2012). However, tropospheric and ionospheric effects always still persist at some level,

and must be assessed if we are to place meaningful bounds on inversion results.
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3.4 Data

We use seismic data from the permanent seismic network of the Argentine Instituto Na-

cional de Prevención Sísmica (INPRES) to study the Salta, Catamarca, Mendoza, San Juan

and Tunuyán earthquakes (Figure 3.1). For the Salta, Catamarca and Atacama earthquakes,

we also use the Global Centroid Moment Tensor (GCMT) catalogs (Dziewonski et al., 1981;

Ekström et al., 2012). For all events, we also refer to the Preliminary Determination of

Epicenters (PDE) solution from the National Earthquake Information Center (NEIC).

We produced interferograms using L-band (23.6 cm) SAR imagery from the PALSAR in-

strument on the Japanese Aerospace Exploration Agency’s (JAXA) Advanced Land Observ-

ing Satellite (ALOS), made available at the Alaska Satellite Facility through an agreement

between NASA and JAXA. The available interferograms are all from ascending tracks with

perpendicular baselines less than 1080 m. The signal for each earthquake where deformation

is observed is covered by two independent, overlapping tracks. The two viewing geometries

provide stronger constraints on earthquake fault geometry than would be possible with data

with a single satellite line-of-sight (LOS) direction (e.g., Lohman et al., 2002). Unfortunately,

no data from ALOS descending tracks spanning the earthquakes with significant deforma-

tion were acquired, and data acquired from the C-band (5.6 cm) European Space Agency’s

Environmental Satellite (ENVISAT) have poor coherence due to the non-optimal temporal

spacing of the available data and the faster decorrelation timescale of the shorter wavelength

C-band interferograms. We processed all interferograms using the Repeat Orbit Interfer-

ometry PACkage (ROI- PAC) from Rosen et al. (2004). We removed topographic effects

with a 90 m digital elevation model (DEM) produced by NASA’s Shuttle Radar Topography

Mission (SRTM, Farr et al., 2007).
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3.5 Methods

3.5.1 Seismicity

In addition to the PDE and GCMT location for the earthquakes, we use observations

from local and regional INPRES stations, when available. For instance, for the largest,

best-recorded Salta earthquake, we estimate the hypocenter location from 18 arrival times,

including five S-wave phases from local and regional INPRES stations (Figure 3.1) using the

program Hypocenter (Lienert, 1994). We assume a seismic velocity structure consistent with

a crustal thickness of 60 km based on Cahill et al. (1992). We estimate the focal mechanism

using 24 P-wave polarities and 16 SV/P, SH/P and SV/SH amplitude ratios allowing for a

maximum of four misfit polarities using FOCMEC (Smoke, 2003).

3.5.2 InSAR

Individual interferograms (Figure 3.2) contain several million data points, making their

use at full resolution during fault parameter inversions computationally unfeasible. We

downsample the interferograms according to the fault resolution-based algorithm developed

by Lohman and Simons (2005b), which substantially decreases the number of data points

with minimal loss of relevant information (Figure 3.3). The variance of each resampled point

is a function of the number of data points used in each average and their spatial covariance,

estimated from the interferogram itself.

As an initial constraint on fault parameters, we model the earthquake as a single rectangu-

lar dislocation in an elastic half-space (Okada, 1985). We search for the best-fit location and
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Figure 3.2: Spatially correlated noise in unwrapped interferograms from Path 97 spanning
the Salta earthquake. (a) Interferogram spanning 5 April, 2008- 27 May, 2010 with large
magnitude of topographically correlated noise (T), likely due to variations in atmospheric
water vapor content. Note that the signal due to the earthquake (EQ) is of similar size and
magnitude to features in the noise. (b) Spatially correlated ionospheric banding (I) with
magnitude that exceeds that of the earthquake (EQ) in interferogram spanning 4 October,
2007- 11 April, 2010 (c) Topography from NASA’s STRM DEM (Farr et al., 2007), for
comparison.

geometry using the Neighborhood algorithm (Sambridge, 1999), an iterative global search

method that progressively focuses in on regions of the parameter space with better fits to the

data. After finding the best-fit location and focal mechanism, we invert for spatially variable

slip across a fault plane with the same centroid location and geometry but a larger area (Fig-

ure 3.4), discretized with triangular dislocations chosen to optimize the spatial resolution of

slip on the fault plane given the available data (Barnhart and Lohman, 2010b).

To estimate error bounds on our inferred source parameters we perform Monte Carlo

sensitivity tests with 1000 realizations of the noise (Lohman and Simons, 2005b; Barnhart
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Figure 3.3: Full-length interferograms showing the Salta earthquake spanning 5 April, 2008-
27 August, 2010 in (a) and (b), and 7 February, 2010- 25 March, 2010 in (c) and (d). The
downsampled inteferograms in (b) and (d) are used in the earthquake parameter inversions.
A negative signal is ground motion towards the satellite. Arrows show look direction and
satellite azimuth. The A-A’ line indicates the location of transect in Figure 3.9. Pixel size
is 100 m.

and Lohman, 2010b). We use the best model based on our visual method (described below)

as a starting point, although the error bounds are not heavily dependent on the exact choice

of model. The error bounds derived from the resulting family of fault location and slip

models reflect only the uncertainty given the noise characteristics estimated directly from

the data, assuming that the noise is spatially stationary across each interferogram (e.g.,

Lohman and Simons, 2005b). True error bounds that reflect our incomplete knowledge

of crustal elastic structure, complex fault geometry, non-seismic deformation sources, and

non-stationary noise would likely be larger.

Several of the interferograms are marked by obvious ionospheric or atmospheric artifacts,

resulting in banding across a portion of the image or signals that clearly correlate with

topography (Figure 3.2). This is a clear example of the types of spatially non-stationary

noise that can be difficult to characterize statistically. To assess how our characterization of
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Earthquake Time/
Date

Strike
(o)

Dip
(o)

Rake
(o)

Lat.
(o)

Long
(o)

Depth
(km)

Mw

Salta (In-
SAR)

07/02/10-
25/03/10

180* 30* 111 -24.85 -65.76 7.1 6.1

Salta (In-
SAR)

07/02/10-
26/03/10

150* 30* 093 -24.86 -65.76 7.0 6.1

Salta (IN-
PRES)

15:45:36/
27/02/10

127 58 033 -24.842 -65.685 8.1±1.5 6.3

Salta
(GCMT)

15:45:43/
27/02/10

162
/342

25/
66

097
/087

-24.91 -65.59 27 6.2

Catamarca
(InSAR)

24/03/08-
15/08/10

165* 45* 000 -25.85 -67.00 7.9 5.8

Catamarca
(INPRES)

17:03/
08/03/10

– – – -25.71 -66.62 10 5.8

Catamarca
(GCMT)

17:03:22/
08/03/10

149/
058

75
/84

006
/165

-25.94 -66.84 15.1 5.8

Catamarca
(GCMT)

13:02:27
05/05/10

136/228 46/88 -003/ -
136

-25.90 -67.06 17.1 5.1

Mendoza
(InSAR)

15/02/10-
03/04/10

180* 30* 075 -34.60 -69.99 0.9 5.2

Mendoza
(INPRES)

05:15
28/02/10

– – – -33.85 -68.68 15 4.9†

Table 3.1: Earthquake fault parameters: Dates from the InSAR models indicate the satellite
acquisitions. * denotes value was fixed in the inversion.† denotes local magnitude. Refer to
Figures 5, 11, and 13 for error estimates. Rake values are in the Aki and Richards (1980)
convention.

errors on the solution may be impacted by the existence of spatially non-stationary noise in

our interferograms, we explore a visually based qualitative approach as well. We generate

144 models that represent a coarse grid search over all possible combinations of strike and

dip values (Figure 3.5). The fault location and remaining slip parameters for each fault

orientation are optimized using the Neighborhood algorithm inversion method described

above. This non-linear search within a global search approach selects the optimal model for

each fixed fault orientation and provides a different view of the parameter space than when

all parameters are optimized simultaneously.
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We use two metrics to evaluate each fault orientation model. The first (quantitative)

metric is the weighted root-mean-square (RMS) of the residual deformation signal remain-

ing after the predicted deformation is removed from the data (contour in Figure 3.5c). The

standard best-fit model minimizes the RMS residual. The second (qualitative) metric is

based on a visual inspection of each slip model and residual, and an assessment of whether

the predicted deformation satisfactorily represents key features present in the data (symbols

in Figure 3.5c, InSAR solutions in Table 3.1, fault slip distributions in Supplementary Ma-

terials). We distinguish between cases where the residual deformation signal is dominated

by features that are likely associated with the coseismic signal (Figure 3.6), and those where

the residual signal is correlated with topographic features and note when the residual de-

formation signal is similar between independent interferograms. Throughout, we show the

data and prediction on the same color scale, and the data residual on a different color scale

to highlight smaller features. The visual inspection method is subjective, but the resulting

set of acceptable fault orientations may better reflect the true fault parameter uncertainty

than approaches that require accurate estimates of the noise characteristics.

3.5.3 Consistency between InSAR and seismic data

We assess the difference between the earthquake locations inferred using seismic data and

the InSAR results. In addition to inverting the InSAR data in the non-linear search approach,

we also perform inversions where we fix the strike, dip, and rake to each of the seismic

solutions and leave the hypocenter and fault dimensions as free parameters. Effectively, this

generates an additional data point for each seismic model in the nonlinear search within a

96



Figure 3.4: Results for the 2010 Salta earthquake. (a)-(f): full-resolution interferograms, (g)-
(i): downsampled interferograms, (m)-(r): predicted deformation for fault plane striking 180o
and dipping 30o to the west (other parameters in Table 3.1), (s)-(x): residual interferogram.
Black dot in (a)-(f) is the Salta epicenter determined from the INPRES seismic network.
The dates spanned by each interferogram are in Table 3.3.

global search described above (hexagons in Figure 3.5 and later figures).

3.5.4 Consistency between InSAR and geologic data

To relate the events in this study to permanent deformation trends, we use late Cenozoic

fault orientations in the Quebrada del Toro region of northwestern Argentina. The fault

kinematics are characterized by a change in the horizontal shortening direction from NW-

SE to NE-SW that occurred 4.17-0.98 Ma, which may represent an absolute change in
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South American plate motion (Marrett et al., 1994; Marrett and Strecker, 2000). The most

recent deformation sequence appears to be aligned with the modern South America- Nazca

shortening direction (DeMets et al., 1994) and still active today based on kinematics inferred

from faults that cut young deposits (Marrett et al., 1994; Marrett and Strecker, 2000) and

seismicity in the Jujuy province of northwestern Argentina (Cahill et al., 1992). For the

Salta earthquake, we use the Sola and La Poma valley faults located approximately 25 and

40 km, respectively, from the Salta earthquake (Marrett et al., 1994). The Sola fault (Figure

3.7) strikes NW-SE and has accommodated Cenozoic through Quaternary dip-slip motion

characterized by WSW-ENE shortening and subvertical extension (Marrett et al., 1994).

The La Poma valley faults express moderately SSW-plunging to subhorizontal ENE-WSW

shortening and NW-plunging to subvertical extension. Geologic mapping of Quaternary

structures has highlighted dominantly NS striking and east dipping faults surrounding the

Salta epicenter (Fuertes et al., 1997; García et al., 2013). Although the Quebrada del Toro

region is structurally complex, these faults may approximate the modern structural style

at the Salta epicenter, because the distance between the faults and the Salta epicenter is

less than the crustal thickness of 45-50 km (Lloyd et al., 2010) and the fault kinematics are

consistent with plate-scale motion. For the Catamarca earthquake, we rely on the average

shortening direction from field sites in the Puna plateau and Argentine foreland (Marrett et

al., 1994), which we term the regional shortening direction. The broad consistency between

the shortening directions inferred in several studies (Grier et al., 1991; Marrett et al., 1994;

Coutand et al., 2001), and the most recent sequence with the modern plate convergence

direction suggests that this averaging may be appropriate.
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Figure 3.5: Results for the Salta earthquake: Plots are lower-hemisphere stereographic pro-
jections showing: (a) Seismic focal mechanism using INPRES data from Sanchez (2012). (b)
Monte Carlo sensitivity test from 1000 simulations highlighting preferred fault orientations.
(c) Summary of fault parameter inversion: Grid search results are contoured by RMS resid-
ual, and the visual assessment results are shown by the diamond and circle symbols. Results
from InSAR and seismic models (hexagon) are shown with the same color scheme. (d), (e),
(f) Comparison of kinematic indicators (shortening, extension, and slip or striae direction)
highlighting the similarity between the geometry of the Salta earthquake, local late Cenozoic
faults (Marrett et al., 1994) and the plate-scale shortening direction (DeMets et al., 1994).
All stereonets plotted using routines from Allmendinger et al. (2012).
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3.5.5 Static Coulomb stress changes

We use the Maule earthquake coseismic slip distribution produced by Lorito et al. (2011)

to evaluate if SCS changes promoted the earthquakes in this study. Lorito et al. (2011)

incorporated GPS, InSAR and tsunami height observations to invert for the slip along 200

25x25 km2 patches covering a 625 km long and 200 km wide fault plane. We predict the SCS

change in an elastic half-space (Meade, 2007) at each target fault in our grid search using

friction coefficients of µ= 0, .2, .4, .6, .8, and 1. We use an elastic half-space, so our analysis

does not include any contributions from the 3D heterogeneity in elastic parameters that are

likely present near the Mendoza signal, as it is associated with a recently-active caldera.

3.5.6 Depth sensitivity

Of the 11 seismically reported events of Mw 5 or greater that occurred outside the interplate

aftershock cluster and within three fault lengths of the Maule epicenter, five additional events

(Figure 3.1, Table 3.2) were spanned by good quality interferograms, but lacked a detectable

geodetic signal. We evaluated forward earthquake models (Okada, 1985) using the magnitude

estimated from seismic data, stress drops of 100 bars, and a range of focal mechanisms. The

minimum depth permissible by the InSAR dataset (Table 3.2) is defined as the shallowest

fault plane producing a deformation signal that would likely be hidden by the noise in the

available interferograms. The North San Juan, Neuquén, and Aisén earthquakes are covered

by low quality interferograms that do not merit investigation (Table 3.2).
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Figure 3.6: Examples of acceptable and unacceptable predicted deformation fields for the
2010 Mw 5.8 Catamarca earthquake. (a) Downsampled Path 99 interferogram spanning 24
March 2008-15 February 2011. (b) and (d) Predicted surface displacement using the ac-
ceptable 165/45 and the unacceptable 345/75 fault models, respectively. (c) and (e) data
residuals. Arrows highlight key features used to discriminate between acceptable and unac-
ceptable slip models.

3.6 Results

3.6.1 The Salta earthquake

The Salta earthquake, which occurred 9 hours after and 1450 km from the Maule earth-

quake hypocenter, is the earthquake furthest from the Maule epicenter examined in this
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study. The earthquake is associated with two deaths, multiple injuries and infrastructure

damage the near the epicenter, and Modified Mercalli seismic intensity values of VII within

the city of Salta. Historically, other damaging events such as Talavera del Esteco earthquake

in 1692, with an intensity value of VIII and subsequent events in 1844, 1971, 1874, 1908,

1930, 1948, 1973 and 1974 (INPRES, 2005) were felt in the province of Salta. The 2010

Salta earthquake represents a significant peak in the moment release only hours after the

Maule earthquake relative to the preceding 36 years, since the advent of the PDE catalog

(Figure 3.8). The large increase in seismicity in Salta shortly following the Maule earthquake

suggests an association between the two events, where the Salta event may be a result of

delayed dynamic triggering due to the passage of the seismic waves (e.g., Hill et al., 1993;

Prejean et al., 2004; Velasco et al., 2004; Pollitz et al., 2012).

Using the INPRES seismic network, we estimate the location to be 24.842oS, 65.685oW

and the depth to be 8 km, with uncertainties of 2 km and 1.5 km, respectively (Sánchez,

2012). The focal mechanism indicates a left lateral reverse strike-slip solution along a fault

with a strike of 127o, a dip of 58o to 59o to the southwest and a rake of 33o to 34o.

The Salta earthquake InSAR deformation signal is centered at the southern end of a NNW

trending valley, although the entire signal covers several valleys and ridges with 2300 m of

topographic relief. The signal (Figures 3.3 and 3.4) includes a lobe of LOS shortening to the

east of a lobe of LOS extension that is partially correlated with topography, which together

represent a maximum of 9-18 cm of LOS displacement. While increased displacement within

coseismic interferograms correlates with the length of the post-seismic timespan (Table 3.3),

individual interferograms covering only the postseismic period do not show deformation that

exceeds the noise level. For the distributed slip inversion, we divide the interferograms into

short and long groups based on the length of the post-seismic timespan (Table 3.3). Our

results show no appreciable difference between the two groups.
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Figure 3.7: Shaded relief map near Salta, NW Argentina showing mapped faults (modified
from Fuertes et al., 1997.; García et al., 2013) and poles to the Plio-Quaternary Sola and La
Poma valley faults (Marrett et al., 1994).

The weighted RMS residuals for the fixed orientation grid search vary smoothly with fault

orientation. NS to NE-SW striking and W to NW dipping faults produce the lowest residuals

(Figure 3.5). The 180/30 fault plane model (Figure 3.4, Table 3.1), deemed acceptable by

our visual inspection and which we define as the best model for this earthquake, captures

the overall shape and magnitude of the deformation signal, and results in small residual

deformation features that are not consistent between interferograms.

The large atmospheric features in the data, which are comparable in magnitude and shape

to the nearly radially symmetric coseismic signal, allow a wide range of fault orientations

to be consistent with the data. Fault orientations associated with low RMS residual values

for the Salta earthquake essentially differ only in the degree to which the predicted uplift

correlates with topography (Figure 3.9). The 30o difference in strike between the best-fit
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Figure 3.8: Annual seismic moment release during 1973-2010 for shallow events (depth <
50 km) in a 300 km radius about the Salta epicenter contained the PDE catalog. White
bars represent the moment release of individual events, and grey bars are sized to Mw 5.0 as
an upper bound magnitude estimate for earthquakes without a cited magnitude. Note the
increase in seismicity in 2010.

180/30 and the also acceptable 150/30 fault models exceeds the Monte Carlo derived bounds

on strike of ±15o, suggesting that Monte Carlo sensitivity tests may inadequately capture

the permissible parameter range in the presence of spatially non-stationary noise of this

magnitude.

The fault location, depth and orientation constrained from seismic data are consistent

with the distribution of fault solutions from our InSAR modeling (Figure 5c). The shorten-

ing, extension, and slip direction of acceptable models for the Salta earthquake are consistent

with the broad distribution of Plio-Quaternary fault kinematics (Figure 3.5d-f, Figure 3.7)

and with the South America-Nazca shortening direction (Figure 3.5d). Because the Salta

earthquake represents a significant increase in local seismic activity closely linked in time
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Figure 3.9: SW-NE transect (See Figure 3.3 for location) across the Salta earthquake region
showing (a) topography, (b) LOS displacement, (c) predicted deformation for the 180/30
model, (d) predicted deformation for the 150/30 model, and (e) difference between (c) and
(d). Grey bars highlight differences between predicted deformation fields, which roughly
correlate with topography.
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to the Maule earthquake and the inferred fault orientation is consistent with longer-term

kinematic indicators, we propose that the Maule earthquake advanced the earthquake cycle

along a fault that was already near failure.

3.6.2 The Catamarca earthquakes

On March 8, 2010 and May 3, 2010, earthquakes of Mw 5.8 and Mw 5.1 respectively,

occurred along the Salta and Catamarca province border (Figure 3.1). The seismic epicenters

in the GCMT catalog are, respectively, 25 and 40 km from the center of a pronounced

deformation signal present in five interferograms (Figure 3.10). The signal contains a lobe

of 1-2 cm of LOS extension south of a lobe of 2-3 cm of LOS shortening in a region with

500 m of topographic relief. The timing of the interferograms and the fact that there is only

a single deformation signal imply that we cannot determine which of the two earthquakes

is responsible for the InSAR deformation signal. The magnitude inferred from InSAR is

consistent with the larger event (Table 3.1), but we cannot rule out the possibility that the

smaller event occurred in the same location and contributed to the observed deformation.

The fault orientation grid search (Figure 3.11b) highlights three regions of low RMS

residual fault orientations. The results of the Monte Carlo sensitivity test closely mimic

this pattern. Our qualitative approach results in a single fault plane from each of these

three regions that is deemed acceptable. The acceptable models capture the sharpness of

the transition separating the two deformation lobes and their approximate shape. The E to

SE shortening direction deviates from the South America-Nazca convergence direction, but

is more consistent with the WNW-ESE regional Mio-Pliocene shortening direction (Marrett

et al., 1994).
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Figure 3.10: Catamarca earthquake: Downsampled interferograms from (a) 24 February,
2008- 17 October 2010 and (b) 24 March 2008-15 February 2011. The large and small dots
are, respectively, the Mw 5.8, 8 March 2010 and the Mw 5.1, 8 May 2010 centroid locations
from the GCMT catalog. (c) and (d) are predicted interferograms constructed from the
preferred visual slip model (fault plane striking 165o dipping 45o; Table 3.1). (e) and (f) are
residual interferograms. A negative signal is ground motion towards the satellite. Arrows
show look direction and satellite azimuth.
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Figure 3.11: Results for the Catamarca earthquake: (a) Monte Carlo sensitivity test from
1000 simulations. (b) Summary of fault parameter inversions. (c) Comparison of shortening
directions from our InSAR modeling, Mio- Pliocene faults in the Puna Plateau and fore-
land (Marrett et al., 1994), and South America-Nazca plate motion (Marrett et al., 1994).
Symbols as in Figure 3.5.
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We propose two possibilities that place our mechanisms for the Catamarca earthquakes

in the context of regional structures and the close temporal relationship to the Maule earth-

quake, although we cannot completely rule out the possibility that the Maule and Cata-

marca earthquakes are entirely unrelated. (1) The Catamarca earthquake reactivated a

Mio-Pliocene crustal weakness that, while not optimal, is still favorably oriented for rupture.

(2) The observed fault orientation is a response to a time-delayed change in stress field ori-

entation triggered by passing waves from the Maule earthquake. A transient change in the

stress field after the passage of the Maule earthquake seismic waves that was large enough

to overcome the background stress magnitude may explain rupture along unusually oriented

faults. Kundu et al., (2012) observe a change in focal mechanism during a six-day swarm

31 days after the Mw 9.2 Sumatra-Andaman earthquake, which may be due a time-delayed

increase in pore pressure.

3.6.3 The Mendoza earthquakes

The observed InSAR deformation signal for the Mendoza region is a NE-elongated ellipse

with a maximum of 45 cm of LOS shortening within a NS striking structure with 150 m of

topographic relief that may be a caldera active since the Holocene (Gonzalez-Ferran, 1995).

The deformation signal present in the Mendoza region could also be associated with one

or more earthquakes. The PDE catalog contains four shallow Mw 4.1-4.9 earthquakes that

occurred during the timespan of the interferograms and that are located within 200 km of

the InSAR deformation signal. The INPRES network locates one of these events at a depth

of 15 km (Table 3.1), too deep to be detected with InSAR given the present noise level.

The lowest RMS InSAR residual model and the visually acceptable models suggest thrust

motion along approximately NS-striking and moderately westward dipping fault planes.

109



Figure 3.12: Mendoza earthquake: downsampled interferograms spanning (a) 27 February
2008-4 March 2010 and (b) 15 February 2010- 2 April 2010. (c) and (d): predicted deforma-
tion for fault plane striking 180o and dipping 45o (see Table 3.1 for parameter values), (e)
and (f): residual interferograms. A negative signal is ground motion towards the satellite.
Arrows show look direction and satellite azimuth.
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These models (Figure 3.12) capture the deformation signal’s shape, while unacceptable mod-

els predict a broader but lower magnitude signal. The similarity between the results of the

visual inspection and the Monte Carlo sensitivity tests suggests, that in this case, the Monte

Carlo sensitivity tests characterize the range of likely fault parameters well. For acceptable

fault planes, we predict an E-ESE shortening (Figure 3.13c), somewhat aligned with the

South America-Nazca convergence direction. The SCS increase due to the Maule earth-

quake is 1-3 bars for the range of frictional parameters explored (Figure 3.13d), which may

be sufficient to promote seismicity (Lin and Stein, 2004).

The significant difference in location (>100km), magnitude and depth (Table 3.1) between

the INPRES network location and the InSAR results suggests that the two data types are

associated with different subsets of the four potential earthquakes present in the PDE catalog.

The inferred location and depth from seismic data in the INPRES network suggests that at

least one of the Mendoza earthquakes may be related to structures within the Cuyana Basin

(Figure 3.14). The observed geometry is consistent with the reactivation of Triassic normal

faults (Ramos and Kay, 1991), which resulted in the uplift of anticlinal structures active in

regional earthquakes in 1861 and 1929 (Alvarado and Araujo, 2011), or faulting on a deeper

fault plane such as the one activated in the Mw 5.9 1985 Mendoza earthquake (e.g., Brooks

et al., 2000; Chiaramonte et al., 2000). The InSAR data suggests that at least one of the

earthquakes occurred in the Caldera del Atuel which is the northernmost of five calderas

in the Andean Southern Volcanic Zone that exhibited NS trending subsidence following the

Maule earthquake (Pritchard et al., 2013). Pritchard et al., (2013) propose that the Maule

earthquake perturbed a system of regional NS striking faults controlling a hydrothermal or

magmatic system, resulting in a change in fluid storage that is associated with the observed

subsidence. The Mendoza earthquake may have occurred on one such NS striking fault.

The fault plane was suitably oriented for slip due to the increased SCS following the Maule
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Figure 3.13: Results for the Mendoza earthquake: (a) Monte Carlo sensitivity test from
1000 simulations. (b) Summary of fault parameter inversions. (c) Comparison of Mendoza
earthquake and South America-Nazca shortening directions (Marrett et al., 1994). (d) SCS
changes due to the Maule earthquake with µ=0.4. Symbols as in Figure 3.5.

earthquake, and the release of hydrothermal fluids may have increased pore fluid pressure to

weaken the rock and further promote slip.

112



Figure 3.14: Shaded relief map highlighting the Mendoza earthquake locations and focal
mechanisms from the InSAR analysis and the INPRES network. The 1985 Mw 5.9 earthquake
occurred near the city of Mendoza, likely on neotectonic basement faults and not within the
Barrancas anticline (BA) (Chiaramonte et al., 2000). Mapped geologic structures within the
coarsely and finely dashed boxes, respectively, are modified from Dellapé and Hegedus (1993)
and Sarewitz (1988), and the outline of the Caldera del Atuel is modified from Gonzalez-
Ferran (1995).
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3.6.4 Other earthquakes

The deformation signal associated with the Atacama, San Juan, Tunuyán, South Mendoza,

and North Aisén earthquakes (Figure 3.13) is not visible within the InSAR dataset, despite

the presence of high-quality interferograms. The estimated minimum depths for these events

constrained by the noise level in the interferograms (bar in Figure 3.15; Table 3.2) does not

exceed the depths predicted by seismology. The Atacama earthquake occurred near the

coastline, with the GCMT location 10 km offshore. If the event occurred under water at

shallow depths, we would not expect any observable deformation and the constraints on

depth would not be applicable.

3.7 Discussion

The existence of completely independent InSAR and seismic data sets improves our abil-

ity to assess uncertainties on the inferred earthquake parameters. Particularly in regions

with low instrument density where seismic results from regional and global catalogs may

be associated with a location uncertainty of 50 km (e.g., Weston et al., 2011; Devlin et

al., 2012), definitively associating an observed InSAR signal with a particular earthquake

may be impossible. The higher local station density used to generate the INPRES catalog

is reflected in the smaller differences in the estimated locations between the InSAR results

and the INPRES catalog relative to the PDE and GCMT catalogs. Still, differences in the
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Earthquake Time/ Date Lat. (o) Long (o) Depth
(km)

Mw Minimum
depth (km)

Atacama (*)
(GCMT)

14:52:11/
26/03/10

-28.11 -71.31 41 6.1 17.5±2.5

Atacama (*)
(PDE)

14:52:07/
26/03/10

-27.95 -70.82 42 6.3 17.5±2.5

San Juan (IN-
PRES)

06:51:17/
27/02/10

-31.66 -69.14 24 6.0 10±1

Tunuyán (IN-
PRES)

08:15:17/
28/02/10

-33.84 -68.68 15 4.9 1.5±.5

S Mendoza
(PDE)

10:53:53/
04/03/10

-35.87 -69.919 35 5.0 1

North Aisen
(PDE)

17:38:33/
03/03/10

-43.84 -72.56 10 5.4 1.5±.5

North San
Juan (PDE)

21:56:43
02/03/10

-30.25 -69.02 36 5.1 N/A

Neuquen
(PDE)

02:09:35
02/03/10

-39.76 -71.37 25 5.1 N/A

Aisen (PDE) 09:32:21
18/03/10

-44.18 -72.83 4 5.2 N/A

Table 3.2: Earthquakes with no observed deformation: The first six columns are results from
seismicity, and the minimum depth is based on the noise level in the InSAR dataset. N/A
indicates earthquakes where the InSAR quality was poor. (*) indicates that earthquakes
that were near the coastline.

predicted locations, depths and magnitudes for the Mendoza signal (Figure 15, Table 3.1)

could indicate that the InSAR and seismic data were affected by different events, such as the

possible scenario that the InSAR signal was associated with groundwater or aseismic motion

(e.g., Barnhart and Lohman, 2013b) instead of coseismic shaking. The InSAR inversions

consistently predict a shallower depth than is predicted from seismic data (Figure 3.15), a

result that has been found for other earthquakes (Weston et al., 2011).

When the noise statistics of a dataset are poorly characterized, Monte Carlo tests seem to

perform poorly at quantifying the appropriate error bounds. Our visual grid search approach

provides an alternative approach that may be useful as an initial step while characterizing
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Figure 3.15: The role of depth in InSAR event detection: comparison of event magnitude
and depth for events associated with quality interferograms. Dashed circles show events
detectable with InSAR. The Mendoza InSAR signal may represent one of three seismic
recordings in the PDE catalog: here we plot the event closest to the InSAR signal. Note
the difference in inferred depth and magnitude between the InSAR and seismic solutions,
particularly for the Mendoza earthquakes where the InSAR and seismic records may be asso-
ciated with different events. The 2008 earthquake, included as a reference for low magnitude
detectability, occurred in San Juan, Argentina. The InSAR signal spans two events in the
PDE catalog located within 15 km of the InSAR epicenter.
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Interferogram
dates

Path Days since
Maule

Max. LOS
disp. (cm)

Group Fig.
3.4

4 Oct 2007- 11
April 2010

97 43 13 Short a

5 April 2008- 27
May 2010

97 89 16 Long b

5 April 2008- 27
August 2010

97 181 18 Long c

7 Feb 2010- 25
March 2010

96 26 9 Short d

23 Dec 2009- 25
March 2010

96 26 12 Short e

2 Feb 2008- 25
June 2010

96 118 14 Long f

Table 3.3: Salta earthquake interferograms: Group refers to the interferogram division into
the short and long groups due to post-seismic deformation. Lettering in last column is as in
Fig. 3.4

an earthquake. When a signal lacks a distinctive component (e.g. sharp gradient due to

strike-slip motion), the signal may be easily modulated by noise, and the stereonet plot may

illuminate the broad range of parameters that provide reasonable fits to the data. This

technique for selecting preferred slip models is undoubtedly highly subjective, but highlights

the importance of accurate noise estimation and can act as a check against more automated

approaches for characterizing a best-fit solution and the associated uncertainties. This work

may serve as an initial step towards a more rigorous method for accounting for the non-

stationary nature of noise in geodetic datasets.

The InSAR results suggest that the earthquakes that were likely triggered by the Maule

earthquake occurred at relatively shallow depths. The triggered earthquakes may suggest

that the seismic waves generated by the Maule earthquake weakened portions of the shallow

crust. The weakening of fault zones associated with dynamic stresses has been studied in

California. Vidale and Li (2003) show that the 1992 Mw 7.3 Landers and the 1999 Mw 7.1

Hector Mine earthquakes decreased the seismic velocity of the upper crust surrounding a
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neighboring fault. They propose that the coseismic shaking associated with these two events

further weakened the already compliant fault zone rocks. Li et al. (2007) show that variations

in seismic velocity in the Parkfield segment of the San Andreas fault zone extend to depths

of ∼ 6 km. Understanding the potential of the Maule earthquake to have weakened fault

zones in the far-field requires additional knowledge about the magnitude of stress required

to significantly alter the mechanical properties of fault rocks.

3.8 Conclusion

We use seismic and InSAR data to constrain the location and geometry of coastal, volcanic-

arc and back-arc seismic events in Argentina and Chile associated with the Maule earthquake.

We focus on how noise from ionospheric features and topographically correlated water va-

por affects fault parameter accuracy, and find that the range of fault parameters consistent

with the data depends on how distinct the shapes of the deformation signals are from the

atmospheric and ionospheric artifacts. The events in this study suggest that the Maule

earthquake triggered seismic activity along structures that were favorably oriented with the

plate convergence direction and late Cenozoic deformation trends. The observed events

do not require, for instance, low background stresses that could easily be overwhelmed by

static or dynamic stress changes due the Maule event. Additional earthquake observations

from higher-quality seismic data from local dense temporary networks and geodetic mea-

surements would strengthen constraints on stress field evolution after a mega-thrust event,

and will improve our understanding of how the redistribution of crustal stress following a

large earthquake impacts future seismicity, our knowledge of stress evolution throughout the

seismic cycle and hazard assessment.
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CHAPTER 4

COSEISMIC EXTENSION FROM SURFACE CRACKS REOPENED BY

THE 2014 PISAGUA, NORTHERN CHILE, EARTHQUAKE SEQUENCE

4.1 Abstract

The A.D. 2014 Pisagua earthquake sequence reactivated ancient surface cracks along the

entire rupture length in the northern Chilean forearc. These subtle brittle strain features

that are 50 km above the subduction zone interface in the hyperarid Atacama Desert record

deformation from the single earthquake sequence. In this study we document how ancient

cracks, formed during thousands of plate boundary earthquake cycles, were reopened during

the 2014 earthquake sequence. We show that crack orientations along the rupture length

reflect deformation from the Mw 8.1 mainshock and from a Mw 7.7 aftershock 100 km to the

south, as documented by displacements calculated from continuous geodetic observations.

We suggest that cracks form during the passage of surface waves, and repeated opening

and closing enhance crack aperture. The orientation and opening of the oldest cracks in

the forearc are indicative of the modal or most common rupture area of major megathrust

earthquakes in the region. While the long-term preservation of cracks may be limited to

northern Chile, similar features likely form during strong earthquakes at other subduction

zones and represent permanent forearc deformation.

4.2 Introduction

Upper plate strain resulting from coseismic slip along a subduction zone interface indicates

the transfer of stress from the main thrust to the overlying forearc. Strain markers from
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recent subduction earthquakes are commonly elusive because a majority of the deformation

occurs offshore or is rapidly obliterated onshore by surface processes (e.g., Arriagada et

al., 2011). The Atacama Desert of northern Chile overlies a segment of the Nazca-South

America plate boundary, and creates a unique environment for the long-term preservation

of subtle strain features. In particular, prior work suggested that ancient cracks record

permanent forearc extension over thousands of earthquake cycles and are likely indicative

of the rupture extent and magnitude of the modal or most common earthquake (Loveless et

al., 2005, 2009; González et al., 2008; Allmendinger and González, 2010; Baker et al., 2013).

Here we show that ancient cracks were reopened during or shortly after the 2014 Pisagua

earthquake sequence. We propose that the static and dynamic stresses generated by the

three largest earthquakes in the sequence reopened suitably oriented ancient cracks. Crack

orientations vary systematically along the earthquake sequence rupture area in a manner

consistent with principal strain axes derived from coseismic geodetic displacement fields. Our

field observations and strain modeling provide constraints on conditions favorable for crack

reactivation that are crucial for interpreting the long-term plate boundary behavior from

coseismic cracks. We propose that while the preservation of cracks over many earthquake

cycles may be limited to northern Chile due to the climatic conditions, our conclusions about

earthquake mechanics and distribution of brittle surface strain are probably applicable to

other subduction zones.

4.3 Background

The soils of the hyperarid Atacama Desert surrounding the Pisagua rupture are indurated

with gypsum, salt, or nitrate (Rech et al., 2003), making them relatively brittle and able to

preserve cracks and other features exceptionally well. Satellite-based observation, both in
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Figure 4.1: Location map of northern Chile. Stars represent Global Centroid Moment Tensor
(GCMT) locations for the three largest earthquakes in the A.D. 2014 sequence. Blue and
red arrows indicate GPS displacements extracted from the California Institute of Technology
(Pasadena, California, USA) stations (Simons et al., 2010) and Chilean government stations
as processed by Blewitt (2015) for the Mw 8.1 and Mw 7.7 earthquakes, respectively. The
colored tick marks show the principal horizontal shortening axes plotted at a 10 km spacing
obtained by inverting the GPS data using a 50 km distance weighting factor. Bowtie symbols
are the average and 2σ spread of reopened crack orientations at the 72 sites: red and blue
bowties represent cracks most closely aligned with the Mw 8.1 and Mw 7.7 strain fields,
respectively; gray bowties show cracks whose orientation deviates from the GPS strain axes
by more than 50o. Transects: P-Pisagua; CB-Caleta Buena; PdL-Punta de Lobos.
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visible and radar bands, is particularly effective at imaging surface features and displacement

with extremely high coherence (Pritchard et al., 2002; Loveless et al., 2005).

The late Cenozoic structures of the coastal Cordillera include north-south striking nor-

mal faults (e.g., Armijo and Thiele, 1990) and east-west to east-northeast striking, margin-

perpendicular reverse faults. The east-west to east- northeast striking faults, which be-

came active during the late Miocene and are still active (González et al., 2015), produce

well-developed scarps that span the rupture length of the 2014 earthquake sequence (All-

mendinger et al., 2005; Allmendinger and González, 2010). The scarps locally influence

coseismic shaking and crack orientation (González et al., 2008).

Most segments of the Nazca- South America plate boundary have recorded a great earth-

quake (Mw > 8.0) during the past 100 yr. A notable exception was the Iquique Gap, a region

in southernmost Peru and northern Chile that overlies a zone of interplate coupling. Until

2014, this area had not undergone a great earthquake since the 1868 earthquake in southern

Peru and the 1877 earthquake centered on Iquique, Chile (station IQQE; Figure 4.1). Both

of these events probably had magnitudes significantly greater than 8.5 (Comte and Pardo,

1991). The 2014 Pisagua earthquake sequence (Figure 4.1), which filled one-third of the

accumulated seismic gap, was initiated by an Mw 6.7 foreshock on 16 March 2014 located

35 km to the south of the Mw 8.1 mainshock on 1 April 2014 (Schurr et al., 2014; González

et al., 2015). The aftershocks migrated rapidly southward by 100 km, culminating 2 days

later in an Mw 7.7 aftershock.
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Figure 4.2: Photographs of fresh coseismic cracks. A: Newly opened cracks in unconsoli-
dated eolian sand filling an older crack indicated by white arrows ( 40 cm between arrows;
see also footprints in lower left for scale). B: Crack displaying fine light colored dust, which
we interpret to have been ejected as the crack opened and closed during the seismic wave
propagation (pen is 15 cm long). C: Small boulder on a fresh coseismic crack. Divots at the
base suggest that the boulder rocked back and forth (pen on top of boulder is 15 cm long).
D: Small clasts that have fallen into a fresh crack (pen is 15 cm long). Color version is shown
in Figure C.3. Photos by Richard Allmendinger.

4.4 Field methods

We conducted three field excursions within 1 week, 6 weeks, and 3 months of the 1

April 2014 event. We measured the orientations of more than 3700 newly opened coseis-

mic cracks at 72 sites spanning 200 km of coast length (Figure 4.1), completely cover-

ing the rupture region as identified by foreshocks and aftershocks. We measured crack
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strikes in the field with iPhones c© using the program Fieldmove Clino Pro by Midland Val-

ley (www.mve.com/digital-mapping/) and compared periodically using traditional Brunton

compasses. Differences between the iPhone app and the traditional compass were nearly

always <<10o, and commonly <5o. The phone is one to two orders of magnitude faster in

measurement and recording than traditional methods, enabling data redundancy unattain-

able with other methods. We collected 20-200 measurements of coseismic crack strikes at

each site (on average each site had > 50 measurements), constructed rose diagrams, and

calculated the mean and standard deviation of the crack orientations (Figure 4.1). Approx-

imately 25% of the sites displayed a bimodal distribution of crack orientations; in those

cases, each population was analyzed separately. We measured the opening and orientation

of cracks along 5 transects (Table C.1; Figure C.1 and C.2) ranging in length from 500 to

1000 m with a tape measure or GPS phone receiver and tablet mapping system (GIS Pro

software on iPad Air c©). The transects are in areas with low topographic relief and, at the

time of measurement, showed little eolian activity that would have obviously obscured the

opening measurements.

4.5 Field description

Although we were not in the field during the earthquakes and did not observe cracks

opening, the cracks formed in 2014 were easy to identify in the weeks and months following

the earthquakes. Fresh coseismic cracks have vertical walls in virtually unconsolidated eolian

sand that commonly exhibits ripple structures (Figure 4.2A), and cut across tire tracks and

other human modifications of the surface (Figure 4.2B). Our observations following the

2007 Mw 7.7 Tocopilla earthquake and the 2014 sequence suggest that evidence of recent

cracking is ephemeral. The characteristic vertical walls may still be visible six to eight
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months after the earthquake, but degrade quickly, especially where eolian processes are

prevalent. More than 95% of the evidence for recent cracking observed shortly after the 2007

Tocopilla earthquake was completely obscured by 2012 when the scan lines were reoccupied.

Nearly all observed fresh coseismic cracks are located within and along the trace of larger

preexisting cracks (Figure 4.2A). The fresh cracks observed in 2014 cut only the brittle soils

but, where exposures are adequate, ancient cracks extend more than 10 m into the Mesozoic

and Paleozoic basement rocks. Not all preexisting cracks were reactivated: for example, of

the old north-northeast and northwest-striking crack populations at the Caleta Buena site

(Figure C.1), only the north-northeast set reopened. We use the term coseismic crack, but

cannot rule out the possibility that some cracks actually formed during the post-seismic

period.

Horizontal apertures of fresh cracks range from millimeters to 2 cm. While some cracks

show evidence of oblique opening, unambiguous markers of the actual opening vector are

very sparse (Figure 4.2B). We infer that many cracks opened at a high angle, but not

necessarily perpendicular to the maximum horizontal coseismic strain axis. Of the >3700

cracks sampled, a single crack showed clear evidence of thrust faulting. We infer that, if

localized shortening occurred during or immediately following the earthquake sequence, it

did not compensate for the documented extension.

Field observations show evidence for high dynamic stresses. The light colored dust sur-

rounding cracks was probably ejected during the seismic wave propagation (Figure 4.2B).

Seismic shaking likely rocked smaller boulders and encouraged clasts to drop into cracks

(Figures 4.2C and 4.2D). Coseismic cracks opened on steep slopes, ridges, and valleys (e.g.,

east-west to east-northeast trending scarps) with orientations that suggest opening subpar-

allel to the direction of maximum relief.
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Figure 4.3: Histogram showing the angular misfit between the GPS shortening axes and
the average crack orientations. A: At all sites. B: Those that more consistent with the Mw

8.1 rather than the Mw 7.7 earthquake. C: Those that more consistent with the Mw 7.7
earthquake. The light gray bars represent crack orientations that deviate by more than 50ř
from the strain axes for both earthquakes and are omitted from the misfit calculation. The
dashed line shows the expected frequency for a uniform distribution with a mean misfit of
45o.

4.6 Crack orientations

We observe a crude but systematic change in crack strike over the rupture length, from

dominantly north-northwest striking north of 19.9oS to north-northeast striking south of

this latitude (Figure 4.1). The most extreme deviations to this rupture-scale trend occur

along the prominent east-northeast to east-west trending topographic scarps (Figures C.4

and C.5). Between the latitudes of the Mw 8.1 and Mw 7.7 earthquake centroids, single sites

show both northeast- and northwest-oriented openings.

4.7 Transects for strain evaluation

At the Caleta Buena and Pisagua transects (e.g., Figures 4.1 and C.1), both located within

35 km along strike of the Mw 8.1 centroid, the summed crack openings suggest apparent strain
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magnitudes of 5.48 x 10−4 and 1.15 x10−4, respectively. The Punta de Lobos transects,

located 155 km south of the Mw 8.1 centroid, suggest a lower apparent strain magnitude

of 6.42 x 10−5. We compare crack openings at Punta de Lobos that accumulated over

nearly 1 m.y. (Baker et al., 2013), measured prior to 2014, to the Pisagua cracking. Those

transects yielded a total opening strain of 7 x 10−3 to 4 10−2 that accumulated over 800 k.y.,

suggestive of a long- term strain rate of 0.3 x 10−15 s−1 to 2 x 10−15 s−1. If, for the long-term

transects, we assume a great earthquake recurrence interval of 150-300 yr, that strain rate

would translate to a per event strain of 4 x 10−6 to 9 x 10−6 . The long-term strain is one to

two orders of magnitude smaller than the crack opening produced by the 2014 earthquake

sequence at Punta de Lobos.

4.8 Geodetic measures of surface strain

As an independent means of evaluating regional-scale coseismic deformation due to the

Pisagua earthquake sequence, we examine spatial gradients in horizontal GPS displacements

(e.g., Duputel et al., 2015) across a network of 11 continuous GPS stations (Figure 4.1).

The GPS data set captures rupture-scale strain patterns but cannot resolve strain anomalies

that might conceivably exist over a field site. We complement the GPS data with 30-

m-resolution Interferometric Synthetic Aperture Radar (InSAR) displacement data. The

InSAR line-of-sight displacements, which have a combined sensitivity to vertical and hori-

zontal deformation, result in strong constraints on strain gradients over the spatial scale of

a single field site (Figures C.6 and C.7).

To compare crack orientations to patterns of geodetically derived strain, we indepen-

dently invert GPS displacements for the principal horizontal strain axes and magnitudes for
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the entire sequence, the Mw 8.1 event and the Mw 7.7 event (Allmendinger et al., 2009; Car-

dozo and Allmendinger, 2009). Pure opening mode cracks parallel the principal horizontal

shortening axes: the change in direction of the inferred strain axes (Figure 4.1), from north-

northwest to north-northeast over the rupture zone, is coincident with a similar change in

crack orientation. In more detail, the majority of crack sites are consistent with the calcu-

lated coseismic strain patterns for either the Mw 8.1 or Mw 7.7 earthquake. Although the

details in the spatial pattern of the calculated strain axes depend on the distance weighting

factor used in the inversion, the mean angular mismatch between the mean crack strikes at

each field site and the shortening axes calculated from GPS data over the entire sequence

is 38o (Figure 4.3). We divide the mean crack orientations into three groups: (1) orien-

tations most consistent with the Mw 8.1 event (Figure 4.1, blue bowties), (2) orientations

most consistent with the Mw 7.7 event (Figure 4.1, red bowties), and (3) orientations that

deviate from both events by more than 50o (Figure 4.1, gray bowties). When cracks are

assigned to either the Mw 8.1 or Mw 7.7 earthquakes, the angular mismatch decreases to

15o and 23o, respectively (Figure 4.3). Approximately 75% of the cracks in the third group

are subparallel to nearby topographic scarps, commonly trending east-northeast. North of

the ATJN station, Mw 8.1 and Mw 7.7 event strain axes become increasingly aligned and

produce comparable fits to the crack strikes.

At the Pisagua and Caleta Buena transects, the apparent strain inferred from crack

apertures is almost two orders of magnitude larger than the coseismic strain inferred from

GPS (Table C.2). This strain, however, is calculated and smoothed from sparse data points

and thus it is possible that the transects record anomalously large coseismic strain. To test

that possibility, we analyzed the InSAR data set over the Pisagua transect, and found no

high strain anomalies (Figure C.7).
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4.9 Discussion

We propose that both the coseismic dynamic and static stresses control the opening of

fresh cracks along the traces of suitably oriented pre-existing cracks. The fact that cracks

located along ridges are commonly reactivated even when their orientation is poorly aligned

for mode I opening relative to the static strain field suggests that dynamic stresses are often

critical for crack opening. The shaking is likely enhanced as seismic waves are focused by

material contrasts across the underlying faults, and opening may be further influenced by

local gravitational instabilities. We further propose that the unconsolidated sand and clasts

that fall into the cracks during or shortly after the passage of the seismic waves partially fill

the crack volume that remains open following the earthquake.

The similarity between the crude fanning crack-strike pattern and the geodetic strain

axes suggests a first-order control of the static stress field on crack opening. The Mw 8.1

and Mw 7.7 earthquakes, and perhaps the Mw 6.7 foreshock, probably opened cracks with

spatially overlapping distributions, although we cannot unequivocally relate any particular

crack to a specific earthquake. The strain fields for the Mw 8.1 and 7.7 earthquakes are

most discordant within the region between stations ATJN and IQQE (Figure 4.1). In this

region, cracks at neighboring sites with unimodal or bimodal crack populations are closely

consistent with the strain field from one earthquake or the other. The Mw 6.7 foreshock,

which occurred along an east-west striking thrust fault in the upper plate (González et al.,

2015), may have activated cracks along the east-west scarps immediately to the east of the

Mw 6.7 earthquake centroid.

Crack apertures along the measured transects overlying the rupture area of the earth-

quake sequence appear to overestimate the geodetically estimated coseismic strain by nearly

two orders of magnitude (Table C.2). We found no evidence in the field or geodetic data
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of compensating shortening of the magnitude needed to offset the large crack opening. We

suggest that the apparent excessive widening of the cracks is in part a dynamic effect, prob-

ably largely due to crack wall damage during repeated opening and closing during seismic

wave propagation. The cracks may continue to degrade after the earthquake as loose sand

falls into the cracks. The highest apparent strain at the Caleta Buena site likely reflects the

presence of poorly consolidated and/or cemented sandy soil.

It is significant that the apparent strains from cracks opened in 2014 earthquakes are

also 1-2 orders of magnitude larger than those suggested by the 1 m.y. opening record at

Punta de Lobos fan locality (Table C.2; Baker et al., 2013). Baker et al. (2013) excavated

coseismic cracks in unconsolidated sand and found that the near surface walls are commonly

formed by steep normal faults forming a symmetric graben over the hairline crack at depth

in more coherent material (Figure C.8). Thus, it appears that the large surficial openings of

the ancient cracks are a superficial feature enhanced by the degradation of the delicate crack

walls following the passage of the seismic waves and eolian processes occurring within days

of the earthquake, and are not indicative of the actual aperture below the surface (Figure

C.9).

4.10 Conclusions

How do cracks from a single event like the Pisagua sequence sum over repeated earthquake

cycles to give the million-year record such as that documented at Punta de Lobos (Baker et

al., 2013) and elsewhere (Loveless et al., 2009)? We illustrate that the static and dynamic

stresses associated with a single subduction earthquake drive the reopening of ancient surface

cracks. The widest and longest cracks have been activated the greatest number of times, and
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their orientations reflect the rupture area of a modal earthquake for the region. While the

hyperarid Atacama environment responsible for the long- term crack preservation is unique,

it is likely that similar brittle strain features develop at other subduction zones with a spatial

pattern that provides diagnostic information about earthquake rupture area.
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APPENDIX A

SUPPLEMENTAL MATERIAL: SENSITIVITY OF EARTHQUAKE

SOURCE INVERSIONS TO ATMOSPHERIC NOISE AND CORRECTIONS

OF INSAR DATA

A.1 Atmospheric turbulence, interferogram downsampling, and

parameter convergence

To assess the seasonal variability of the turbulent noise, we calculate the amplitude of the

turbulent contribution at individual dates with our interferogram time series. Because the

Envisat data used in this calculation are acquired at dates separated by many weeks to

months, we can safely assume that the turbulent contributions (which change on timescales

of minutes to hours [Onn and Zebker, 2006]) at the individual acquisitions are uncorrelated

[Emardson, 2003]. The spatially averaged variance of the turbulence in an interferogram

(σ2
int) is:

σ2
int = σ2

date1 + σ2
date2 (A.1)

where σ2
date1 and σ2

date2 are the variance of the contribution from the first and second acquisi-

tions, respectively. Therefore, while inversions for the phase at individual pixels at each date

within an interferometric time series is non-unique, we can uniquely invert for the spatially

averaged variance at each of the 17 acquisitions from our set of 22 interferograms (Figure

3d).
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Figure A.1: Amplitude of turbulence from Envisat Track 213, Frame 2817. (a) Standard
deviation of the turbulence in individual interferograms calculated from the residual after
removing a bilinear ramp and a linear elevation- phase relationship, and a applying a band-
pass filter to retain signals at wavelengths of 1-20 km. Each blue line spans the two acquisition
dates of individual interferograms, regardless of year. The dashed red line is the mean
amplitude of the turbulence in the interferograms. (b) Frequency versus standard deviation
of the results in (a). (c) Standard deviation of the mean residual of the set of interferograms
after applying a set of Gaussian filters designed to retain signals from 1 km up to the indicated
filter cutoff distance.
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Figure A.2: Interferogram downsampling. (a) Interferogram at full-resolution containing the
stratified atmospheric noise and the coseismic contribution. (b) Downsampled interferogram
using the algorithm developed by Lohman and Simons [2005] and modified by McGuire et
al. [2015].
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Figure A.3: Convergence of the inferred earthquake source parameters versus number of
simulations for the 60◦ dipping normal fault at a 6 km depth. The black lines show the
value of the input fault parameter. The blue lines show the median value of the each
fault parameter versus number of simulations. The light blue clouds show the 16th to 84th
percentile (i.e., 1σ) of the resulting ensemble.
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APPENDIX B

DERIVING EMPIRICAL ATMOSPHERIC CORRECTIONS OF INSAR

DATA

B.1 Introduction

Empirical atmospheric corrections aid in the mitigation of the impact of atmospheric noise

on ground displacements inferred from InSAR observations [e.g., Cavalié et al., 2007; Elliott

et al., 2008; Tymofyeyeva and Fialko, 2015]. Before applying an empirical atmospheric

correction, the researcher must impose a functional form to the relationship between elevation

and phase. Here, I describe the methods in Chapter 2 that are used to select the optimal

spatial scale of the variations in the inferred empirical elevation- phase relationship over the

length of the interferogram. This relationship is used to account for the spatial variability

in the character of the stratified component of the atmosphere.

As discussed in Chapter 2, the relationship between phase and topography can be ap-

proximated as [e.g., Bekaert et al., 2015],

∆φi = K ′∆φ(h0 − hi)α, (B.1)

where ∆φi is the phase delay at the ith pixel, K ′∆φ relates the local topographic relief to

phase, h0 is an upper tropospheric altitude above which the atmospheric properties are

approximated as constant in time, hi is the elevation at the ith pixel, and α is the power law

coefficient.

Empirical corrections require an extraction of the phase vs. elevation relationship (i.e.,

K ′∆φ) directly from the InSAR data itself. However, an estimation of K ′∆φ over the area of
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earthquake deformation would significantly bias the inferred atmospheric correction. There-

fore, we estimate K ′∆φ outside of the region of earthquake deformation and interpolate the

inferred atmospheric characteristics into this area. Accurate inferences of atmospheric char-

acteristics support a correction that does not introduce artifacts in the area of earthquake

deformation. The interpolation step, if done incorrectly, can introduce elevation-dependent

artifacts in the area that was masked out during assessment of the atmospheric characteris-

tics. Ultimately, the inferred earthquake source parameters will suffer if the inferred values of

K ′∆φ are incorrect. Below, I outline the procedure used to select the optimal smoothing pa-

rameter and use a coseismic interferogram in Nevada to illustrate the potential consequences

to data quality if an incorrect parameter value is used.

B.2 Second- order Tikhonov regularization

Smoothing constraints are applied by augmenting the traditional least squares problem to

[e.g., Menke, 1989; Aster et al., 2013],

min(||Gm− d||22 + ξ2||L2m||22), (B.2)

where G is the matrix of Green’s functions that relate the atmospheric model parameters

(m) to the interferometric phase (d) following Equation B.1. The amount of smoothing is

controlled by ξ, the regularization parameter. L2m is the finite difference approximation

to the second derivative: this term scales with the smoothness of the model parameters.

Equation B.2 is rewritten as a standard least squares problem as,

min||[G; ξL] ∗m− [d; 0]||22. (B.3)

When solved by method of normal equations,

(GTG + ξ2LT
2L2)m = GTd, (B.4)
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and,

m = (GTG + ξ2LT
2 L2)−1GTd. (B.5)

When the Green’s functions and data are weighted by the inverse of the Cholesky factor-

ization of the data covariance matrix (Cd), the inferred correlations between topography

and phase are not penalized for failing to account for features that statistically mimic noise

characteristics [e.g., Harris and Segall, 1987]. In this case, the weighted G and d become,

Gw = CdG, dw = Cdd, and inferred model (Equation B.5) is re-expressed as,

m = (GT
wGw + ξ2LT

2 L2)−1GT
wdw. (B.6)

Equation B.6 can be re-expressed as,

m = Gg∗
w dw, (B.7)

where Gg∗
w = (GT

wGw+ξ2LT
2 L2)−1Gw, and is known as the generalized inverse of the weighted

regularized inversion.

B.3 jRi: Optimize ξ

We use the jRi method to select the optimal value of ξ [Lohman, 2004; Lohman and

Simons, 2005; Barnhart and Lohman, 2010]. This approach seeks a compromise between

over-smoothing the signal from the stratified component of the troposphere (regularization

error) and mapping atmospheric turbulence into the topographically correlated contribution

(perturbation error). The text below refers to the application of the jRi technique to atmo-

spheric noise corrections, although the same approach could be applied to other problems

(e.g., distributed slip inversion). I first describe the general set-up of the jRi technique and

then apply the technique to real InSAR data.
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The interferometric phase (di(Φ)) is expressed as the sum of the signal from the topo-

graphically correlated contribution from the stratified component of the atmosphere (d0(Φ))

and the noise resulting from atmospheric turbulence (ni(Φ)),

di(Φ) = d0(Φ) + ni(Φ). (B.8)

Note that the ni(Φ) term is also likely to have contributions from DEM errors, unwrapping

errors, orbital errors, and non- coseismic sources of ground deformation. The smoothed

signal from the stratified atmosphere (d∗0) is expressed as,

d∗0 = Nd0, (B.9)

where

N = GGg∗
w . (B.10)

G is the matrix of Green’s functions that relate the inferred K ′∆φ values to interferometric

phase delay, and N is the data resolution matrix (e.g., Hanssen, 1998). The regularization

error (0r0) is the difference between the noise-free data and the smoothed version of that

data, and is expressed as,

0r0 = d0 − d∗0 = [I−N]d0, (B.11)

The perturbation error (jrni ) quantifies the extent to which the turbulence is mapped

into the K ′∆φ values and the predicted topographic contribution. This form of error is

calculated as the difference between one realization of noise and a smoothed realization of

an independent set of noise:

jr
n
i = nj − n∗i . (B.12)

jr
n
i will increase as ξ decreases, as an inversion that fits one set of noise well is unlikely to

fit another noise set well. jri is the sum of the regularization and perturbation errors,

jri =0 r0 +j r
n
i . (B.13)
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M = [I−N] can be used to conveniently express the residual quantities,

oro = M[do do]T , (B.14a)

jr
n
i = M[ni nj]T , (B.14b)

jri = M[di dj]T . (B.14c)

B.4 jRi: Synthetic data

I outline how the above solution is applied to atmospheric corrections of synthetic datasets

where the underlying topographically- correlated phase contribution and data covariances

are known for many realizations of atmospheric noise.

Over an entire interferogram, jRi is the sum of contributions from (jri) at each of the k

pixels,

jRi = 1
k

∑
x

(jri)2. (B.15)

By expansion using Equation B.13,

jRi = 1
k

∑
x

[(0r0)2 + 2(0r0)(jrni ) + (jrni )2]. (B.16)

Because jr
n
i is a random variable with mean 0, the middle term cancels out, leaving:

jRi = 1
k

∑
x

[(0r0)2 + (jrni )2]. (B.17)

Because 0r0 is unknown for real data, the substitution, 0r0 =i ri −i rni , is made:

1
k

∑
x

(0r0)2 = 1
k

∑
x

(iri −i rni )2 = 1
k

∑
x

(iri)2 − 2(iri)(irni ) + (irni )2. (B.18)

ir
n
i is also a random variable with expectation 0, so the term 2(iri)(irni ) cancels out. Then,

jRi = 1
k

∑
x

[(iri)2 − (irni )2 + (jrni )2]. (B.19)
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Because the mean value of jr
n
i is 0, the expected value of 1

k

∑
x(jrni )2 is the sum of the

variances at each data point. By the law of covariance propagation, the covariance of jrni is,

Cr = MCdMT . (B.20)

When G and d have been pre-weighted by Cd,

Cr = MMT . (B.21)

Similarly the covariance of the matrix of irni for pre-weighted G and d is,

C2 = MI2MT . (B.22)

Where I2 is a matrix of block identity matrices. So jRi becomes,

jRi = 1
k

∑
x

(iri)2 − 1
k

∑
diag(C2) + 1

k

∑
diag(Cr) (B.23)

B.5 Atmospheric corrections of InSAR data

In this section, I explore how the smoothing of the topographically correlated delay impacts

the resulting atmospheric corrections and the shape of the coseismic signal in the corrected

interferogram. I focus on the 1992 M5.6 Little Skull Mountain earthquake of southern

Nevada as described in Chapter 2 and explicitly examine cases where the wrong quantity of

spatial smoothing is applied between neighboring values of the inferred relationship between

topography and phase.

Figure B.1a shows the uncorrected InSAR interferogram and highlights the location of the

Little Skull Mountain earthquake, which produced ∼2 cm of displacement in the SAR line-

of-sight. The earthquake occurred to the northeast of Death Valley in an area with moderate
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Figure B.1: InSAR data: (a) ERS interferogram that contains the 1992 Mw 5.6 Little Skull
Mountain earthquake and spans 1992/04/24-1996/06/18 (Track 399, Frames 2835-2871).
The darkest blue represent areas lacking data. (b) Digital elevation model (DEM) highlight-
ing the location of Death Valley (DV).

topographic relief (Figure B.1b). A comparison between phase and topography illustrates

that while many of the atmospheric features in the data correlate with topography, many

do not. For example, the ∼1200 m of relief on the northeast rim of Death Valley produces

a only minor phase contribution in this particular interferogram.

When too little smoothing is applied, the correction looks similar to the original data

except near the coseismic signal (Figure B.2a). Turbulent features to the east and west of the

coseismic signal in the original data (Figure B.1a) increase in amplitude (Figure B.2b). When

the correct smoothing parameter is used, the longer wavelength features are corrected (Figure

B.2c). The residual atmospheric contribution (Figure B.2d) clearly contains more than

turbulence, which suggests that not all of the topographically correlated noise is removed

even with the optimal smoothing parameter. When too little smoothing is applied, the noise
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Figure B.2: Atmospheric noise corrections associated with different amounts of smoothing.
The smoothing regularization parameters are varied to produce results where the inferred
variation in the relationship between topography and phase is under-smoothed (a and b),
optimally smoothed (c and d), and over-smoothed (e and f). (a), (c), and (e) are the
atmospheric corrections, and (b), (d), and (f) are the residuals after the corrections are
removed from the data in Figure B.1a.

associated with Death Valley is accentuated and most of the remaining atmospheric noise

persists (Figure B.2d).

As expected, spatial variations in the inferred values of K ′∆φ depend on the imposed

smoothing parameter. When too little smoothing is applied (Figure B.3a), neighboring

values of K ′∆φ vary significantly. This results in a correction that accounts for turbulent

features as part of the topographically correlated contribution and predicts spatial variations

in K ′∆φ that are unsupported by the data. When the correct smoothing parameter is used

(Figure B.3b), K ′∆φ varies smoothly over multiple model points. The spatial variation in

K ′∆φ appears damped when the solution is over-smoothed (Figure B.3c).
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Figure B.3: Spatial variability of K ′∆φ over the study area. The amount of applied smoothing
is varied: too little smoothing (a: ξ = 0.7), the correct amount of smoothing (b: ξ = 1.4),
and too much smoothing (c: ξ = 3).
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APPENDIX C

SUPPLEMENTAL MATERIAL: COSEISMIC EXTENSION FROM

SURFACE CRACKS REOPENED BY THE 2014 PISAGUA, NORTHERN

CHILE, EARTHQUAKE SEQUENCE

C.1 GPS Methods

We calculate the daily time series for 12 continuous GPS stations that are part of the

Central Andean Tectonic Observatory Geodetic Array (Simons et al., 2010) or an array

operated by the Chilean government, and are all processed by Blewitt (2015). From the

time series of station positions, we calculate the coseismic displacement during the April 1

Mw8.1 earthquake by subtracting the station position on March 31 from that on April 2,

2014. Likewise the April 3 Mw7.7 coseismic displacements were calculated by subtracting

the position on April 2 from the position on April 4, 2014. We solve for the distance-

weighted infinitesimal displacement gradient tensor (Allmendinger et al., 2009; Cardozo and

Allmendinger, 2009) by independently inverting the two sets of GPS displacement vectors.

We test a range of distance weighting parameters from 35 to 150 km, and select the one that

produces the most consistent fit between the mean crack orientations and the GPS-inferred

maximum horizontal shortening axes. We find 50 km to be the optimal distance weighting

parameter.
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Transect Start Lat
(o), Long (o)

End Lat (o),
Long (o)

Start
Elev. (m)

End Elev.
(m)

Length
(m)

Opening
(cm)

Date

Pisagua -19.6934,
-70.1336

-19.6908,
-70.1253

765 812 915 10.5 July 5,
2014

CB -20.0225,
-70.0777

-20.0223,
-70.0721

584 600 591 32.4 April
7, 2014

PdL 1 -21.0380,
-70.1275

-21.0349,
-70.1225

629 583 625 3.0 July 8,
2014

PdL 2 -21.0404,
-70.1272

-21.0400,
-70.1223

632 595 511 6.5 July 8,
2014

PdL 3 -21.0389,
-70.1226

-21.0375,
-70.1220

620 590 500 1.0 July 8,
2014

Table C.1: Location of transects. CB: Caleta Buena, PdL: Punta de Lobos

Transect Cumulative
Opening (cm)

Transect
length (m)

Apparent Co-
seismic strain

Orientation

Pisagua Cracks 10.5 915 1.15x10−4 350.9±11.8o
Pisagua GPS 0.19 915 2.07x10−6 354o

CB Cracks 32.4 591 5.48x10−4 019.4±13.7o
CB GPS 0.21 591 3.52x10−6 008.4o
PdL Cracks (average of

3 transects)
3.5 545 6.42x10−5 006.9±9.2o

PdL Baker et al. (2013);
150 year event

0.39 545 7.1±2.3x10−6 N/A

PdL Baker et al. (2013);
300 year event

0.78 545 14.2±2.3x10−6 N/A

Table C.2: Summary of strain magnitude and orientation calculations. GPS openings are
the strain values multiplied by the transect length. The 150 and 300 year events at Punta de
Lobos refer to the expected strain release from great earthquakes with recurrence intervals
of 150 and 300 years, respectively. The per event strain magnitudes are inferred from the
permanent extension recorded in a suite of cracks within surfaces that date from 0.8 to1.1
Ma (Baker et al., 2013).
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Figure C.1: Google Earth imagery of the measured transects near the Pisagua (a), Caleta
Buena (b), and Punta de Lobos (c) sites. Yellow lines represent fresh coseismic cracks. Rose
diagrams show the fresh crack orientations. At the Caleta Buena site, there are two old
crack sets, NNE and NW-striking but, as shown in the rose diagram, only the NNE set was
reactivated in 2014.

C.2 Interferometric Synthetic Aperture Radar (InSAR) methods

We generate a coseismic ascending interferogram using X-band SAR imagery with a wave-

length of 3.1 cm from the TerraSAR-X satellite shown in Figure C.6. We process the interfer-
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Figure C.2: Opening and elevation vs. distance along transects at the Pisagua and Punta
de Lobos sites.

ogram with precise scientific orbits (Yoon et al., 2009) using the Repeat Orbit Interferometry

PACkage (ROI PAC) produced by Rosen et al. (2004). We remove the topographic phase

using a 90 m digital elevation model (DEM) from the Shuttle Radar Topography Mission

(SRTM, Farr et al., 2007).

C.3 InSAR analysis

We use InSAR data to characterize potential gradients in the displacement field over spatial

scales that are too short to be well-sampled by the GPS data. We produce maps of the InSAR
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displacement field at a spatial resolution of 30 m. This is a sufficient spatial resolution to

detect if the large crack openings measured in the field are indicative of anomalous strain

concentrated within the crack transects. The satellite line-of-sight direction oriented at 29o

from vertical results in a combined sensitivity to horizontal and vertical deformation.

The interferogram shows no strain concentrated over the Pisagua transect (Figure C.7a).

We dismiss atmospheric effects as a noise source that could significantly contaminate the

strain signal over the transect. Atmospheric artifacts in InSAR data are largely caused by

differences in humidity at the timing of the SAR acquisitions and result in spatially coherent

noise signals that approximately scale with elevation. Because elevation is relatively smooth

over the transect length (Figure C.7b), atmospheric noise is unlikely to have significantly

contaminated the InSAR signal. The summed crack apertures of 10.5 cm measured in the

field at the Pisagua transect project to 5 cm of displacement in the SAR line-of-sight. Had

the cracks concentrated this amount of deformation, we would expect to see almost two

fringes of displacement localized to the 1 km transect (Figure C.7c & C.7d). The fact that

the interferometric phase is not disrupted across the cracked area suggests that the cracks do

not accommodate enhanced coseismic strain relative to the immediately surrounding areas.

C.4 Topographic control on crack orientations

Cracks commonly form along or near topographic scarps with opening vectors aligned with

the direction of maximum relief even when the orientation is poorly aligned with the static

strain field. This suggests that the focusing of seismic waves across underlying faults and

local gravitational instabilities influence crack formation and orientation.

We assess the dominant trends of topographic scarps over the rupture area from a slope
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map (Figure C.4). NS-striking topographic scarps largely outline normal faults and the

Coastal Escarpment. Margin perpendicular structures include EW to ENE striking reverse

faults and several large canyons. North of the Quebrada de Camarones, fault scarps rotate to

a dominant NE orientation (Figure C.4). We separate scarps by azimuth and show a higher

than average concentration of scarps with NS and ENE/EW orientations (Figure C.5).

We consider two approaches of accounting for the topographic control in the comparison

of the strain axes inferred from the crack orientations and geodetic datasets. In the first,

we simply include all mean crack orientations in the comparison calculation (Figure 4.3a).

This approach benefits from including all data, irrespective of any topographic control. In

the second, we remove cracks with orientations that deviate by more than 50o from the GPS

inferred strain axes for both the Mw8.8 and Mw7.7 earthquakes from our statistical analysis

(Figure 4.3b & 4.3c). ∼75% of the removed field sites lie along or near EW to ENE striking

structures.

Figure C.3: Color version of field photos. Photos by Richard Allmendinger.
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Figure C.4: Map of slope angles in the Coastal Cordillera of northern Chile.
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Figure C.5: Percent of total scarp length in 10o azimuthal bins between -90o (270o) and 90o
scarp azimuth. The dashed blue line indicates the expected percentage of total scarp length
given a uniform distribution of topographic scarps.

163



Figure C.6: Coseismic ascending TerraSAR-X imagery. The wrapped, unfiltered interfero-
gram spans December 18, 2011- April 2, 2014. The black box outlines the Pisagua site and
the zoomed area in Figure C.7.

164



Figure C.7: InSAR-derived line-of-site displacements over the Pisagua site. (a) TerraSAR-X
interferogram shown in Figure C.6 zoomed to the area outlined by the black box. The black
lines represent measured cracks plotted at a uniform length of 200m. (b) SRTM Digital
Elevation Model. Atmospheric noise in the InSAR data, which approximately scales with
elevation, is unlikely to significantly contaminate the displacement field across the transect.
(c) Predicted line-of-sight displacements across the transect assuming the crack opening field
measurements represent static extension accommodated over the transect, shown at a 1 m
resolution. (d) results in (c) resampled to the 30 m resolution of the interferogram in (a).
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Figure C.8: Excavated crack profile showing that walls degrade near the surface. This photo
is of a crack opening produced during the 2007 Mw 7.7 Tocopilla earthquake. Crack opening
in the more competent material at the depth of the scale may better reflect the coseismic
strain than the apparent crack opening in the looser sand. Loose eolian sand accumulated in
an old surface crack depression has enhanced the new crack opening, which overlies a very
fine crack in gypsum fill (lighter material where the scale is located).
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Figure C.9: Schematic illustration of crack opening before, during, and after an earthquake.
Where exposes are adequate, cracks can be seen to extend meters to tens of meters into
bedrock. The volume of unconsolidated sand that erodes near the surface expression of the
crack drains to fill some of the volume created as the pre-existing crack grew during the
earthquake. Illustration is not drawn to scale.
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APPENDIX D

INTERFEROMETRIC COHERENCE AND FRESH COSEISMIC CRACKS

D.1 Introduction

Surface rupture patterns and earthquake slip distributions inform studies focused on the

mechanics of faulting [e.g., Wells and Coppersmith, 1994], the partition of deformation along

neighboring faults [e.g., Haeussler et al., 2004], and the interpretation of paleoseismic events

[e.g., Biasi and Weldon, 2006]. When an earthquake significantly disturbs reflective ground

characteristics, InSAR coherence may decrease or be lost [e.g., Fielding et al., 2005]. In

these cases, the use of the remotely acquired InSAR coherence imagery can support the

examination of fault deformation characteristics over the entire strike length and may inform

subsequent field studies. Here, I show that the reactivation of surface strain features may not

necessarily decrease the coherence of InSAR imagery. Knowledge of the sensitivity of InSAR

data to the formation of surface structures informs interpretations of faulting patterns from

coherence InSAR imagery.

D.2 Interferometric coherence

Interferometric correlation is a measure of the similarity of reflective ground properties at

the timing of different SAR acquisitions [Zebker and Villasenor, 1992]. When ground scatter-

ers are completely coherent between the two acquisitions used to generate an interferogram,

the correlation (Γ) is equal to 1. Coherence values lower than 1 indicate changes in the

reflective ground characteristics. While coherence is often used as a metric for data quality
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[Wei and Sandwell, 2010], variations in coherence in space and time are also indicative of

changes in ground surface characteristics.

SAR instrument noise, spatial baseline, time between SAR acquisitions, and changes

in ground characteristics impact coherence [Zebker and Villasenor, 1992]. For example,

vegetation growth [e.g., Wegmuller and Werner, 1997] as well as changes in snow volume

or soil moisture [e.g., Nolan and Fatland, 2003] decrease coherence. Further, scientists use

maps of coherence changes to infer areas of likely damage following natural disasters such as

earthquakes and flooding events [e.g., Fielding et al., 2005; Schepanski et al., 2012; Plank,

2014]. Mapping damage effectively requires knowledge of the behavior of different surface

types in the absence of a natural disaster and the sensitivity of SAR imagery to different

damage signatures.

D.3 Coseismic surface deformation & coherence

SAR imagery may be sensitive to co- and post- seismic surface disruption associated

with ground motion, soil liquefaction, and the formation or reactivation of surface ruptures

[e.g., Simons et al., 2002; Talebian, 2004; Fielding et al., 2005]. Observations of decreased

coherence following an earthquake may direct field studies and ultimately result in more

complete observations of surface rupture characteristics [e.g., Fielding et al., 2005].

The 2003 Mw 6.6 Bam, Iran, earthquake ruptured a sub-vertical fault with primarily right-

lateral motion and moment release concentrated between depths of 2 and 10 km [Talebian,

2004]. Fielding et al. [2005] showed that ruptures activated in the 2003 event spatially

overlap with areas of decreased coherence in coseismic Envisat imagery (C-band; λ = 5.6

cm). For example, a 40 m band of decreased coherence lies along a surface rupture that

170



offset a cemented gravel surface by up to 13 cm and 25 cm in the vertical and horizontal

directions, respectively, as observed in the field [Fielding et al., 2005; Talebian, 2004]. Cracks

with millimeter-scale openings are also associated with decreased coherence. Fielding et al.

[2005] suggest that because the bands of decreased coherence are narrow, coseismic changes

to the ground surface are concentrated near the rupture zone.

The 2014 Pisagua earthquake sequence offers opportunity to examine the relationship

between the reopening of brittle surface cracks and coherence along a subduction zone plate

boundary. Similar to Iran, the dry climate in Chile results in high coherence where surface

features can be well-imaged. Unlike in Iran, the main South America- Nazca plate bound-

ary thrust fault lies ∼50 km below the Chilean Coastal Cordillera, implying that surficial

deformation features form far from the main fault that was active in the 2014 earthquake

sequence.

D.4 Methods

I generate coseismic and postseismic interferograms (Table D.1) using data acquired along

a TerraSAR-X ascending orbit. I process the X-band data (λ = 3.1 cm) using the Repeat

Orbit Interferometry PACkage (ROI PAC) produced by Rosen et al. [2004]. At full reso-

lution, the pixel size is ∼1.9 m in both azimuth and range. I calculate coherence over a

window of size of 5 x 5 pixels using a triangular weighting function.

When the coseismic and postseismic imagery span similar time- lengths and are acquired

with similar satellite geometries, differences in coherence are likely indicative of coseismic

processes in the absence of any other event. Because the postseismic interferogram has

shorter temporal and spatial baselines, the difference in coherence in this set of imagery is
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Figure D.1: Interferometric coherence at the Pisagua field site. (a) Coseismic coherence. (b)
Post-seismic coherence. (c) Difference between the coseismic and the postseismic coherence.
Positive values correspond to higher postseismic coherence. The pixel size for the TerraSAR-
X imagery at full resolution is ∼1.9 m in azimuth and range. (d) Google Earth optical
imagery covers the approximate area of panels a-c.

likely to contain artifacts that reflect differences in viewing geometry and small changes in

ground characteristics that are not related to the earthquake.
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Type Date 1 Date 2 Perpendicular baseline (m)
Coseismic November 12, 2011 April 2, 2014 157

Postseismic April 2, 2014 June 18, 2014 41

Table D.1: Interferograms used in this study. Note the 2014 Mw 8.1 Pisagua occurred on
April 1.

D.5 2014 Pisagua earthquake sequence

Figure D.1a shows the coseismic coherence surrounding the Pisagua field site described

in Chapter 4 and Appendix C. The coherence remains high everywhere, including across

the transect of cracks reactivated in 2014. A dried stream to the north and a dirt road

to the west of the transect show decreased coseismic coherence. The shorter timespan and

spatial baseline associated with the postseismic interferogram will mitigate the impact of the

topographic relief surrounding these features and very minor traffic along the dirt road. The

lack of signal localized to the crack transect in the imagery showing the difference between

the coseismic and postseismic coherence (Figure D.1c) is consistent with the maintenance of

high coherence during the 2014 earthquake.

D.6 Discussion

The correlation behavior of coseismic SAR imagery may indicate high ground shaking

associated with the disruption of unconsolidated sand, the rocking of boulders, and the

encouragement of crack development. While no strong motion seismic stations exist along

the reactivated structures in the 2003 Bam and 2014 Pisagua earthquakes, nearby stations

facilitate the placement of constraints on the minimum peak ground acceleration (PGA)

likely required for crack development. A station located 400m from the fault activated in

the 2003 Bam earthquake recorded a vertical PGA of 1.0 g [Fielding et al., 2005]. The USGS
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event page for the 2014 Pisagua mainshock shows a maximum PGA of 0.6 g recorded at the

T03A station located in Iquique, Chile, and Ruiz et al. [2015] show similarly high PGA at

several sites in the Coastal Cordillera. While the maximum PGA recorded in Iran exceeds

that in Chile, the PGA is likely higher near the reactivated structures in both locations. For

example, Karabulut and Bouchon [2007] show that PGA varies by a factor of 3 within 1.5 km

of the North Anatolian Fault likely due to an impedance contrast between the fault zone and

the surrounding rocks. Lee et al. [2009] illustrate that the simulated PGA can be a factor

of 5 higher along a ridge than in an adjacent valley. Ultimately, additional observations and

modeling of dynamic wave propagation are likely required to understand the relationship

between the formation of coseismic cracks, ground shaking, and InSAR coherence.

The different coherence behavior may also represent variable static strain concentrations

in the recent Bam and Pisagua earthquakes. The resolution limit of InSAR data constrains

the maximum gradients in the line-of-sight displacement where the InSAR signal remains

coherent. The resolution limit is λ/2∆R, where λ is the wavelength and ∆R is the pixel

size in range. For full resolution Envisat and TerraSAR-X data, the resolution limit is

0.2 cm/m and 0.8 cm/m, respectively. The 40 m band surrounding the Bam earthquake

could accommodate up to 8 cm of relative displacement before the SAR signal becomes

decorrelated. The large measured fault offsets alone exceed this value, and any off-fault

deformation would only increase gradients in the surface displacement. In Chile, the cracking

is relatively diffuse as many cracks with sub-parallel orientations reopen over a larger area

(≤1 km2). Because the cracked areas do not accommodate enhanced strain relative to the

adjacent areas where cracks appear to not develop, the strain gradient at the crack sites can

be approximated from a distance- weighted inversion of the coseismic GPS displacements.

This calculation suggests a coseismic strain of 2x10−4cm/m at the Pisagua site, which is far

below the resolution limit of either satellite.

174



D.7 Conclusions and future work

Here, I have shown that the reopening of brittle surface strain features does not always

decorrelate InSAR imagery. The different coherence behaviors likely reflect differing prox-

imity to the main fault. The higher static strain and potentially elevated seismic shaking

associated with the 2003 Bam earthquake are likely responsible for the decreased coherence

along the activated fault trace.

A range of factors including surface cover, earthquake focal mechanism, and subsurface

structure impact the sensitivity of InSAR imagery to coseismic processes. In the absence

of an earthquake, coherence varies over sand, gravel, hard rock, forested, and vegetated

surfaces. Subsurface structures may focus seismic waves and locally enhance seismic shaking,

which may lead to larger changes in reflective ground characteristics. Different earthquake

geometries that result in varying extensional and contractional surface strains will likely

produce a range of strain markers (e.g., cracks, faults, folds, pop-up structures) that may be

recorded differently in InSAR imagery.

The Bam and Pisagua earthquakes may represent two end-member cases for the sensi-

tivity of InSAR imagery to the activation (or reactivation) of brittle surface strain markers.

Additional examinations of coseismic surface displacements and coherence imagery will sup-

port stronger constraints on the sensitivity of InSAR imagery to the formation of surface

structures. This will contribute to knowledge of the cases when coherence imagery provides

reliable constraints on the location of activated surface structures.
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