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Solids with spatial variations in the crystalline axes naturally evolve into cells or

grains separated by sharp walls. Such variations are mathematically described

using the Nye dislocation density tensor. At high temperatures, polycrystalline

grains form from the melt and coarsen with time; the dislocations can both climb

and glide. At low temperatures under shear the dislocations (which allow only

glide) form into cell structures. While both the microscopic laws of dislocation

motion and the macroscopic laws of coarsening and plastic deformation are well

studied, we hitherto have had no simple, continuum explanation for the evolution

of dislocations into sharp walls. We present here a mesoscale theory of disloca-

tion motion. It provides a quantitative description of deformation and rotation,

grounded in a microscopic order parameter field exhibiting the topologically con-

served quantities. The current of the Nye dislocation density tensor is derived

from downhill motion driven by the microscopic Peach–Koehler forces between

dislocations, making use of a simple closure approximation. The resulting theory

is shown to form sharp dislocation walls in finite time mathematically described by

Burgers equation—similar to those seen in the theory of sonic booms and traffic

jams. Our finite-difference methods use special upwind and Fourier techniques for

dealing with the shock formation. The outcomes of our simulations in one and two



dimensions are in good agreement with experiment and other discrete dislocation

simulations. These results provide fundamental insights into the basic phenomena

of plastic deformation in crystals, and offers predictions for residual stress, cell-

structure refinement, and the distinguish features of different hardening stages in

plastic deformation.
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CHAPTER 1

INTRODUCTION

1.1 Motivation

(a) (b)

Figure 1.1: (a) Grain boundaries in copper, from the news article in Sci-

ence [1] covering our theory of plasticity [2] (b) Cell walls, from

Hughes et al. [3].

In condensed-matter physics, crystals are anomalous. Most phases (liquid

crystals, superfluids, superconductors, magnets) respond smoothly in space when

strained. Crystals, when formed or deformed, relax by developing walls. Common

metals (coins, silverware) are polycrystalline; the atoms locally arrange into grains

each with a specific crystalline lattice orientation, separated by sharp, flat walls

called grain boundaries (figure 1.1(a)). When metals are deformed (pounded or

permanently bent) new cell walls (figure 1.1(b)) form inside each grain [6, 7, 8].

Until now, our only convincing understanding of why crystals form walls has been

detailed and microscopic. Our new theory provides an elegant, continuum descrip-

tion of cell wall formation as the development of a shock front—a phenomenon

hitherto associated with traffic jams and sonic booms.
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Figure 1.2: Dislocation tangle at early stages before wall formation.

Crystals work harden when plastically deformed. Figure 1.2 shows a traditional

view of work hardening as due to the entanglement of dislocation lines. It is

certainly true that as structural metals are plastically deformed the dislocations

multiply, and that they form immobile sessile junctions when they intersect. In

this picture, the yield stress for a crystal with dislocation density ρ is seen to be

proportional to ρ1/2, the rough distance between pinned sites on a given dislocation.

As dislocations multiply and ρ increases, the yield-stress increases and the material

work hardens.

However, the spaghetti tangles of figure 1.2 are typical of only the initial stages

of hardening (stage I) where only one slip system is involved; in later stages large-

scale patterns form. Figure 1.1(b) shows the cell structures formed in FCC metals

in multiple-slip stage III hardening [6, 7, 8, 9, 10], the dislocations have orga-

nized themselves into relatively sharp and flat cell walls, mediating small rotations

between relatively dislocation-free crystalline cells.

These cell walls are reminiscent of grain boundaries in polycrystalline met-
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als, which also mediate rotations between nearly perfect crystalline grains (fig-

ure 1.1(a)). Grain boundaries can form in several different ways. They can form

during crystallization from the melt (not described by our theory), where the grains

often form a dendritic morphology. They can form under external shear at high

temperatures, where the dislocations migrate into grain boundaries in a process

known as polygonization and then the grains coarsen. Grain boundaries can also

arise at low temperatures in highly dislocated materials in a process called recrys-

tallization; here a small, clean crystalline region can grow by eating the dislocations

surrounding it, giving a net outward force on its grain boundary. These dislocation

patterns and structures have important consequences for the materials properties.1

Our formulation of a plasticity theory rests upon differential geometry ap-

proaches to dislocation dynamics, developed in the middle of the last century [17,

18, 19, 20, 21, 22]. These elegant mathematical descriptions stopped at describ-

ing the state of the material; our work is aimed at developing a similarly elegant

approach to the evolution law, and extracting predictions about experimental sys-

tems. By focusing on the Nye dislocation density tensor [23], we do not incorporate

the extra framework of slip systems, immobile dislocations, and geometrically un-

necessary dislocations which are central features of a community of models used

to study texture evolution and sub-grain structure [24, 25, 26, 27, 28, 29, 30, 31].

Apart from intriguing hints in Dawson’s simulations [29], wall formation is not

1For example, the yield strength σY of clean polycrystalline materials is not
determined by the average dislocation density, but rather by the grain size d, ac-
cording to the Hall–Petch relation σY = σ0+k

√
d. (Here dislocation pile-up, rather

than pinning, dominates the yield stress. For nano-crystalline materials, slippage
at the grain boundaries dominates the plastic deformation, leading to a reverse
Hall–Petch effect [11, 12, 13].) The yield strength dependence on dislocation den-
sity in stage III hardening is no longer determined by the simple

√
ρ dependence

of dislocation tangles, but now depends on the scaling of cell size with continuing
work hardening deformation [14, 15, 16].
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typically observed or studied in these texture evolution models. There have been

several recent efforts to develop coarse-grained dynamics for dislocations, both for

parallel dislocations [32, 33, 34] and in fully three-dimensional theories [35, 36, 37,

38, 39]. None of these investigators found wall formation in their models.2

Our approach to the formulation of a dislocation dynamics theory is mini-

malist: it ignores many features (geometrically unnecessary dislocations [34], slip

systems [29], dislocation tangling, yield surfaces, nucleation of new dislocations)

that are known to be macroscopically important in real materials. It does incorpo-

rate cleanly and microscopically the topological constraints, long-range forces and

energetics driving the dislocation dynamics. As hypothesized by the LEDS (low-

energy dislocation structures) approach [40, 41], we find that a dynamics driven

by minimizing energy (omitting tangling and nucleation) still produces cell bound-

ary structures. The δ-function wall singularities in our dislocation theory form,

however, not from the energy minimization, but from the nonlinear nature of the

evolution law. Finally our theory, to our surprise, initially forms sharp walls that

are not the usual zero-stress grain boundaries.

1.2 Outline of the dissertation

We begin in chapter 2 by introducing a Nye dislocation tensor as an order para-

meter to describe dislocations. The evolution equation in the form of a continuity

equation relating the dislocation density with a dislocation current is put forward.

The relationship between the dislocation density field and other state variables

such as the stress and the plastic distortion field are given in chapter 3. Motivated

2We discuss the context of our plasticity theory in connection with other ap-
proaches in great details in chapter 5.

4



by the criterion for a decrease in elastic energy and the microscopic Peach–Koehler

force, the form of the dislocation current is written down in chapter 4. This com-

pletes the description of the evolution law. The last part of this chapter describes

wall-like structures and their superpositions as one possible family of stationary

state solutions to our law. In chapter 5, connections are made between our plas-

ticity theory and the conventional plasticity theories. The implementation of the

evolution equation specialized to one dimension, the mechanism of sharp walls

formation for volume conserving systems and systems allowing for climb, and the

asymptotics of the one-dimensional solutions at large times near sharp walls are

described in chapter 6. Finally, our finite difference simulations for various types

of slip systems in two dimensions and the predictions for different slip subsystems

against other discrete dislocation simulations are discussed in chapter 7.

Throughout the dissertation, the reader is asked to consult the appendices for

prerequisite knowledge on tensors and symmetry group, definitions and conven-

tions for the Fourier transforms, elementary exposure to conventional elasticity

theory, the proof of stress-free dislocation states too involved to be incorporated

in the main text, a modified one-dimensional theory, different finite difference nu-

merical schemes, and an efficient method to visualize results from two-dimensional

simulations.
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CHAPTER 2

DISTRIBUTIONS OF DISLOCATIONS AND MODEL EQUATIONS

2.1 Burgers vector and Nye dislocation density tensor

To appropriately describe a dislocation, one needs to introduce the idea of

Burgers vector. The Burgers vector is the topological charge characteristic of a

defect found by counting the net number of extra rows and columns of atoms in a

distant path encircling the dislocation. We define the Burgers vector b, according

to the procedure outlined by F. C. Frank [42] which can be best illustrated with

a hypothetical cubic lattice. For a perfect crystal, if one traverse the crystal in

a closed loop in a clockwise direction, one has to have the same number of “up”

lattice vectors as “down” lattice vectors, and as many “right” lattice vectors as

“left” ones. For a crystal with a dislocation line, this won’t be true. If one performs

the vector sum of all the lattice vectors going around the loop, the resulting vector

is called the Burgers vector. In other words, the negative of the Burgers vector

is needed in order to close the circuit completely.1 Figure 2.1 shows images of an

edge and a screw dislocation.

The same concept can be generalized to an isotropic material in the continuum

theory. From the definition, after a passage around any closed contour L that

encircles a dislocation line, the displacement vector u receives an increment b

1This convention has been used by, e.g., J. M. Burgers, T. Mura, F. R. N.
Nabarro, W. T. Read, Jr., A. Seeger, and J. Weertman. However, there are many
authors who use the opposite convention such as, B. A. Bilby, R. Bullough, E.
Smith, F. C. Frank, J. D. Eshelby, J. Friedel, J. P. Hirth, E. Kröner, J. Lothe, N.
Thompson, and R. deWit.
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(a) (b)

Figure 2.1: (a) A Burgers vector is described by a traversal around a contour

surrounding an edge dislocation. (b) A screw dislocation.

which is equal to one of the lattice vectors. This can be expressed as 2

∮

L

duP
i =

∮

L

βP
ij dxj = −bi , (2.1)

where βP is the plastic distortion tensor and can be thought of as a primary field

by itself.

A dislocation is a crystallographic defect associated with crystalline transla-

tional order. It represents extra rows or columns of atoms and is characterized

by two quantities; the direction of the dislocation line, t, and the Burgers vector

direction, b as defined above. Therefore the dislocation density ρ, must be defined

as a second-rank tensor in order to carry such information:

ρ = (t ⊗ b)δ(ξ) , (2.2)

where δ(·) is the Dirac δ-function, and ξ is the two-dimensional radius vector

2Here and throughout the manuscript a subscript notation is used to represent
a component of a vector or tensor quantity. We also employ Einstein’s summa-
tion convention where repeated indices are understood to be summed over unless
otherwise noted.
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b L

Figure 2.2: The shift in the displacement vector upon a circulation around a

dislocation line defines the Burgers vector.

taken from the axis of the dislocation in the plane perpendicular to the vector t

at the given point. This type of tensor is called Nye dislocation density tensor

(J. F. Nye, 1953 [23]). One categorizes types of dislocations into edge, screw, and

mixed according to the relationship between Burgers vector b and the direction

of dislocation line t. An edge dislocation is one where the Burgers vector lies

perpendicular to the direction of the dislocation line. A screw dislocation is one

where the Burgers vector is parallel to the line. A mixed dislocation is one with

general Burgers vector, e.g., by a superposition of both types of dislocations.

In the presence of many dislocations labeled by an index α,

ρij(x) =
∑

α

tαi b
α
j δ

(2)(x − ξα) . (2.3)

Here δ(2)(·) is a two-dimensional δ-function, infinite if the position x lies along the

dislocation path ξα. When many dislocations are present, a continuum or coarse-

graining description of a conglomerate of dislocations is preferred. In this picture,
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we can write ρ as

ρij(x) =
∑

α

∫
tαi b

α
j δ

(2)(x′ − ξα)G(x − x′) d3x′ , (2.4)

with Gaussian weighting G(x − x′) ≃ (1/
√

2πL)3exp[−(x − r)2/(2L2)] over some

distance scale L large compared to the distance between dislocations and small

compared to the dislocation structures being modeled.

In his revolutionary paper [23], Nye provides the relationships between the

dislocation density tensor ρ and the lattice curvature tensor κ. Let dφi be small

lattice rotations about three coordinate axes, associated with the displacement

vector dxj , then κij ≡ ∂φi/∂xj . He shows that given a curvature tensor κ, the

Nye dislocation tensor ρ can be determined:

ρij = κij − δijκkk (2.5)

and vice versa:

κij = ρij −
1

2
δijρkk (2.6)

Equation 2.5 offers a means to obtain ρ experimentally by measuring disorientation

angles through techniques such as electron back scattering diffraction (EBSD) [43,

44].

Macroscopically, most of the dislocations are geometrically unnecessary with

canceling contributions to ρ and to the overall deformation of the material body.

Thus most theories of plasticity either ignore them and only keep a scalar for

the gross line length dislocation, or incorporate separate dislocation densities for

positive and negative Burgers vectors (whose difference and sum give the necessary

and unnecessary dislocation densities). Dislocations which are unnecessary on the

macroscale may be important on the mesoscale, perhaps giving rise to interesting
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substructural pattern such as an alternating pattern of cell orientations giving an

alternating Burgers vector density in neighboring walls (which nearly cancels on

longer length scales [45, 46]). In our theory, the net dislocation density tensor ρ

that we keep is the sole origin of the long-range stress fields whose screening leads

to pattern formation; it determines the net plastic deformation field and the grain

and cell mis-orientations that experimentally characterize the mesoscale structure.

2.2 Fundamental equations

A complete macroscopic description of the deformation u of a material is given

by

∂iuj = βE
ij + βP

ij (2.7)

where βE represents an elastic, reversible distortion, while the plastic distortion

tensor βP describes the irreversible plastic deformation.3 In this context, the

plastic distortion is the result of the creation and motion of dislocations, and cannot

be written as the gradient of a single-valued displacement field. Integrating around

a loop L enclosing a surface S, the change in such a hypothetical plastic distortion

field ∆uP can be written using Stokes’ theorem as

∆uP
j = −bj =

∮

L

βP
ij dxi =

∫

S

εilm∂lβ
P
mj dSi, (2.8)

where εilm is the totally anti-symmetric tensor.4 Here and throughout this disser-

tation, we shall make use of the shorthand notation ∂i to represent ∂/∂xi. For a

single dislocation, equation 2.3 gives

bj =

∫

S

tibjδ(ξ) dSi =

∫

S

ρij dSi , (2.9)

3Please consult appendix D for a review on the basic ideas of the theory of
elasticity.

4See appendix A.1 for more details.
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where we have used the property of the Dirac δ-function. Since the contour L

can be arbitrarily chosen, equation 2.8 and equation 2.9 provide the relationship

between the Nye dislocation density tensor and the plastic distortion field:

ρij = −εilm∂lβP
mj (2.10)

Thus the natural physicist’s order parameter (the topologically conserved dislo-

cation density ρ) is a curl of the common engineering state variable (the plastic

distortion field βP). Analogous to the continuity of magnetic field lines, the micro-

scopic statement that dislocations cannot end (except at grain or cell boundaries)

implies that

∂iρij = 0, (2.11)

which follows from (2.10).5 Due to the compatibility of the displacement, εilm∂l∂muj =

0, an equivalent description to (2.10) involving the elastic counterpart is

ρij = εilm∂lβ
E
mj . (2.12)

In the absence of dislocations or plastic strains, an elastic body subject to

an applied stress has a compatible elastic strain. Kröner’s incompatibility tensor

defined by

Rij ≡ εilmεjpk ∂l∂p ǫ
E
km = −εilmεjpk ∂l∂p ǫPkm =

1

2
(εilm∂lρjm + εjlm∂lρim) , (2.13)

where ǫEkm and ǫPkm are the symmetric parts of βE
km and βP

km respectively, directly

measures the incompatibility of the strain tensor due to the presence of dislocations

5Equation (2.11) will not be true if our theory includes disclinations. The idea
of disclinations was first used by Frank in the study of cholesteric liquid crystals to
describe twisting discontinuities of the crystals allowing discrete jumps of one half-
pitch of the helicoidal texture [47]. deWit modified the form of (2.11) to replace 0
by adding a source or a sink term [48, 49]. In the more general form, dislocations
can then start or end on disclinations.
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or disclinations. Rij = 0 coincides with de Saint–Venant’s compatibility equation

for the components of the strain tensor. In the language of differential geometry,

the incompatibility tensor is recognized simply as the Ricci tensor.6

2.3 Dislocation current and the continuity equation

The law of conservation of the Burgers vector in a medium implies that the time

evolution of the Nye dislocation density tensor must be given in terms of a current.

Consider the flow rate of Burgers vector through surface S enclosed by contour C.

We can define the dislocation current J as a quantity which when summed across

the surface S gives the flow of the Burgers vector through the contour:

dbj
dt

= −
∮

C

Jij dxi (2.17)

To obtain the continuity equation, we simply substitute the relation between

b and ρ in (2.9) into (2.17),

∫

S

∂ρij
∂t

dSi = −
∫

S

εilm
∂Jmj
∂xl

dSi , (2.18)

6There exists a three-dimensional Riemannian space where ǫP can be considered
a natural compatible strain field. In such a space, the metric gij is defined by

gij ≡ δij + 2ǫPij . (2.14)

The Ricci tensor can be computed from

Rijkm = εijpεkmqRpq (2.15)

where Rijkm is the Riemann-Christoffel curvature tensor defined by

Rijkm ≡ 1

2
(∂j∂k gim + ∂i∂m gjk − ∂j∂m gik − ∂i∂k gjm) . (2.16)

For a more complete treatment of the elasticity theory on curvilinear coordinates,
the reader should consult, e.g., [50, 22].
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with one application of Stokes theorem. Since the contour S is arbitrary,

∂ρij
∂t

+ εilm
∂Jmj
∂xl

= 0 (2.19)

This continuity equation describes the evolution of dislocations according to the

choice of the dislocation current J .

Equation 2.19 was derived independently by Kosevich and Mura in 1962–1963

[20, 21]. By taking a time derivative of (2.10) and compares it to (2.19), one can

identify the dislocation current with the rate of change of the plastic distortion

field,

Jij =
∂βP

ij

∂t
. (2.20)

One of the main objectives of this dissertation is to derive the evolution law for

these fields (2.20) appropriate for scales large compared to the atoms but small

compared to the cell structures and grain boundaries.

We only consider, in our theory, the net density of dislocations. The sta-

tistically stored dislocations (those with opposing Burgers vectors which cancel

out in the net dislocation density) have been ignored because they do not af-

fect the long range strain fields or the misorientations at grain boundaries and

cell walls. Macroscopically they are known to dominate dislocation entanglement

and work hardening, and are important in previous continuum theories of plastic-

ity [34, 51, 52, 33, 32, 53]. Much of the macroscopic cancellation in net dislocation

density comes from the near alternation of the net rotations in the series of cell

walls [54]. Our focus on the sub-cellular, subgrain length scales and our current

omission of dislocation tangling make keeping only the net dislocation density

natural for our purposes. We also do not explicitly incorporate a yield surface,

because we hope eventually to explain work hardening and yield surfaces as prop-

erties which emerge from the intermediate length-scale theory.
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n̂

t̂

ξ

δξ
δxξ0 = ξ0(l)

Figure 2.3: The current J due to the motion of a segment of a dislocation

loop.

The form of our mesoscopic continuum theory will be motivated by the micro-

scopic motion of a single dislocation. To calculate a dislocation current J for a

dislocation loop moving in the direction of the plane of the loop, consider a surface

S, whose normal vector is n̂, spanning a dislocation loop l with t̂ denoted the

tangential vector along the loop. The plastic distortion tensor βP caused by the

slip b of the plane is given by

βP
ij = −nibj δ(ζ)Θ(ξ − ξ0) , (2.21)

where ζ is the length measured in the direction of n̂ while ξ is measured from the

position of a point on the line ξ0 = ξ0(l) along t̂× n̂, and

Θ(x) =





1, x > 0;

0, x < 0 .

If the line is displaced by a small amount δx, the distortion field will change by

δβP
ij = −nibj δ(ζ)

dΘ

dξ

∣∣∣
ξ=ξ0

δξ = −nibj δ(ζ) δ(ξ − ξ0) δξ . (2.22)

Only the component of δx in the direction of ξ-axis matters; the component along

t̂ is meaningless. In terms of δx, δξ = |δx| sin(φ), where φ is the angle between t̂
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and δx. One can rewrite n in terms of these quantities as

ni =
εikmδxktm

δξ
. (2.23)

Substituting (2.23) into (2.22) gives

δβP
ij = εilmtlbjδxmδ

(2)(ξ) , (2.24)

where δ(2)(ξ) is the two-dimensional δ-function earlier expressed as δ(ζ) δ(ξ − ξ0).

And therefore,

Jij = εilmtlbjvmδ
(2)(ξ) , (2.25)

where v denotes the velocity at the point (ζ, ξ− ξ0). We are going to motivate the

form of the mesoscopic dislocation current due to the local Peach–Koehler force

density using (2.25) in section 4.1.3.

We can distinguish types of dislocation motions according to whether or not

the motions cause changes in material’s volume. A dislocation is said to be gliding

when it is moving in the plane formed by its Burgers vector b and its line direction

t. A dislocation is climbing when it’s moving perpendicularly to this plane. The

climb motion is non-conservative; the crystal volume changes with the motion

of the dislocation. Consider, again, the configuration as shown in figure 2.3. The

climb motion leads to an increase of the area of the surface S by dS in the direction

perpendicular to the plane formed by δx and dl,

δS = δx × dl , (2.26)

where dl denotes the element of the dislocation loop and thus points along t. The

change in area therefore introduces the change in volume by

dV = b · δS = −(b × dl) · δx . (2.27)
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Since all the changes happen at the core of the dislocation line in the coarse-

graining description of the dislocation motion, the relative volume change is asso-

ciated with δǫPkk according to

δǫPkk = εijk(δxibjtk)δ
(2)(ξ) . (2.28)

If the change occurs during the period δt, then

∆Jkk =
δǫPkk
δt

= εijk(vibjtk)δ
(2)(ξ) , (2.29)

where, again, v is the speed of the dislocation line. We can therefore identify

the type of dislocation motions by calculating the trace of J ; if Jkk = 0, the

motion is conservative, volume conserving (glide) otherwise the motion contains a

non-conservative, vacancy/interstitial diffusion (climb) piece.
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CHAPTER 3

RELATIONSHIPS BETWEEN STATE VARIABLES

3.1 Stress fields due to dislocations

In the presence of a dislocation, crystal strains and a stress field is created

around it. Peach and Koehler first derived the equation for stress fields due to

dislocations in 1950 [55]. A complete theory of dislocation dynamics should include

the motions of dislocations due to the effect of their own stresses. In this section,

we write down the expression for stress fields in terms of the coarse-grained Nye

dislocation density tensor. Our derivation is based on the formulation given by

Hirth & Lothe [56].

For an isotropic material, the stress field due to a closed dislocation loop is

given by

σαβ = − µ

8π

∮

C

bmεimα
∂

∂x′i
∇′2Rdx′β −

µ

8π

∮

C

bmεimβ
∂

∂x′i
∇′2Rdx′α

− µ

4π(1 − ν)

∮

C

bmεimk

(
∂3R

∂x′i∂x
′
α∂x

′
β

− δαβ
∂

∂x′i
∇′2R

)
dx′k , (3.1)

where σαβ signifies the stress field, with the shear modulus µ, and Poisson’s ratio

ν.1 R = |r − r′|, where r is measured from the origin to the observer, while r′

is measured from the origin to the point on the dislocation line. The Kronecker

delta δij gives the value of 1 when i = j, and 0 when i 6= j. We can explicitly

write out the integration along dx′β as
∮
C
. . . dx′β ⇒

∮
C
. . . tβ dl

′, parametrized by

l′ with tangent direction t. It is now possible to represent a line integral as a

volume integral over a two-dimensional δ-function,
∮
C
. . . tβ dl

′ ⇒
∫
V
. . . δ(ξ) d3r′,

where the contour of integration is defined by ξ. The collection of Burgers vector

1See appendix D on how to relate these two quantities with others.
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b, the direction along the dislocation t, and δ(ξ) signifying a diminishing density

away from the core of the dislocation make up a Nye dislocation density tensor ρ.

Equation 3.1 becomes

σαβ(r) = − µ

8π

∫

V

(εimαρβm(r′) + εimβραm(r′))
∂3R

∂x′i∂x
′
j∂x

′
j

d3r′

− µ

4π(1 − ν)

∫

V

εimkρkm(r′)

(
∂3R

∂x′i∂x
′
α∂x

′
β

− δαβ
∂3R

∂x′i∂x
′
j∂x

′
j

)
d3r′ . (3.2)

It is clear that each term in (3.2) can be written as a convolution between two

functions. This suggests that such formula is more naturally expressed in Fourier

space2 as a product between two functions. By performing the transformation on

all terms, σ becomes

σ̃αβ(k) = Kαβµν(k)ρ̃µν(k) , (3.3)

where

Kαβµν(k) = −iµkγ
k2

[
εγναδβµ + εγνβδαµ +

2εγνµ
1 − ν

(
kαkβ
k2

− δαβ

)]
.

The detailed calculation of the above expression is provided in appendix C. By

formulating everything in Fourier space,3 we can avoid complicated integrations,

but at the expense of an extra assumption that the material has periodic boundary

conditions or has an infinite extent.

2Throughout the manuscript, we shall denote a Fourier quantity by putting ˜
on top of its real-space counterpart.

3A happy coincidence happens in one dimension where stress fields are local
and the transformation into Fourier space can be avoided. See chapter 6 for the
complete analysis of our theory in one dimension.
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3.2 Plastic distortion fields due to dislocation density fields

From equation 2.10 in section 2.2, we are able to write down a dislocation

density field given a plastic distortion configuration,

ρij = −εilm∂lβP
mj . (2.10’)

To invert this relation, we note that this equation has a close analog in electro-

magnetic theory, namely

∇ ×B = µ0J , (3.4)

which relates the charge density J to the magnetic field B in free space with

magnetic permeability µ0. Many standard textbooks in electromagnetic theory

(see, e.g. [57]) provide the inverse expression of (3.4), and we shall only quote the

result:

B =
µ0

4π
∇×

∫
J(x′)

|x − x′| d
3x′ (3.5)

By appealing to the analogy to the above expression, the form of the plastic

distortion field on the Nye tensor is immediate:

βP
ij =

1

4π

∫
εilmρmj(x

′)
xl − x′l
|x − x′|3 d

3x′ + ∂iψj

= − 1

4π
εilm ∂l

(∫
ρmj(x

′)

|x − x′| d
3x′

)
+ ∂iψj

(3.6)

Here we have used the identity
x − x′

|x − x′|3 = −∇

(
1

|x − x′|

)
. The above relationship

is defined up to a gradient of an arbitrary vector field ψ. When one writes down

a dislocation density tensor from a plastic distortion field, ∇ψ is automatically

cast away in the process of taking a curl. This term should be thought of as an

elastic distortion arising from the displacement field ψ. Since the elastic distortion

tensor is written as a gradient of a displacement field and since the dislocation
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density tensor cares only about the plastic portion of the total distortion field, this

term is neglected by the dislocation density description. This field, however, is

very crucial to uniquely describe the displacement field u of a material subject to

various constraints such as boundary conditions. This point is to be illustrated in

the following section.

The relationship is simpler in Fourier space:

β̃P
ij = − i

k2
εilmklρ̃mj + ikiψ̃j (3.7)

3.3 Displacement field u due to βP and ρ

In order to express total displacement vector according to dislocation arrange-

ments in an isotropic medium in equilibrium, we first express the equilibrium

condition,

∂iσij = ∂jσij = 0 . (3.8)

From (D.5) and (D.1) in appendix D, we are able to replace the stress with the

total and plastic distortion fields,

∂j
(
Cijkm(βT

km − βP
km)
)

= 0

Cijkm∂m∂juk = Cijkm∂jβ
P
km.

(3.9)

In the first line we use the symmetry under interchanging the last two indices of

Cijkm to replace ǫTkm and ǫPkm by ∂muk and βP
km respectively.

One way to solve (3.9) is to first transform the equation, then write out Cijkm

as given by (D.6), and finally algebraically solve for ũi. A straightforward but

tedious calculation for an isotropic system shows,

ũi = − i

k2

[(
ν

1 − ν

)
kiβ̃

P
jj + kj

(
β̃P
ij + β̃P

ji

)]
+

i

k4

(
1

1 − ν

)
kikjklβ̃

P
jl . (3.10)
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Let us now return to the question of determining an extra displacement field ψ

mentioned in the previous section. If one expresses βP’s in (3.10) using (3.7), one

gets

ũi = − 1

k2

{(
ν

1 − ν

)
εjlm

kikl
k2

+ εilm
kjkl
k2

}
ρ̃mj +

(
1

1 − ν

)
kikj
k2

ψ̃j + ψ̃i. (3.11)

For the sake of comparing, let’s re-express ρ̃’s back to βP’s. This becomes

ũi = − i

k2

[(
ν

1 − ν

)
kiβ̃

P
jj + kjβ̃

P
ij

]
+

i

k4

(
1

1 − ν

)
kikjklβ̃

P
jl

+

(
1

1 − ν

)
kikj
k2

ψ̃j + ψ̃i . (3.12)

Equating ũi in (3.10) and (3.12) gives

− i

k2
kj β̃

P
ji =

(
1

1 − ν

)
kikj
k2

ψ̃j + ψ̃i . (3.13)

However from (3.7) and a few contractions, we know that − i
k2kj β̃

P
ji = ψ̃i. The

condition that ψ̃ needs to satisfy in order to give a correct ũ is

kikj
k2

ψ̃j = 0 , or kjψ̃j = 0 . (3.14)

Looking back at (3.11), we see that the second to last term is zero, and ψj in the

last term has to be divergent-free in real space. This reflects the fact that a total

displacement field is defined only up to an overall translation of zero divergence.

We can now rewrite (3.11) safely as

ũi = − 1

k2

{(
ν

1 − ν

)
εjlm

kikl
k2

+ εilm
kjkl
k2

}
ρ̃mj + ψ̃i . (3.15)

Once we have the total displacement field, and hence, the total distortion field,

and the plastic distortion field, the elastic distortion tensor can easily be obtained

by a simple subtraction.
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CHAPTER 4

EVOLUTION LAW AND STRESS-FREE STATE SOLUTIONS

4.1 Energy decreasing condition and the evolution equa-

tion

A sensible evolution law for dislocation motion should make the elastic energy

decrease with time. In this section, we provide the most general form of a disloca-

tion current that allows for a decrease in energy satisfying symmetry requirements.

Out of an infinite possibilities, we pick the form of J motivated by the microscopic

Peach–Koehler force acting on a single dislocation.

We begin by expressing the energy decreasing condition in terms of the state

variables.

4.1.1 Elastic energy and power due to dislocations inside

a material

The elastic energy can be expressed in terms of the integral over a volume V

of the stress contracted with the strain inside the material body:

Etotal =
1

2

∫

V

σij ǫ
E
ij d

3r (4.1)
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This equation can be expressed in terms of the total displacement field and the

plastic distortion tensor in the following manner,1

Etotal =
1

2

∫

V

σij(ǫ
T
ij − ǫPij) d

3r

=
1

2

∫

V

σij
1

2

(
∂uj
∂xi

+
∂ui
∂xj

)
d3r − 1

2

∫

V

σij ǫ
P
ij d

3r

=
1

2

∫

V

σij
∂uj
∂xi

d3r − 1

2

∫

V

σij ǫ
P
ij d

3r

=
1

2

∫

∂V

(n̂jσij)uidS − 1

2

∫

V

∂σij
∂xj

ui d
3r − 1

2

∫

V

σij ǫ
P
ij d

3r .

(4.2)

The first two terms of the last line were obtained by integrating by parts the first

term of the previous line. Under the assumptions that there is no surface traction

n̂jσij = 0, and the body force is zero ∂jσij = 0, the elastic energy expression is

reduced to

Etotal = −1

2

∫

V

σij ǫ
P
ij d

3r . (4.3)

As a remark, it is not hard to consider the elastic energy of a body in equilibrium

subject to external surface tractions Fi which causes the displacement field u0
i

in the absence of plastic strains. Under such a circumstance, the elastic energy

becomes

Eext =
1

2

∫

V

σ0
ij

∂u0
i

∂xj
d3r − 1

2

∫

V

σij ǫ
P
ij d

3r , (4.4)

where σ0
ij = Cijkl ∂lu

0
k is the stress due to the externally imposed displacement field

u0.

The time rate of change of elastic strain energy, or the power, can be computed

from (4.1) resulting in the expression,

dEtotal

dt
=

∫

∂V

(n̂jσij)u̇idS −
∫

V

∂σij
∂xj

u̇i d
3r −

∫

V

σij ǫ̇
P
ij d

3r

=

∫

∂V

(n̂jσij)u̇idS −
∫

V

∂σij
∂xj

u̇i d
3r −

∫

V

σij Jij d
3r ,

(4.5)

1Consult appendix D for a brief review on the elasticity theory.
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where we identify ǫ̇P with the dislocation flux density J introduced in the earlier

chapter. The factor 1/2 in (4.2) disappears from (4.5) because

1

2

d

dt
(σij ǫ

E
ij) =

1

2

(
σ̇ij ǫ

E
ij + σij ǫ̇

E
ij

)
=

1

2

(
ǫ̇Ekl Cijkl ǫ

E
ij + σij ǫ̇

E
ij

)
= σij ǫ̇

E
ij .

Here we have used one intrinsic symmetry of Cijkl namely that Cijkl = Cklij. With

two additional assumptions that both the traction and the body force are zero,

dEtotal

dt
= −

∫

V

σij Jij d
3r . (4.6)

4.1.2 Isotropic tensors and the energy decreasing criterion

It is possible to write down conditions on the current J that guarantees that the

elastic energy of the system does not increase with time. Note that the continuity

equation (2.19)

∂ρij
∂t

+ εilm
∂Jmj
∂xl

= 0 (2.19’)

relates the evolution of dislocations according to the curl of the dislocation flux.

From the previous section, we derived an expression for the rate of change of

the strain energy (equation 4.6). If the integrand is positive definite, or at least

positive semidefinite, then the elastic energy of the system will not increase as time

progresses forward.

The most obvious ansatz is Jij = c σij for any positive real constant c. This

turns out to be a special case of a more general expression:

Jij = Bijkmσkm (4.7)

where Bijkm is a linear combination of rank-four isotropic tensors. (See appen-

dix A.3 for a detailed discussion on general isotropic tensors.) There are three
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isotropic fourth rank tensors. They can be rearranged in the following manner,

Bijkm = c1

[
1

2
(δikδjm + δimδjk) −

1

3
δijδkm

]
+ c2 [δikδjm − δimδjk]+ c3 δijδkm . (4.8)

with some unknown constants c1, c2, and c3 to be determined. Upon contracting

with σkm, the second term becomes identically zero which means that the c2-term

does not contribute to either the current or the strain energy, and therefore can be

omitted. Following the discussion at the end of section 2.3, we can separate Bijkm

into two terms according to the nature of their motion:

Bijkm = cgl

[
1

2
(δikδjm + δimδjk) −

1

3
δijδkm

]
+ ccl δijδkm (4.9)

The subscripts in cgl and ccl distinguish between the glide (conservative) contribu-

tion to the current from the climb (non-conservative) contribution. Substituting

the form of J into (2.19’), we obtain our (linear) evolution equation,

∂ρij
∂t

= −εilmBmjpq
∂σpq(ρ)

∂xl
. (4.10)

The tensor B contributes to the most general dynamics allowed by symmetry

to lowest order in ρ. This equation was first derived, with ccl = 0 using a different

approach by Rickman and Viñal in 1997 [58].2 It is not enough for Bijkm to be

isotropic to guarantee that the elastic energy is a non-increasing function of time;

the eigenvalues of Bijkm needs to be at least non-negative. One can calculate the

eigenvalues of Bijkm by grouping the first two and the last two indices, B(ij)(km)

to form a new 9 × 9 matrix. The eigenvalues are computed numerically using

Mathematicar 5.0. Provided that cgl, ccl ≥ 0, all eigenvalues of the 9 × 9 matrix

2In order to identify (4.10) with that of Rickman and Viñal, one needs to identify
their variational derivative of Free energy F with respect to dislocation density ρij
with negative of the stress field −σij of the system, namely, δF/δρat = −σat.
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are non-negative. Let’s denote these eigenvalues by λα and the corresponding

eigentensor σα, where α runs from 1 to 9. The rate of change of the elastic energy

dEtotal

dt
= −

∫

V

σij Jij d
3r

= −
∫

V

σijBijkmσkm d
3r

= −
9∑

α=1

[∫

V

λασαij σ
α
ij d

3r

]
≤ 0 ,

(4.11)

clearly shows the flow of energy down hill for all non-negative values of λαs.

4.1.3 Nonlinear current motivated by the Peach–Koehler

interaction

The main objective in this study is to see the formation of cell structures

under the motion of dislocations according to equation 2.19. Physically speaking,

a dislocation current should vanish in the absence of dislocations, and the time rate

of change of dislocations should depend on the number of dislocations available.

Equation 4.7 seems to contradict this statement; the current depends only on

the local stress of the system and not at all on the density of dislocations. Such

consideration leads us to set the constraints Bijkl = 0 and, instead, to explore the

incorporation of a nonlinear term. A dislocation in the presence of a stress field

feels the force called a Peach–Koehler force. Our nonlinear term was motivated

by the form of the dislocation current for a single dislocation moving under the

influence of the Peach–Koehler force.

We shall see that the Peach–Koehler dislocation current JPK is cubic in ρ. It

is difficult to construct currents quadratic in ρ that are guaranteed to decrease

the energy because the rate of change of energy (equation 4.21) is then cubic in

ρ; if the energy for ρ decreases with time, the (equal) energy for the (physically
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rather different density) −ρ would increase. (Groma and collaborators [33, 34]

have a current quadratic in ρ, but they keep separate densities for positive and

negative Burgers vectors and hence negative densities are not allowed in their

formulation; see section 5.3.) Our closure approximation yields a theory whose

current is cubic in ρ and is guaranteed to decrease the energy. The group–theory

calculation shows that the most general equation cubic in ρ allowed by symmetry

in an isotropic system has 15 undetermined coefficients (appendix B.2). To derive

the conditions on these coefficients that guarantee that energy decreases involves

a positivity condition on all the eigenvalues of a 54×54 matrix (section 4.1.5)—a

nonlinear constraint problem we bypassed by choosing a microscopically motivated

evolution law.

Peach and Koehler were the first to write down the formula for the force on a

section of a dislocation loop due to the stress field present at that point [55],

fPK
i = −εijktjblσkl . (4.12)

From (2.25), the dislocation flux density of a single dislocation moving with velocity

v reads

Jij = εilmtlbjvmδ
(2)(ξ). (2.25’)

Suppose the dislocation is moving in the direction of the applied force, therefore

v ∝ fPK, and

Jij ∝ εimntmbjεnrsσtrtsbtδ
(2)(ξ). (4.13)

We can then generalize this statement to

Jij = Dijkmpqrsσpqρ
(4)
kmrs , (4.14)

where Dijkmpqrs is the most general eight-index tensor that makes the energy of
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the system decrease, and

ρ
(4)
ijkm =

∑

α

tαi b
α
j t
α
kb
α
mδ

(2)(ξα). (4.15)

The new Jij term does not close on ρij when plugging into the continuity equa-

tion (2.19). The evolution of ρij now depends on a new quantity ρ
(4)
ijkl. To have an

expression which depends only on ρij , we therefore perform a closure approxima-

tion similar in spirit to Hartree–Fock approximation in many-body physics, and

in theories of turbulence. We would like to approximate ρ
(4)
ijkl as a tensor product

of two ρij , ρ
(4) → ρ ⊗ ρ. One can see from (4.15) that ρ

(4)
ijkl is symmetric under

interchanging i↔ k, and j ↔ m. With these symmetries,

ρ
(4)
ijkm ≃ C1

[∑

α

tαi b
α
j δ

(2)(ξα)
][∑

α′

tα
′

k b
α′

mδ
(2)(ξα

′

)
]

+ C2

[∑

α

tαi b
α
mδ

(2)(ξα)
][∑

α′

tα
′

k b
α′

j δ
(2)(ξα

′

)
]

= C1ρijρkm + C2ρimρkj.

(4.16)

C1 and C2 have units of distance. It is to be shown below that only the first

term guarantees a decrease of elastic energy with time. We therefore shall omit

the second term and set C1 → C. In principle C can be dislocation-dependent

provided that C(ρ) remains positive everywhere. For example, we can introduce

a density-dependent C,

C(ρ) =
1

|ρ| =
1

√
ρijρij

, (4.17)

as being the inverse of an average dislocation length in the volume. (This particular

choice will be discussed in sections 4.1.4 and 5.1.)

Several authors [33, 32, 34] coarse-grain their dislocation density and take a clo-

sure approximation as we do. Their closure approximation involves the long-range

correlation function (which we also assume factorizes); our closure approximation
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for them is trivial (because, for a single slip system, the ij piece of ρ(4) in equa-

tion 4.15 factors out and ρ(4) ∝ ρ). In the end, their evolution law for J has

one fewer factor of the dislocation density ρ. While we cannot generalize their

approach to the three-dimensional tensorial theory, we can reproduce their results

by choosing our constant C(ρ) (in equation 4.24 shown below) to be density de-

pendent as shown above (equation 4.17) and specializing to two dimensions and

one slip system.

With the addition of the nonlinear Peach–Koehler term, the new Jij is of the

form,

Jij = Bijkmσkm + CDPK
ijkmpqrsσpqρkmρrs , (4.18)

where DPK for Peach–Koehler model is

DPK
ijkmpqrs =

D

2

[
δiqδjmδkrδps − δirδjmδkqδps

− λ

3
(δijδmqδkrδps − δijδmrδkqδps)

]
. (4.19)

Here D is a materials constant with units of [length]2[time]/[mass] giving the mo-

bility of dislocation glide. At λ = 0 climb and glide have equal mobilities, and at

λ = 1 J is traceless and, according to the discussion at the end of section 2.3, only

glide is allowed.

In the case ofDPK treating glide and climb on an equal footing, one can directly

show that the elastic energy does decrease without calculating the eigenvalues.

From the expression regarding the rate of change of the elastic energy (4.6), one

can substitute the expression for the Peach–Koehler flux (4.19) with λ = 0,

JPK
ij = −CD

2
εilmf

PK
l ρmj =

CD

2
(σicρac − σacρic) ρaj , (4.20)

to get

dEtotal

dt
= −CD

2

∫

V

(σijσicρacρaj − σijσacρicρaj) d
3r . (4.21)
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Next, let’s call Γij ≡ σicρjc, then the integrand becomes simply (CD/2) Γia(Γia −

Γai). Since the sums are taken over all a and i, consider the sum of the pair (a, i)

and (i, a),

CD(ΓiaΓia + ΓaiΓai − ΓiaΓai − ΓaiΓia) = CD (Γia − Γai)
2 ≥ 0 . (4.22)

This is true for each fixed (a, i) and (i, a). Therefore

dEtotal

dt
= −CD

3∑

a,i=1

∫

V

(Γia − Γai)
2 d3r ≤ 0 . (4.23)

We note in passing that a general case allowing for an arbitrary value of λ is

much more complicated and the energy minimization has not been shown analyt-

ically. The continuity equation (2.19) together with the Peach–Koehler motivated

current JPK form the basis of our evolution law:

∂ρij
∂t

+ εilm
∂JPK

mj

∂xl
= 0 (2.19’)

Jij =
C(ρ)D

2

[
(σicρac − σacρic) ρaj −

λ

3
δij (σkcρac − σacρkc) ρak

]
(4.24)

4.1.4 Simple derivation of JPK by Roy & Acharya

The form of the current (equation 4.20) for λ = 0 (both glide and climb) has a

simple interpretation due to Roy & Acharya [38]. The Peach–Koehler force density

on ρ in the local volume (from equation 2.25) is

fPK
l = −εlmn

∑

α

tαmb
α
c σnc = −εlmnρmcσnc . (4.25)

The current due to a single dislocation moving with velocity v is J single
ij = εialtabjvlδ

(2)(ξ)

(equation 2.25). We introduced a density–dependent function

C(ρ) =
1

|ρ| =
1

√
ρijρij

(4.17’)
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in our closure approximation to reproduce the closure approximations developed

recently for single slip systems; we can think of C(ρ) as being the inverse of an

average dislocation length in the volume. If we assume that the velocity of each

dislocation in the volume is proportional to the average force per unit length on

the dislocations in that volume vl = (DCl(ρ)/2)fPK
l , we find

JRA
ij =

D

2
εialf

PK
l ρaj =

D

2
εial(−C(ρ)εlmnρmcσnc)ρaj =

C(ρ)D

2
(σicρac − σacρic)ρaj

(4.26)

reproducing the result of our energy–decreasing closure approximation (equation 4.20).

4.1.5 Other possible choices for D’s

Can we explore more general forms for the current J , beyond the Peach–

Koehler motivated choice in section 4.1.3? We argued in section 5.1 that currents

J that are quadratic in ρ would not flow to decrease the energy. But what other

theories cubic in ρ are possible? What other choices for the tensor D will lead to

energy decreasing? In this section, we formulate the criteria for this more general

theory, but do not solve it.

There are 91 linearly independent isotropic tensors Dijkmpqrs of eighth rank

out of the possible 105 fundamental isotropic tensors constructed from all possible

combinations of products of Kronecker delta’s [59]. Only fifteen of these, how-

ever, satisfy the imposed symmetries.3 The antisymmetric terms that do not meet

the symmetry requirements are projected out in the power expression (4.6), even

though they may be responsible for the evolution of dislocations.4 To list all the

3For the detailed calculation, please refer to appendix B
4To illustrate this point, note that the dislocation flux density Jij is in general

not a symmetric tensor. However only the symmetric piece contributes to the
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symmetries, let’s first take a look at the second term of (4.18),

J II
ij = CDijkmpqrsσpqρkmρrs . (4.27)

The two stress indices p and q are interchangeable. From the two ρ’s retaining the

decomposition in (4.16), we can pairwise interchange (k,m) ↔ (r, s) so that

Dijkmpqrs = Dijkmqprs = Dijrspqkm . (4.28)

Additional symmetries are taken from the power integral,

dE II
total

dt
= −C

∫

V

Dijkmpqrsσijρkmσpqρrs d
3r . (4.29)

Interchanging both the other two stress indices i↔ j and the two σ’s immediately

yields

Dijkmpqrs = Djikmpqrs = Dpqkmijrs . (4.30)

The most general isotropic tensor of rank eight that meets the above requirements

is given in table 4.1 as a reference.

As for the fourth rank tensor B, there are non-trivial conditions on D needed

to ensure that the energy decreases with time. We proceed in the same spirit as

we did with the analysis of tensor B at the end of section 4.1.2. The indices of

D are arranged in such a way that it is convenient to convert a given eighth rank

expression for the elastic power,

dEtotal

dt
= −

∫

V

σijJij d
3r , (4.6’)

because σij is symmetric and therefore if one decomposes Jij into symmetric and
antisymmetric pieces, Jij = JS

ij + JA
ij , then

σijJ
A
ij = −σjiJA

ji = −σijJA
ij = 0 ,

and therefore, σijJij = σijJ
S
ij.
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Table 4.1: The eighth-rank isotropic tensor with the required symmetries

comprises fifteen terms.

Dijkmpqrs = d1 δijδkmδpqδrs + d2 δijδpqδkrδms + d3 δijδpqδmrδks

+
d4

2
(δkmδjpδiqδrs + δkmδipδjqδrs)

+
d5

2
(δjpδiqδkrδms + δipδjqδkrδms)

+
d6

2
(δjpδiqδmrδks + δipδjqδmrδks)

+
d7

4
(δjmδpqδkrδis + δimδpqδkrδjs + δijδmqδkrδps + δijδmpδkrδqs)

+
d8

4
(δjkδpqδirδms + δikδpqδjrδms + δijδkqδprδms + δijδkpδqrδms)

+
d9

8
(δkmδpqδjrδis + δkmδpqδirδjs + δijδkmδqrδps + δijδkmδprδqs

+ δijδmpδkqδrs + δijδkpδmqδrs + δjkδimδpqδrs + δikδjmδpqδrs)

+
d10

8
(δmpδkqδjrδis + δkpδmqδjrδis + δmpδkqδirδjs + δkpδmqδirδjs

+ δjkδimδqrδps + δikδjmδqrδps + δjkδimδprδqs + δikδjmδprδqs)

+
d11

8
(δjkδpqδmrδis + δikδpqδmrδjs + δjmδpqδirδks + δimδpqδjrδks

+ δijδmqδprδks + δijδmpδqrδks + δijδkqδmrδps + δijδkpδmrδqs)

+
d12

8
(δjmδkqδprδis + δjmδkpδqrδis + δimδkqδprδjs + δimδkpδqrδjs

+ δjkδmqδirδps + δikδmqδjrδps + δjkδmqδirδqs + δikδmpδjrδqs)

+
d13

8
(δmpδjqδkrδis + δjpδmqδkrδis + δmpδiqδkrδjs + δipδmqδkrδjs

+ δjmδiqδkrδps + δimδjqδkrδps + δjmδipδkrδqs + δimδjpδkrδqs)

+
d14

8
(δjkδmqδprδis + δjkδmpδqrδis + δikδmqδprδjs + δikδmpδqrδjs

+ δjmδkqδirδps + δimδkqδjrδps + δjmδkpδirδqs + δimδkpδjrδqs)

+
d15

8
(δkpδjqδirδms + δjpδkqδirδms + δkpδiqδjrδms + δipδkqδjrδms

+ δjkδiqδprδms + δikδjqδprδms + δjkδipδqrδms + δikδjpδqrδms)
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tensor D to an 81× 81 matrix by grouping the first and last four indices together

to make D(ijkm)(pqrs). The resulting matrix is to be calculated its eigenvalues. The

rate of change of the elastic energy in this case can be written in the following

manner

dEtotal

dt
= −

∫

V

σij Jij d
3r

= −C
∫

V

[σρ](ijkm)D(ijkm)(pqrs)[σρ](pqrs) d
3r

= −C
81∑

α=1

[∫

V

λα[σρ]α(ijkm) [σρ]α(ijkm) d
3r

]
≤ 0 ,

(4.31)

provided that all the eigenvalues λα’s of D(ijkm)(pqrs) are either positive or zero.

Here we treat [σρ](ijkm) as an 81 vector, while the superscript [·]α indicates that

this vector is the eigenvector corresponding to the eigenvalue λα. The eigenvalues

of the Peach–KoehlerDPK for an arbitrary λ 6= 0 introduced in the previous section

are computed numerically using Mathematicar 5.0 to give 54 positive reals and

27 zeros.

In general, the task of finding all the eigenvalues of an 81 × 81 matrix with 15

parameters can be daunting.5 If one randomly assigns values into each parameter

and finds the eigenvalues numerically, one would discovers that there will almost

always be at least 27 zero eigenvalues.6 The reason for this lies in the symmetry

5There is perhaps an easier method to ensure whether or not a Hermitian
matrix A is positive semidefinite. A set of necessary and sufficient conditions for
a quadratic form (x,Ax) to be positive semidefinite is if all the principal minors
in the top-left corner of A are non-negative, in other words

A11 ≥ 0,

∣∣∣∣
A11 A12

A21 A22

∣∣∣∣ ≥ 0,

∣∣∣∣∣∣

A11 A12 A13

A21 A22 A23

A31 A32 A33

∣∣∣∣∣∣
≥ 0, . . . [60, 61]. (4.32)

With this method, we still need to solve, at best, a system of 54 inequalities. (See
the discussion that follows.)

6Additional symmetries can result in more zero eigenvalues, e.g., when one or
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of stress field σ. The 27 zeros represent the unphysical antisymmetric piece of σ

which naturally gets projected away. Out of the nine elements, only six of these

are independent. Therefore one can reduce the representation of the product σ⊗ρ

as a 54 vector instead of an 81 vector. This means that the actual independent

representation is a 54 × 54 matrix, which in general gives 54 distinct eigenvalues.

4.2 Stress-free dislocation densities

A crucial aspect of dislocation evolution, and a key prediction of our dynamical

theory, is the formation of grain boundaries and cell walls. Microscopically, the

anisotropic, long–range interaction between dislocations can be minimized and

screened by the arrangement of dislocation lines into walls. A flat grain boundary

will be stress-free at long distances if it satisfies the Frank condition. A general

stress-free wall in our notation has

ρSF
ij = [θinj − θknkδij ] δ(nm(xm − ∆m)). (4.33)

This is a boundary that is perpendicular to n (lying along n · (x − ∆) = 0) with

grain misorientation θ (rotating around θ̂ by a small angle |θ|). The derivation is

given in section 5.4.

Microscopically, these ideal walls have a stress field which decays exponentially

with distance away from the wall (reminiscent of the Meissner effect [62]), with a

characteristic decay length that is roughly the spacing d between the dislocations

composing the wall. To see this, consider the energy of a single edge dislocation

per unit length [63]

E =
Gb2

4π(1 − ν)
ln
(r
b

)
+Be , (4.34)

more of the 15 parameters are zero. The chance of this to happen is infinitesimal
provided that the parameters are chosen completely at random.
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where G is the shear modulus, b is the magnitude of the Burgers vector of the

dislocation, ν is Poisson’s ratio, r is the distance to which the elastic distortion

produced by the dislocation reaches, and Be is the core energy of the edge dislo-

cation. When a dislocation lies in an array forming a boundary, the elastic strain

vanishes exponentially at distances greater than the separation d between similar

dislocations in the boundary, so r ∼ d. The relation between the orientation dif-

ference θ of the two crystals and the number of dislocations per unit length can be

determined geometrically (see figure 4.1):

n =
1

d
=

1

b
sin θ ≈ θ

b
(4.35)

(This is the Frank condition in disguise.) Therefore the interface energy per unit

area is

Ebdry =
1

d
E =

Gbθ

4π(1 − ν)
ln

(
1

θ

)
+
θ

b
Be = E0θ(A− ln θ), (4.36)

where E0 = Gb/(4π(1 − ν)) and A = 4π(1 − ν)Be/Gb
2. The same equation holds

for a twist boundary but with E0 = Gb/2π and A = 2πBs/Gb
2. Therefore

Ebdry ∼ −b θ ln(θ/θ0) (4.37)

where θ0 can be used to incorporate the core energy of the dislocations. This strain

energy vanishes in our continuum limit where b→ 0 and d→ 0 in such a way that

b/d ∼ θ stays fixed.

Hence, it is not energetically favorable for a wall to be sharp within our contin-

uum theory. A continuous superposition of low angle boundaries wall is as good

a candidate to be a cell wall or a grain boundary as a sharp wall. Blurry walls,

however, are not observed in our simulations. The mechanism which is responsible

for the sharp feature of walls therefore cannot be energetics. The reason turns

out to lie in the nonlinear nature of our evolution law. The analysis of why sharp
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cellular/grain walls form is one of the key results of our theory and is the subject

of discussion in chapter 6.

b

θ

d ∼ b

θ

Figure 4.1: Two patches of crystal one tilted with an angle θ with respect to

the other are joined together by a parallel set of edge dislocations

making a tilt boundary.

In this section, we show that any stress-free state can be written as a super-

position of flat cell walls. Every cell wall or grain boundary can be decomposed

into two types: tilt and twist boundaries [64]. A simple tilt boundary is one at

which the orientation difference between the two crystals, one on either side of

the boundary, is equal to a rotation about an axis which lies in the plane of the
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boundary. This can be constructed from a series of regularly spaced parallel edge

dislocations because in every row above each dislocation line, there must be one

more atom than the row below it.

X
Y

X ′

Y ′

Z

Z ′

(a) (b)

Figure 4.2: (a) A simple shear due to one parallel set of screw dislocations.

(b) A twist boundary is formed from two parallel sets of screw

dislocations making a 90◦ angle relative to one another.

A set of parallel screw dislocations (figure 4.2(a)) produces shear in the position

XY ZX ′ relative to XY ′Z ′X ′. To cancel the effect of this shear, another set of

parallel screw dislocations at right angles to the first set is needed (figure 4.2(b)).

This results in a net rotation where the axis of rotation is perpendicular to the

common plane shared by the two crystals. This type of boundary is called a twist

boundary.

4.2.1 Basis tensors for the stress-free dislocation state

From the previous section we observe that a stress-free dislocation configuration

is a stationary-state solution to the evolution equation. Therefore it is interest-

ing to systematically write out all possible stationary solutions. This problem is
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equivalent to finding all the basis matrices that span the null space of operator K

in

σ̃αβ(k) = Kαβµν(k)ρ̃µν(k) , (3.3’)

where

Kαβµν(k) = −iµkγ
k2

[
εγναδβµ + εγνβδαµ +

2εγνµ
1 − ν

(
kαkβ
k2

− δαβ

)]
.

The solution also has to satisfy the continuity of the dislocation lines, which in

Fourier space looks like

ikiρ̃ij = 0 . (4.38)

The easiest way is to write out the system of equations which incorporate both

setting Kijkmρ̃km = 0 and ikiρ̃ij = 0.

Component-wise, the solutions are

ρ̃xx = −ky
kz
ρ̃yz −

kz
ky
ρ̃zy , ρ̃yy = −kx

kz
ρ̃xz −

kz
ky
ρ̃zy , ρ̃zz = −kx

kz
ρ̃xz −

ky
kz
ρ̃yz ,

ρ̃xy =
ky
kz
ρ̃xz , ρ̃yx =

kx
kz
ρ̃yz , ρ̃zx =

kx
ky
ρ̃zy . (4.39)

The matrix K ′, whose null space gives a complete collection of stress-free dis-

location states, is formed by arbitrary substitutions of values into ρ̃xz, ρ̃yz, and

ρ̃zy.

K ′ =




1 0 0 0 0
ky
kz

0
kz
ky

0

0 0
kx
kz

0 1 0 0
kz
ky

0

0 0
kx
kz

0 0
ky
kz

0 0 1

0 1 −ky
kz

0 0 0 0 0 0

0 0 0 1 0 −kx
kz

0 0 0

0 0 0 0 0 0 1 −kx
ky

0




(4.40)
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The nine numbers in each line represent the nine components of a 3 × 3 tensor.

With the explicit form of K ′, getting its null space is an exercise in linear algebra.

Since any given ρ̃ has nine components, and only six constraints, three basis tensors

are expected . We label them Ex,Ey and Ez.

Ex =




0 iky ikz

0 −ikx 0

0 0 −ikx



, Ey =




−iky 0 0

ikx 0 ikz

0 0 −iky



, Ez =




−ikz 0 0

0 −ikz 0

ikx iky 0



.

(4.41)

Or simply:

Eα
ij = −ikαδij + ikjδiα = iklεilmεjαm (4.42)

Direct substitutions of the form of Eα in place of ρ̃ show that (3.3’) and (4.38) are

simultaneously satisfied for all values of α. The reason for including the imaginary

number i into the expression for Eα is a matter of convention and convenience.

4.2.2 Decompositions of a stress free state

These three basis tensors naturally give rise to the two types of cell wall struc-

tures discussed earlier. As an example, consider a tilt boundary in the x-y plane

constructed from a set of parallel dislocation lines pointing along the x̂ direction

with the Burgers vector b pointing along the ẑ direction. The number of disloca-

tion lines per unit length is denoted by n. To make a plane in real space, we need

two δ-functions in Fourier space. The boundary can be written as

ρ̃
tilt =

nb

ikz
δ(kx)δ(ky)E

x = nb δ(kx)δ(ky)




0 0 1

0 0 0

0 0 0



. (4.43)
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Another example, a twist boundary in the x-y plane generated by two sets of

parallel dislocations oriented perpendicular to one another, one pointing in the x̂

direction while another pointing in the ŷ direction can be written simply as

ρ̃
twist = − nb

ikz
δ(kx)δ(ky)E

z = nb δ(kx)δ(ky)




1 0 0

0 1 0

0 0 0



,

= nb δ(kx)δ(ky)







1

0

0



⊗




1

0

0




+




0

1

0



⊗




0

1

0






.

(4.44)

The fact that one needs two perpendicular sets of parallel dislocations comes out

naturally in this formulation. Because the number densities of the screw disloca-

tions are the same in both directions, n here denotes the number density in one of

the two directions.

Utilizing the three basis matrices derived in the previous section, it is possible

to write down any type of grain boundary as a superposition of the two or more

types of fundamental boundaries (twist and tilt) rotated and translated by some

specific amounts. The most general form of a stress-free boundary can be written

as follows,

ρ̃GB
ij [k,ω,Ω,∆] = (2π)2

δ(R−1
xp kp)δ(R

−1
yq kq)

iR−1
zr kr

ωnE
n
ij e−ik·∆ , (4.45)

where

R−1[Ω = (θ, φ)] = [Rẑ(φ) ·Rŷ(−θ)]−1

=




cos(θ) cos(φ) cos(θ) sin(φ) − sin(θ)

− sin(φ) cos(φ) 0

sin(θ) cos(φ) sin(θ) sin(φ) cos(θ)




(4.46)
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is the inverse of a three-dimensional rotation obtained by first rotating about ŷ-

axis by −θ, then about ẑ by φ. θ and φ define a unit vector n̂ normal to the

plane of the boundary. The angle θ is measured with respect to ẑ, while φ is

the angle between x̂ and the projection of n̂ onto the x-y plane. The boundary

separates two grains where their relative rotation is defined by ω whose magnitude

expresses the amount by which one is rotated with respect to the other. ∆ is the

vector pointing from the origin to the plane of the boundary perpendicularly. The

connection between our formulation with the well-established Frank condition of

a general five-parameter grain boundary shall be discussed in section 5.4.

ω

x̂

ŷ

ẑ

n̂

θ

φ

∆

Figure 4.3: A general grain boundary whose normal is n̂ positioned at the

distance ∆ away from the origin separates two unstrained regions

with a relative orientation defined by ω.
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To take this one step further, since it is possible to decompose any stress-free

state into a linear combination of the tensor Eα, it should also be possible to write

a stress-free state as a superposition of flat cell walls.

Theorem 1 Any stress-free state ρ̃SF can be written as a superposition of flat cell

walls. Or more precisely,

ρ̃SF

ij (k) = Λ̃l(k)El
ij =

∫ ∞

−∞

d∆

∫
dΩ

∫
d3ω

(
a[k,ω,Ω,∆] · ρ̃GB

ij [k,ω,Ω,∆]
)
,

(4.47)

where ρ̃GB

ij is as previously defined, and

a[k,ω,Ω,∆] =
i ωl

(2π)3π3/2
e−|ω|2

×
∫ ∞

−∞

dk′ k′3Λ̃l [{k′ sin(θ) cos(φ), k′ sin(θ) sin(φ), k′ cos(θ)}] eik′∆. (4.48)

To get a general stress-free dislocation distribution, one needs to integrate over the

five degrees of freedom, plus the position of each grain component. An interested

reader can see the proof of the theorem and some examples in appendix E. One

can group the coefficients in front of each El
ij in the decomposition to form a vector

Λ̃l(k) which turns out to be a valid vector field (i.e. Λ̃ transforms like a vector).

This vector will play a special role in determining the grain orientation inside each

cell.

4.2.3 What is Λ?

In this section we first show that the vector field Λ(x) introduced in the pre-

vious section is precisely the Rodrigues vector field giving the rotation matrix

that describes the local orientation of the crystalline axes at position x. Then we

develop an analytical approach to extract the local orientation Λ̃(k) from ρ̃(k),
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which is exact for stress-free dislocation fields ρSF and serves to define the local

orientation field for general ρ. Finally the real-space formulæ for Λ in terms of ρ

and the plastic distortion tensor βP are derived.

To understand the meaning of Λ̃ in real space, let’s first determine the corre-

sponding ΛGB of a general grain boundary ρGB. To do so, we follow these steps:

ρij(r) =⇒
F.T.

ρ̃ij(k) = Λ̃lEl
ij =⇒

I.F.T.
Λl(r) (4.49)

The volume integration over all k-space is readily reduced to a one-dimensional

integral due to the presence of two δ-functions. The last integral can be evaluated

by integrating around a semi-circular contour in the upper complex plane, resulting

in the identity,
∫ ∞

−∞

eiAkz

kz
dkz = iπ sign[A] , (4.50)

where sign[A] is the sign of A. Essentially,

ΛGB =
1

2
sign[n̂ · (r −∆)]ω . (4.51)

Again n̂ is the vector normal to the plane. Due to the sign[·] function, ΛGB flips

its sign across the cell boundary.

In general Λ(x) provides the information about the local crystal orientation at

point x relative to the global fixed orientation.

Theorem 2 The direction of Λ gives the axis of rotation of the local crystal ori-

entation with respect to a fixed global coordinates by the amount provided by its

magnitude.

In other words, the Rodrigues vector Λ(x) describes the local crystal orientations

due to the presence of the stress-free dislocation density field ρSF. To see this, note

that

ρ̃SF
ij = Λ̃(α)E

(α)
ij = ikjΛ̃i − δijikmΛ̃m , (4.52)
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which, in real space, corresponds to

ρSF
ij = ∂jΛi − δij∂mΛm . (4.53)

According to the discussion in section 2.1, together with the definition of the

lattice curvature tensor κij = ∂φi/∂xj , where φ gives the local lattice orientation,

equation 2.5 becomes

ρij = κij − δijκmm = ∂jφi − δij∂mφm . (4.54)

Thus, we can identify Λ with the Rodrigues vector describing the local orientations.

The decomposition of ρ̃SF
ij = Λ̃αEα

ij is somewhat different from the problem of

breaking up a vector into projections on various basis vectors. The main distinction

lies in the fact that the three Eα
ij ’s are not orthogonal to one another. One common

method that has been used to perform such decomposition is to find a minimization

of the square of the difference between the actual ρ̃SF
ij and the decomposition Λ̃αEα

ij .

Let’s define

f ≡
∑

ij

(
ρ̃SF
ij − Λ̃αEα

ij

)2

. (4.55)

Then the minimization occurs when the derivative with respect to the component

Λ̃β is zero:

0 =
∂f

∂Λ̃β

=
∂

∂Λ̃β

∑

ij

(
ρ̃SF
ij − Λ̃αEα

ij

)2

= −2Eβ
ij

(
ρ̃SF
ij − Λ̃αEα

ij

)

Eβ
ij ρ̃

SF
ij = Eβ

ij E
α
ij︸ ︷︷ ︸

Mαβ

Λ̃α

(4.56)

Or,

Λ̃α = M−1
αβ E

β
ij ρ̃

SF
ij , (4.57)
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where

M−1
αβ =

1

2k4
(kαkβ − 2k2δαβ) =

1

2k4




k2
x − 2k2 kxky kxkz

kxky k2
y − 2k2 kykz

kxkz kykz k2
z − 2k2



,

and k2 ≡ |k|2.

It is possible to directly compute Λ in real space. From

Λ̃i = M−1
ij E

j
mnρ̃

SF
mn

=
1

2k4

[
kikj − 2k2δij

]
[−ikjδmn + iknδjm] ρ̃SF

mn

=
1

2k4

[
ikikmkn + 2ik2kiδmn − 2ik2knδim

]
ρ̃SF
mn

=
i

k2

[
kikmkn

2k2
+ kiδmn − knδim

]
ρ̃SF
mn

=
i

k2

[
kiρ̃

SF
nn − knρ̃

SF
in

]
.

(4.58)

The expression of the Rodrigues vector Λ in real space, therefore, is

Λi(x) =
1

4π

∫
∂′nρ

SF
in (x′) − ∂′iρ

SF
nn(x

′)

|x − x′| d3x′. (4.59)

Since all of our simulations are performed using the plastic distortion field, it is

natural to express Λ in terms of this field. According to ρij = −εilm∂lβP
mj ,

Λi(x) =
1

4π
[εipm∂p∂n − εpmn∂i∂p]

∫
βP
mn(x

′)

|x − x′| d
3x′. (4.60)

In principle, we can use the above expression for Λ(x) corresponding to the rotation

matrix R(x) that best describes (in a least-squares sense) the misorientations

developed by the dislocation density ρ(x). Therefore equation 4.59 can be used

to extract the information about the misorientation angle distribution, the wall

positions, and hence the grain and cell size distributions [16].
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CHAPTER 5

CONNECTIONS WITH CONVENTIONAL PLASTICITY

THEORIES

We begin this chapter by giving a broad overview of previous work on contin-

uum dislocations. We shall draw direct connections between our theory and these

earlier approaches in the remaining of the chapter.

5.1 Previous work and related approaches

Under loading and unloading, certain features are similar for all materials.

Depending on the loading condition, the response may be classified roughly into

five categories: elastic, plastic, viscoelastic, viscoplastic, and fracture [65]. The

response is called linear elastic if upon loading and unloading, stress associated

with the processes moves along a straight-line path. As further load is applied

until reaching a sufficiently large value, the stress-strain curve becomes nonlinear.

If the unloading process is nonlinear but reversible, i.e., the loading and unload-

ing paths coincide, the process is called nonlinear elastic. Reversible nonlinearities

are small for most crystalline materials; plastic deformation usually arises when

the strains are on the order of 1%. A material whose unloading path does not

follow the loading path is called an inelastic material. If the unloading path does

not take the state back to the original unstrained state, the response is called

plastic. Some material response changes with time under the unloading process.

Upon load removal, a viscoelastic material will travel along a path, different from

the one under loading process, that returns the state to its previously unstrained

state. The response for a viscoplastic material also changes with time under un-
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loading. However, after complete unloading, some permanent strain will remain

and the material state will not return to the original one.

In this work, we focus only on the plastic responses that are independent of

time upon load removal. In a uniaxial tension test, sometimes the transition from

linear elastic to plastic response is abrupt; a kink can be observed in the stress-

strain curve. The stress at which the kink occurs is called yield stress σY . After the

yield point if the stress remains constant with increasing strain, the material is said

to be perfectly elasto-plastic. Most structural metals exhibit hardening behavior.

After the initial yield point, the stress continues to increase with increasing strain,

although usually at a slower rate than in the elastic region. Upon unloading, the

material becomes again elastic and follows a new stress-strain curve. The yield

point also moves to the unloading point which is now at the highest point of the

curve. The point will continue to move to higher strains as the applied stress

exceeds the current yield point.

The study of dislocation pattern formation in metals has been subject to con-

siderable theoretical and numerical investigations in the field of mesoscale plas-

ticity. Several models have been proposed to describe their origins. The discrete

dislocation approaches [66, 67, 68, 69, 70, 5] have been very useful in providing

insights into the formation processes despite the computational limitations due to

the enormous number of dislocation segments in a typical physical system and the

long-range nature of the dislocation-dislocation interaction. Alternatively, many

continuum approaches have been devised to bypass this difficulty.

Traditional engineering plasticity often makes use of the simple von Mises law,

which presumes an elastic response when a yield stress σY is reached, after which

the distortion tensor evolves according to the local deviatoric stress (stress with
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the isotropic pressure removed). There are many variants of this formulation, with

different rules of work hardening giving shapes and evolution laws for the yield

surface. The yield surface from our point of view is an emergent property, arising

on macroscales from the complexities of grain boundaries, cellular structures, and

dislocation tangles that we wish to describe on the mesoscale.

There are generalizations of the von Mises approach which incorporate correc-

tions due to gradients in the local distortion tensor. These gradients are precisely

our ρij , here called the density of geometrically necessary dislocations. These gen-

eralizations have grown out of early work on size-dependent hardness [71] and dis-

location patterns [72, 73, 51, 52]. One key feature needed in these strain-gradient

theories is a new length scale, typically much larger than atomic scales. Much

progress has been made in this community in finding alternative explanations for

the size-dependence of hardening and the origin of these new mesoscopic length

scales. Our more microscopic theory should allow us to explore some of the pro-

posed mechanisms, and the intriguing possible relations to the mesoscale cellular

dislocation structures.

There are a variety of reaction–diffusion models which have been used to de-

scribe the widths of persistent slip bands and other dislocation patterns [72, 73,

51, 52], cellular structures [74, 75], double cross-slip [76], dislocation vein struc-

tures [77], and many other effects [78]. These models typically use scalar order

parameters to describe mobile and immobile dislocation segment densities. By

ignoring the tensor structure of the dislocation density, they both lose the ability

to predict the rotational and deformation morphology and they lose the connec-

tion between the microscopic Peach–Koehler forces and the continuum dynamics.

Finally, these theories do not show the sharp wall formation seen in our approach
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(figures 7.1, 7.2, and 7.3 in section 7.1). Sethna et al. also had investigated a scalar

theory of plasticity [79], which produced a three-dimensional Burgers equation that

did form sharp walls (and phenomenologically described work hardening as well);

we have moved on to the tensor approaches precisely to regain the predictive power

and the connection to the microscopics.

There are a number of recent re-examinations of plasticity using rather different

approaches. Langer and Falk’s shear-transformation-zone theories of plasticity in

metallic glasses [80, 81] note that the deformation in these amorphous systems is

not mediated by dislocation line motion, but rather by localized rearrangements

of atoms (with suggestive links to the two-level systems in the low temperature

theory of glasses); recent work [82] suggests that these rearrangements are spatially

extended, with avalanche-like fractal properties. Plastic flow in metallic glasses

shows shear banding and work softening, and does not exhibit the work hardening

(due presumably to dislocation entanglement) seen in crystalline metals. Ortiz’s

analogies between plasticity pattern formation and patterns formed in non-convex

energy minimization for martensitic and magnetic systems [83] incorporate the

full three-dimensional structures of the theory, but rest upon a variational ansatz

and are not expressible in terms of evolution laws writable as partial differential

equations evolving in time.

Several groups have used Landau-like expansions to expand the most general

theory allowed by symmetry within a given framework in powers of the order

parameter. Fleck and Hutchinson’s strain gradient plasticity [71] does so within a

yield-surface approach. As mentioned earlier, our group [79] systematically found

the most general evolution law for a scalar order parameter consistent with rate-

independent plasticity, yielding a 3D Burgers equation. In this earlier theory, the
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formation of sharp walls was the onset of irreversibility and defined the yield stress.

Rickman and Vinãls [58], within a tensor theory, write the most general climb-

free evolution law for J allowed by symmetry to linear order in ρ (similar to our

equation 4.8 below). Since the stress field is linear in ρ, this roughly corresponds to

von Mises’ plasticity; in both cases one gets the (microscopically unintuitive) result

that the dislocation current J is independent of the local net density of dislocations.

On macroscopic scales where most of the dislocations are geometrically unnecessary

(canceling out in ρ) this assumption is not a serious approximation, but on the

mesoscale (where the dislocation density tensor is needed) we ought to attach

dislocation flow to existing geometrically necessary dislocations.

Groma and collaborators [33, 34] use a similar approach to study plastic de-

formation in two dimensions with only one slip system (i.e., allowing only parallel

edge dislocations with one direction of Burgers vector, leading to scalar order pa-

rameters). They do a closure-like factorization of a two-point dislocation density

correlation function which leads to a theory with one fewer factor of ρ in the evo-

lution law than our equation has. While we cannot generalize their approach to

the three-dimensional tensor theory, we can reproduce their continuum theory by

choosing C(ρ) = C0/
√

tr(ρ†ρ) (section 4.1.3) and specializing to two dimensions

and one slip system (section 5.3). On the one hand, we have checked that all of

the wall–singularity formation we describe here persists for this alternative choice

for C(ρ). On the other hand, we find that no wall singularities form when we

specialize to Groma’s glide-only slip system: their special case happens to miss

the cell-wall physics we describe here. Instead of sharp walls corresponding to

jump singularities in βP, we see formation of cusps (see chapter 7). When we

include climb for Groma’s system, our simulation develops parallel walls of dislo-
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cations reminiscent of those seen in discrete dislocation dynamics simulations [5],

with spacing comparable to our lattice cutoff.1 El-Azab [37] provides a different

three-dimensional multiple-slip generalization of Groma’s approach, retaining the

densities on different slip systems as independent order parameters and incorpo-

rating the momentum field corresponding to the moving dislocations (where our

theory is overdamped). El-Azab’s approach has not been implemented numeri-

cally, and the question of wall formation in his approach has not been explored.

Mika and Dawson [29, 84, 26] keep dislocation densities on multiple slip systems,

where the dependence of one slip system strength depends upon the others: their

simulations show misorientation distributions between finite elements which scale

as do those of experimental cell walls [29]. The relatively sharp walls in these last

simulations was one of the motivations for our analytically more tractable model.

A community of researchers, growing out of pre-computer work by Taylor [31],

simulate plastic flow in crystals using separate scalars γ(α) representing the net

slip on each slip system. These simulations have been used to study texture (grain

orientation distribution) evolution in polycrystal plasticity and the evolution of

subgrain structures, either for their own sake [29, 26, 84, 24, 25, 28] or as a pre-

cursor for other computations (like recrystallization simulations [30]). The con-

stitutive relations (evolution rules) for γ̇(α) may involve flow and hardening rules

described as power laws [29, 30, 26, 84, 24, 25], or may be more microscopically

related to a decomposition into forest and parallel dislocation densities [28]. This

decomposition of ρ into the local density of (typically mobile and immobile) dis-

1Since the θ ln θ-dependence of the low angle grain boundary energy which
drives the ‘zip’ merging of dislocations is missing in continuum dislocation theories,
the fact that the wall separation is set by the grid spacing is as expected. See
section 4.2 for a more detailed discussion.
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location segments on each slip system leads to a formulation which would seem

more microscopic than our dislocation density tensor formulation. (We have ques-

tioned the naturalness of separating the dislocations into mobile and immobile sub-

populations.) Their slip-system formulation is most clearly motivated in plasticity

stages I and II, before secondary slip systems and cross slip [85, 86] are important;

after this point each dislocation will have segments on different slip systems, and

the separation becomes more artificial. The cellular structures we study are char-

acteristic of stage III, whose onset is associated with cross-slip [85]. We propose to

study the relation between our model and these slip-system models in more detail,

but we note (apart from intriguing hints in Dawson’s simulations [29]) that wall

formation is not typically observed or studied in these models.

Much interesting work has emerged recently on extracting the long-wavelength,

collective dynamics of interacting dislocations by coarse-graining from laws of dis-

crete dislocation dynamics. Much of this work focuses on dislocation avalanches [4,

87, 88] and crackling noise [89] in these systems. Wall formation has not emerged

from these theoretical models or simulations.The fact that wall formation has not

been observed in these simulations is likely due to their initial focus on a single slip

system (allowing only parallel edge dislocations with one Burgers vector direction,

leading to scalar order parameters). Single slip is appropriate for HCP ice and zinc,

two of the materials in which crackling noise has been seen, where only one slip

system is activated. Our results (section 7.2) show that sharp walls do not form in

systems with only a single slip system activated. Indeed, it has been suspected for

some time based on discrete dislocation simulations that cellular structures only

form in systems with at least two slip systems [90, 91, 92, 93, 94, 95, 96, 97].

Roy and Acharya have developed models of plasticity which, although derived
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from a different perspective, use the dislocation density tensor ρ as the order

parameter [38, 35, 39, 36] and indeed our equation of motion for glide and climb

(equation 6.1 with λ = 0) was written down first by them (section 4.1.4).2 They

did not realize that their evolution law generated walls; with additional terms in

the evolution law they developed microstructure at the lattice scale [39, figure 9];

initial walls under stress became numerically unstable [38, figure 12]; and shocks

formed with the annihilation of walls of opposite sign [98, figure 3]—but they did

not discover the walls formation that emerges naturally from the simplest variant

of their equations.

5.2 Prandtl–Reuss relation and the von Mises law

The Mises flow rule is known as the Prandtl–Reuss equation. In 1924 Prandtl [99]

introduced a scalar model of elasto-plasticity theory which was then extended to

tensors by Reuss [100] in 1930. According to their theory, the plastic strain rate

ǫ̇Pij is proportional to the instantaneous deviatoric stress sij,

ǫ̇Pij = λsij , (5.1)

where sij = σij − 1/3(σkkδij). λ is a positive scalar generally depending on time

t and location x. The above constitutive law is well known as the simplest, and

rather useful, three-dimensional theory for describing a class of perfectly elasto-

plastic materials. The reason for the use of the deviatoric stress sij is that the

material being considered deforms plastically by gliding of crystalline lattices.

The similarity between (5.1) and our linear theory introduced in section 4.1.2

2They do not enforce zero climb in their equations, even though they are inter-
ested in modeling plastic flow. Instead, in their later papers [35, equation 25] they
introduce terms to make their evolution law pressure independent.
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is hard to miss. If only glide motion is considered, then ccl = 0, and (4.7) and (4.9)

give

Jij = β̇P
ij = cgl

[
1

2
(δikδjm + δimδjk) −

1

3
δijδkm

]
σkm

= cglsij .

(5.2)

Symmetrizing over β̇P
ij yields the equation for the plastic strain rate,

ǫ̇Pij = cglsij . (5.3)

The value of cgl can be derived from a simple tension test.

The simple von Mises law used in macroscopic plasticity, written in our nota-

tion, would look like

JvM
ij = κ

(
σij −

σkk
3
δij

)
Θ

[
1

2
σpqσpq −

1

3
σppσqq −

1

3
σ2

Y

]

where Θ[·] is the Heaviside step function. The von Mises law has dislocation flow

that is independent of the existing net dislocation density; it is appropriate on

macroscopic scales where the geometrically unnecessary dislocations are thought

to dominate plasticity.

5.3 Slip systems and crystal plasticity

A slip system is defined by the slip plane normal n̂ (mostly likely to be one of

the close–packed planes), and the slip direction b̂ (usually parallel to directions of

least interatomic spacing). These two vectors together with a third vector defined

by ŝ ≡ b̂× n̂ forms a triad that spans a coordinate system. s denotes the direction

of motion of screw dislocations on that particular slip system. Given a crystal

structure, all the slip systems are defined. (There are 12 for FCC crystals, 24 or

even possibly 48 for BCC crystals, etc.) A collection of the slip plane normals and
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their corresponding slip directions defines the projection tensor or Schmid tensor

M
(n)
ij :

M
(n)
ij ≡ 1

2b

(
n

(n)
i b

(n)
j + n

(n)
j b

(n)
i

)
(5.4)

The Schmid tensor M (n) allows Zaiser et al. to formulate their theory using a

scalar field. As an illustration for the use ofM (n), the true stress σ projected onto

the n-th slip system gives the resolved shear stress τ (n) according to

τ (n) = σijM
(n)
ij . (5.5)

To compare our dislocation model with the conventional engineering crystal

plasticity theory, we have to relate the physicists’ order parameters to the ones

used by the engineers. Consider the dislocation loop α in the glide plane of the n-

th slip system whose normal vector is n(n).3 Denote the velocity of the dislocation

along the loop at ξ(x) by V
(n)
α (ξ). The rate of change of the dislocated area S

(n)
α

is therefore

Ṡ(n)
α =

∫

l
(n)
α

V (n)
α (ξ) dξ . (5.6)

The average rate of change of the distortion field due to such motion is (1/V )[n(n)⊗

b(n)]Ṡ
(n)
α = (1/V )[n(n) ⊗ b(n)]

∫
l
(n)
α
V

(n)
α (ξ) dξ. Summing the contribution over all

mobile dislocations in the slip system yields the plastic distortion rate of the sys-

tem:

β̇
P(n)

=
1

V

∑

α

(∫

l
(n)
α

V (n)
α (ξ) dξ

)[
n(n) ⊗ b(n)

]
(5.7)

Using the mean-value theorem, the integral in (5.7) can be written in terms of the

average velocity of the dislocation V̄
(n)
α as

∫

l
(n)
α

V (n)
α (ξ) dξ = l(n)

α V̄ (n)
α . (5.8)

3The derivation provided here follows closely that in Sia Nemat-Nasser [101].
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And hence

β̇
P(n)

=
1

V

∑

α

l(n)
α V̄ (n)

α

[
n(n) ⊗ b(n)

]
. (5.9)

The slip rate γ̇(n) is normally defined in terms of the motion of the mobile

dislocations in the corresponding slip system in the following way:

γ̇(n) ≡ 1

V

∑

α

b l(n)
α V̄ (n)

α ≃ bρ(n)V̄ (n) (5.10)

This description of slip rate is called the Orowan’s relation [102]. Since the average

of the products is not the same as the product of the averages, V̄ (n) is regarded

as the average dislocation velocity of the density of the mobile dislocations ρ(n)

within the n-th slip system. Summing over all active slip systems in (5.9) with

(5.10) gives the dislocation current J :

J =
∑

n

β̇
P(n)

=
∑

n

γ̇(n)1

b

[
n(n) ⊗ b(n)

]
(5.11)

It is straight forward to show that

ǫ̇P =
∑

n

γ̇(n)M . (5.12)

In the new notations, the rate of plastic work done on all crystals is

∫

vol

σij β̇
P
ij d

3r =

∫

vol

∑

n

τ (n)γ̇(n) d3r . (5.13)

The evolution of the system is determined by the slip-system’s constitutive

relations which could be dependent4 or independent of the shear strain rate. To

illustrate the use of notations, we construct a flow rule in the spirit of our evolution

law. We are going to assume that V̄ (n) is overdamped;5

V̄ (n)(x) = DF
(n)
PK (x) , (5.14)

4As an example, see Mika, D.P. and Dawson [29].
5The mobility of dislocation normally also depends on, e.g., precipitates, grain

boundaries, dislocation pile-ups. Some of these obstacles are thermally activated,
and hence the average dislocation velocity is sometimes modeled as an Arrhenius
type equation V̄ ∝ exp(−Q/kBT ) for a process with the activation energy Q.
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where D is the effective mobility coefficient. The Peach-Koehler force is given by

F
(n)
PK (x) = bρ(n)(x)τ (n)(x).6 Under this assumption,

Jij =
∑

n

Dbρ(n)ρ(n)τ (n)n
(n)
i b

(n)
j . (5.15)

When specified to one-slip system of parallel edge dislocations, the form of the

current given above completely mimic our Peach–Koehler dislocation current JPK

described in section 4.1.3 (equation 4.24) subject to the same slip configuration.

The form of J as given here has in fact been used in the work of Zaiser et al. [34],

aside from an extra order of ρ (see footnote 6 for more detail).

5.4 Frank’s formula for a general grain boundary

Given a small-angle grain boundary, Frank provided a condition that the bound-

ary has to satisfy in terms of a vector lying in the grain, the closure failure of the

circuit, and the relative rotation between grains separated by the boundary. For

simplicity, we shall restrict ourselves to a small angle of misfit θ. For the treatment

of large-angle boundaries, see [103].

Let V be an arbitrary vector lying in the plane of a grain boundary, ω be an axis

defining the relative rotation between the two grains separated by the boundary

whose magnitude gives the net rotation angle θ, and b be the sum of the Burgers

vectors of the dislocations cut by b, Frank’s formula reads

b = V × ω . (5.16)

See [104] for the derivation,7 and [105] for the formula with an arbitrarily large

6This is where we depart from Zaiser et al. [34]. Their form of Peach-Koehler
force is not proportional to ρ(n). Instead, they defined si = ±1 which takes care of
the sign of the i-th dislocation.

7There is a sign difference between the formula quoted here and that presented
in [104]. This is due to the discrepancy in defining the Burgers vector.
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angle θ.

ω

V
S b

∆ n̂

xa

xb

Figure 5.1: The five-parameter general grain boundary. The orienta-

tion of the plain defined by the vector normal n̂ requires two

numbers. The other three go into the three components of the

Rodriguez vector: the normal defining the axis of rotation and

the angle of relative orientation.

Using the Nye tensor, we can rephrase (5.16), then compare it with our state-

ment of stress-free boundaries. Let’s start off by defining a Burgers circuit C

enclosing a surface S that intersects a grain boundary at two points xa and xb.

The net Burgers vector encompassed by the surface is b. Define V to be a vector

lying in the boundary plane pointing from xa to xb, V ≡ xb − xa. We can rep-

resent this grain boundary by a constant matrix ρ0 multiplied by a plane defined

by δ(n̂ · (x − ∆)), where n̂ is a unit vector normal to the plane, and ∆ is the
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perpendicular vector pointing from the origin to the plane. (See figure 5.1.) From

(2.9),

bj =

∫

S

ρij dSi

=

∫

S

ρ0
ij δ(n̂ · (x − ∆))[n̂× V̂]i dA .

(5.17)

The δ-function serves to collapse the area integral into a line integral since the

value is zero outside of the plane defined by x · n̂ = 0:

bj =

∫ xb

xa

ρ0
ij [n̂ × V̂]i dl

= ρ0
ij

∣∣xb − xa

∣∣εimnn̂mV̂n

= ρ0
ij εimnn̂mVn

(5.18)

We can therefore relate the dislocation density to the rotation vector ω using

(5.16):

εjpq Vp ωq = ρ0
ij εimnn̂mVn

0 = ρ0
ij εimnn̂mVn − εjmnVmωn

(5.19)

With some relabeling, this becomes

0 =
(
ρ0
ijn̂m + δijωm

)
εimnVn . (5.20)

This is the Frank condition in the language of dislocation density tensor.

To take a step further, since V is a vector in the plane of the grain boundary,

we can write V as V = n̂ × W for any arbitrary vector W pointing anywhere

except along n̂. We can substitute n̂ ×W back into (5.20),

0 =
(
ρ0
ijn̂m + δijωm

)
εimnεnpqn̂pWq . (5.21)

This condition holds regardless of W. We can therefore safely ignore W in the
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equation. The condition now becomes

0 =
(
ρ0
ijn̂m + δijωm

)
εimnεnpqn̂p

=
(
ρ0
ijn̂m + δijωm

)
(δipδmq − δiqδmp)n̂p

= n̂iρ
0
ijn̂q + n̂jωq − ρ0

qj − δqjωpn̂p .

(5.22)

The first term goes to zero because the first index of ρ0
ij designates the line com-

ponent which always lies in the plane of the boundary. By definition, n̂ is perpen-

dicular to the plane, therefore, n̂iρ
0
ij = 0. The condition for ρ0 that makes a valid

grain boundary is

ρ0
ij = ωin̂j − (ω · n̂)δij , (5.23)

or:

ρGB = [ω ⊗ n̂ − (ω · n̂)1] δ(n̂ · (x − ∆)) (5.24)

The well-known five degrees of freedom of a general grain boundary is apparent in

this formulation. The relative rotation between two grains ω has three degrees of

freedom. The other two degrees of freedom are contained in n̂; since n̂ is a unit

vector, only two angles are needed to define a plane.

To see the connection between our formalism in obtaining a general stress-free

state in section 4.2.2, let us again rewrite the Fourier Transform of the general

grain boundary ρ̃GB,

ρ̃GB
ij = (2π)2

δ(R−1
xp kp)δ(R

−1
yq kq)

iR−1
zr kr

ωnE
n
ij e−ik·∆ , (4.45’)

where all the variables are as defined previously. It is possible to perform the

inverse transform of ρ̃GB to arrive at its real space representation. The two δ-

functions serve to define a plane in real space. The natural choice of coordinate

is to make a rotational change of variables from (kx, ky, kz) to (ξx, ξy, ξz) where
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ξi = R−1
ij kj. In this coordinate, ξ̂z is perpendicular to the plane of the boundary.

The other two basis vectors lie in the plane of the boundary.

The inverse transform can be written as

ρGB
ij =

1

(2π)3

∫
ρ̃GB
ij eik·x d3k

=
1

2π

∫
δ(R−1

xp kp)δ(R
−1
yq kq)

iR−1
zr kr

ωnE
n
ij eik·(x−∆) d3k

=
1

2π

∫
δ(ξx)δ(ξy)

iξz
ωnE

n
ij eik·(x−∆) d3ξ .

(5.25)

Note that since the new basis vectors are the rotation of the original set, its Jaco-

bian is one. The next step is to express En
ij in terms of the new basis:

En
ij = ikjδin − iknδij

= iRjmR
−1
mpkpδin − iRnmR

−1
mpkpδij

= iRjmξmδin − iRnmξmδij

= iξm (Rjmδin − Rnmδij)

(5.26)

Similarly,

eik·(x−∆) = eiRijR
−1
jmkm(xi−∆i)) = eiRijξj(xi−∆i) . (5.27)

Substituting these into (5.25) gives

ρGB
ij =

1

2π

∫
δ(ξx)δ(ξy)

iξz
ωniξm (Rjmδin − Rnmδij) eiRijξj(xi−∆i) d3ξ

=
1

2π

∫ ∞

−∞

1

iξz
ωniξz (Rjmδin −Rnmδij) eiRizξz(xi−∆i) dξz

= (ωiRjz − ωnRnzδij)
1

2π

∫ ∞

−∞

eiRizξz(xi−∆i) dξz
︸ ︷︷ ︸

δ(Riz (xi−∆i))

.

(5.28)

The rotation matrix R was so constructed that R · ẑ = n̂, or Riz = n̂i. Therefore,

ρGB
ij = [ωin̂j − (ω · n̂)δij ] δ(n̂ · (x − ∆)) , (5.29)

exactly the same as what we derived from the Frank’s formula.
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As a note in passing, from the form of the Peach–Koehler force fi = εijkσklρjl,

we can write down the force on a grain boundary due to external stress σ0 as

follows:

f = ω × (σ0 · n̂) (5.30)
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CHAPTER 6

ANALYSIS OF THE EVOLUTION EQUATION IN ONE

DIMENSION

Our evolution law, specialized to one dimension, shows dramatic simplification,

i.e., the equation of motion is local; the evolution of all state variables at one point

depends only on quantities in the neighboring points. In section 6.1, we reformulate

the evolution law (equation 2.19’ together with the form of the dislocation current

J in equation 4.24) in terms of the plastic distortion field βP. The equation can be

further simplified by mapping into the eigenbasis of the stress field (section 6.2).

In the case where glide and climb are treated on an equal footing (λ = 0), we show

in section 6.2.1 that the governing equation of the local Peach–Koehler force den-

sity, surprisingly, is Burgers equation—generally known to form wall singularities

in finite time. The jump condition at the singularities is derived in section 6.3.

Predictions and the mechanism of wall formation within our theory are discussed

in section 6.4.

6.1 Implementation

Our preliminary numerical work suggested that the stationary state of the

dislocation density tensor ρ form walls, or δ-function singularities in finite time.

Instead of evolving ρ itself, we can, to the same effect, evolve the corresponding

plastic distortion tensor βP; the singularities in βP are milder (step functions), and

the βP field is not subject to the gradient constraint imposed upon ρ (∂iρij = 0).

Using equation (2.10), we can then get back ρ at any given time. Using βP rather

than ρ is like solving electromagnetism problems using the vector potential A
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rather than the magnetic field B = ∇ × A; the awkward constraint ∇ · B = 0 is

avoided.

The evolution equation for βP is given by (2.20), together with the form of

DPK in (4.19):

∂βP
ij

∂t
=
C(ρ)D

2

[
(σicρac − σacρic) ρaj −

λ

3
δij (σkcρac − σacρkc) ρak

]
(6.1)

The relative mobility rate between glide and climb motions is controlled by the

parameter λ. In general equation (6.1) reaches a stationary state when the cross

product between the Peach–Koehler force on the dislocation density and the dis-

location there becomes zero. We shall see later that, in one dimension, the above

condition implies that the Peach–Koehler force density of the system is zero every-

where. This condition holds regardless of whether or not the evolution is con-

servative. The form of the solutions in one dimension at large times (asymptotic

solutions near the stationary states) will also be discussed.

Let us analyze our evolution equation in the case where the distribution of the

dislocation (or the distortion field in this case) varies in one direction in space and is

constant along the plane perpendicular to this direction. The equation in this case

becomes local and, more importantly, hyperbolic. The method of characteristics

is customarily employed to analyse this type of equation. We shall see the method

allows us to show that our equation develops jumps in the plastic distortion field

which translates to wall singularities in the dislocation field.

Equation (6.1) intrinsically involves βP. The first step in trying to numeri-

cally evolve this tensor is to recast (6.1) into the form that explicitly involves βP.

Suppose ρ is constant in the x-y plane and the only variation of ρ is along the ẑ

direction, the only non-zero derivative in this case is ∂/∂z. The expression given
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by (2.10) reduces to

ρij = −εizm∂zβP
mj , (6.2)

which is non-zero only when i = x or i = y. From this, we end up with

ρxj = ∂zβ
P
yj , ρyj = −∂zβP

xj , ρzj = 0 . (6.3)

Similarly, the expression for the stress field due to dislocations is immensely

simpler. The expression of the dislocation density tensor with variations along the

z-direction in Fourier space is ρ̃(k) = ρ̃(kz)δ(kx)δ(ky). If one substitutes this form

of ρ̃ into the expression for the stress field in Fourier space (equation 3.3’), one

obtains

σ̃(k) =
(2π)2iµ

kz
δ(kx)δ(ky)




2
1−ν

(νρ̃xy − ρ̃yx) ρ̃xx − ρ̃yy 0

ρ̃xx − ρ̃yy
2

1−ν
(ρ̃xy − νρ̃yx) 0

0 0 0



. (6.4)

Direct substitution of (6.3) into (6.4) yields

σ̃(k) = −(2π)2µ δ(kx)δ(ky)




2
1−ν

(β̃P
xx + νβ̃P

yy) β̃P
xy + β̃P

yx 0

β̃P
xy + β̃P

yx
2

1−ν
(νβ̃P

xx + β̃P
yy) 0

0 0 0



. (6.5)

Unlike the expression of σ involving ρ̃, the stress in terms of β̃P is not multiplied

by a function of k and thus is easily transformed back to real space. One has

to be careful when dealing with the zeroth mode when performing the inverse

transform. Since a plastic distortion tensor is defined up to a constant tensor, two

plastic distortion fields which differ by a constant should give the same stress field.

Since the σiz and σzi components of the stress are always zero, it is enough to
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express the field as a 2×2 matrix:1

σ(z) = −µ




2
1−ν

(β̄P
xx + νβ̄P

yy) β̄P
xy + β̄P

yx

β̄P
xy + β̄P

yx
2

1−ν
(νβ̄P

xx + β̄P
yy)


 (6.6)

Here β̄P
ij(z) = βP

ij(z)− 1
L

∫ L
0
βP
ij(z

′) dz′, removing the zero mode. Hence σ(z) in one

dimension is not an integral over space or a convolution, but a local formula in

terms of the plastic distortion βP.

From the relationship involving the dislocation density ρ and the plastic dis-

tortion tensor βP (equation 2.10), and the stress field expressed in terms of the

plastic distortion tensor (equation 6.6), equation 6.1 gives a formula for the one-

dimensional evolution equation for βP. While the βP
zj components do not evolve,

the other components all evolve according to

∂tβ
P
ij = −CD

2
F ∂z

(
βP
ij −

λ

3
βP
kkδij

)
, (6.7)

where i and j can be either x or y, while the βP
zl components do not evolve. Again,

the parameter λ varies the amount of climb; at low temperature λ = 1 removes

the trace2 of ∂tβ
P, enforces volume conservation, and hence forbids climb, while

λ = 0 allows equal mobility for both glide and climb motion. The Peach–Koehler

force density F(βP) in one dimension becomes

F(βP) = −σij
∂βP

ij

∂z
=
∂E(βP)

∂z
, (6.8)

1The more invariant way of writing this is σij = −C̄ijkmβ̄P
km, where C̄ijkm =

µ
[
δikδjm + δimδjk + 2ν

1−ν
δijδkm

]
—in close analogy with Hooke’s law, except that C̄

is different from the elastic tensor Cijkm = µ
[
δikδjm + δimδjk + ν

1−2ν
δijδkm

]
.

2Because three components of the plastic distortion field, namely βP
zj’s are inac-

tive and do not contribute to the dislocation density ρ in one dimension, there are
useful ways which one can take a trace without respecting the spherical symmetry.
Appendix F discusses one such case.
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where the elastic energy density

E(βP) =
µ

1 − ν

[
1 − ν

2

(
βP
xy + βP

yx

)2
+ βP

xx

2
+ βP

yy

2
+ 2νβP

xxβ
P
yy

]

= µ

[
1

2

(
βP
xy + βP

yx

)2
+
(
βP
xx

2
+ βP

yy

2
)

+
ν

1 − ν

(
βP
xx + βP

yy

)2
]

≥ 0,

(6.9)

only involves the local plastic distortion tensor. Notice that the individual compo-

nents of βP in (6.7) are slaves to the evolution of the Peach–Koehler force density

F .

6.2 Eigenstress basis; pathway to Burgers equation

Near a wall singularity the dynamics are one-dimensional. The variations of the

stress, plastic strain, and dislocation densities parallel to the wall asymptotically

become unimportant compared to the gradients perpendicular to the wall as one

approaches the singularity. We expect, therefore, to be able to study wall formation

in three dimensions under the condition in which the fields vary only along the z

direction. To simplify the discussion, we shall rescale the time to set CD = 1.

Again, one-dimensional evolution law reads

∂tβ
P
ij = −CD

2
(∂zE) ∂z

(
βP
ij −

λ

3
βP
kkδij

)
. (6.10)

Note the striking simplification for λ = 0—each component of βP evolves in a way

that depends on the other components only through the overall energy density E .

This surprising result will be important in section 6.2.1.

The equations of motion are best analyzed in the eigenbasis of C̄. Out of the

six active components of βP, C̄ only mixes up the 2 × 2 upper left-hand corner

of βP. The evolutions of the other components βP
xz and βP

yz therefore depend on
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these four. The eigenmatrices τ (α), comprising the (rescaled) Pauli matrices and

identity matrix, and the corresponding eigenvalues e(α) of C̄ are given in Table 6.1.

By expanding the plastic distortion field according to βP
ij =

∑4
α=1 b

(α)τ
(α)
ij ,

Table 6.1: The eigenmatrices and eigenvalues of C̄; the four columns give

α = 1, 2, 3, and 4 respectively.

τ (α)

√
1 − ν

4µ(1 + ν)




1 0

0 1




1√
4µ




0 1

1 0




1√
4µ




0 −i

i 0




1√
4µ




1 0

0 −1




e(α) 2µ

(
1 + ν

1 − ν

)
2µ 0 2µ

E =
1

2
C̄ijkmβ

P
ijβ

P
km =

1

2

∑

α,β

b(α)b(β) e(α)τ
(α)
ij τ

(β)
ij︸ ︷︷ ︸

δαβ

=
1

2

∑

α

b(α)b(α). (6.11)

The choice of basis naturally separates the components of βP into two collections—

the degrees of freedom responsible for the system’s stress a ≡ {b(1), b(2), b(4)}, and

stress-free states ā ≡ {βP
xz, β

P
yz, b

(3)} containing (possibly continuous) variations of

two tilt and one twist boundaries.

The evolution law for both a and ā can be found by expanding (6.10) in the

new basis:

∑

α

τ
(α)
ij ∂ta

(α) = −1

4

∑

β

∂z
(
a(β)a(β)

)
[
∑

α

τ
(α)
ij ∂za

(α) − λ

3

(
∑

α

τ
(α)
kk ∂za

(α)

)
δij

]

= −1

4

∑

β

∂z
(
a(β)a(β)

)∑

α

(1 − 2λ

3
δ1,α)τ

(α)
ij ∂za

(α)

∑

α

τ
(α)
ij

[
∂ta

(α) +

(
1

2
− λ

3
δ1,α

)
∂zE ∂za(α)

]
= 0 (6.12)

where we use E = 1/2
∑

α a
(α)a(α). Since τ (α) is linearly independent, the summa-

tion is zero only when each component of α is zero:

∂ta
(α) +

(
1

2
− λ

3
δ1,α

)
∂zE ∂za(α) = 0 (6.13)
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The stress-free components evolve in exactly the same fashion:

∂tā
(α) +

1

2
∂zE ∂z ā(α) = 0 (6.14)

Equations 6.13 and 6.14 are manifestly hyperbolic, hence it is natural to employ

the method of characteristics and the upwind finite difference scheme (appendix G)

to theoretically analyze and numerically evolve the equations. The evolution of

the strain energy density follows from equation 6.13 by contracting with a(α):

∂tE = −1

2
(∂zE) ∂z

[
E − 2λ

3
a(1)a(1)

]
(6.15)

6.2.1 Mapping to Burgers equation; climb & glide

We now specialize to the case of λ = 0, where glide and climb are treated on

an equal footing (applicable to grain boundary formation during polygonization

at high temperatures, for example). According to (6.13) the equation of motion

for the total stress energy density E turns out to depend only upon itself, not the

individual components of βP:

∂tE +
1

2
(∂zE)2 = 0 (6.16)

Notice that the rate of change of the elastic energy can be written simply as

dEtotal

dt
=

d

dt

∫
E dz = −

∫
F2(βP) dz , (6.17)

which is a negative semidefinite quantity as expected.

Equation 6.16 can be cast into the famous Burgers equation [106, 107, 79] by

defining F = ∂zE :

∂tF + F ∂zF = 0 (6.18)

The scalar F(z) is the net Peach–Koehler force density on the local dislocation

density ρ(z). Burgers equation is the archetype of hyperbolic partial differential
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equations showing shock formation;3 under Burgers equation F will develop sharp

jumps downward after a finite evolved time. This jump in force density has a

nice physical interpretation: the dislocations in the vicinity of the wall are being

dragged toward the wall.

6.3 Jump condition

Once a wall forms, the differential equation no longer determines a unique

solution. One must appeal to the integral form of the conservation of Burgers vector

to dictate the choice of the correct solution. Consider a rectangular contour C

connecting (xa, zL), (xa, zR), (xb, zR), and (xb, zL) cutting through the dislocation

wall whose plane normal is n̂ at (xa, s(t)) and (xb, s(t)), where s(t) is the position of

the moving wall (figure 6.1). The rate of change of the net Burgers vector through

the surface S bounded by C with the plane normal t̂ depends on the dislocation

current J in and out of the loop according to dbj/dt = −
∮
C
Jij dxi. Define p̂ to

be a unit vector pointing along the wall from (xa, s(t)) to (xb, s(t)), then (n̂, p̂, t̂)

3There exists a nonlinear transformation of the form F = −2ν(∂zφ)/φ called
the Cole–Hopf transformation which takes the viscous Burgers’ equation

∂tF + F ∂zF = ν ∂2
zF (6.19)

to a regular heat equation
∂tφ = ν ∂2

zφ . (6.20)

The explicit form of the solution with the initial profile F0(z) is

F(z, t) =

∫∞

−∞
z−η
t

e−G/2νdη
∫∞

−∞
e−G/2νdη

; where G(η; z, t) =

∫ η

0

F0(η
′) dη′ +

(z − η)2

2t
.

(6.21)
The entropy solution to the Burgers’ equation is obtained by taking a proper limit
where ν → 0. Chapter 4 of G.B. Whitham (1974) [106] is devoted to solutions to
Burgers’ equation. Numerical schemes for solving the equation, and other hyper-
bolic equations, are discussed in chapter 5 of J.A. Sethian (1999) [108].
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n̂

t̂

p̂

(xa, zL)

(xb, zR)

s(t)

Figure 6.1: A rectangular contour joining (xa, zL), (xa, zR), (xb, zR), and

(xb, zL) intersects a moving wall between (xa, s(t)) and (xb, s(t)).

form a triad. The net Burgers vector is expressible in terms of the Nye dislocation

density ρ according to bj =
∫
S
ρij dSi. Hence,

d

dt

∫

S

ρij dSi = −
∮

C

Jij dxi . (6.22)

In the limit of a thin contour where xa → xb, the variation of ρ and J along p̂ is

negligible. (In one dimension, this condition is automatically satisfied.) Moreover,

the contributions of the contour integration of J along the two directions through

the wall cancel. Thus equation 6.22 becomes

d

dt

(∫ zR

zL

ρij t̂i dn

)
|xb − xa| = −|xb − xa|p̂i (Jij(zR) − Jij(zL)) (6.23)

where the area integration of ρ reduces to a line integration along the direction
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perpendicular to the wall. Upon differentiation, the left-hand side becomes

d

dt

∫ zR

zL

ρij t̂i dn =
d

dt

∫ s(t)

zL

ρij t̂i dn+
d

dt

∫ zR

s(t)

ρij t̂i dn

= t̂iρij(zL)ṡ− t̂iρij(zR)ṡ+

∫ s(t)

zL

t̂i∂tρij dn+

∫ zR

s(t)

t̂i∂tρij dn .

(6.24)

The last two integrals vanish as zL → s−(t) and zR → s+(t), leaving only

d

dt

∫ zR

zL

ρij t̂i dn = −t̂iJρijKṡ = −ṡ p̂iJn̂k∂kβP
ijK, (6.25)

where J·K denotes the jump in the argument across the wall. The speed of the

wall ṡ(t) is along the direction normal to the wall. In general p̂ can point in any

direction parallel to the wall, equation 6.23 holds regardless of the direction of p̂,

and thus:

ṡJn̂k∂kβ
P
ijK = JJijK (6.26)

The jump condition (6.26) derived from the conservation of the density of

dislocations is automatically satisfied by our transition from evolving ρ to evolving

βP, where we identify β̇P with J (giving rise to our evolution equations). Consider

a term in equation 6.26 corresponding to the wall velocity times the variation of

βP on the right-hand side of the wall: ṡ n̂k∂kβ
P
ij(zR) = (d/dn)βP

ij(zR). Viewing in

the co-moving frame of the wall, this expression becomes

ṡ
dβP

ij(zR)

dn
=
ds

dt
· lim
n→s+(t)

dβP
ij(n)

dn
= lim

n→s+(t)

dn

dt

dβP
ij(n)

dn
= β̇P

ij(zR) = Jij(zR), (6.27)

and the jump condition follows immediately. Any numerical schemes we choose

to solve the equations therefore automatically respect the conservation law stated

above.
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(a) (b)

Figure 6.2: (a) Dislocation density tensor ρ, one-dimensional simulation.

(b) Plastic distortion tensor βP corresponding to (a). No-

tice that the asymptotic form for βP has not only jumps at the

walls, but a linear slope between walls that scales at late times

as 1/
√
t− t0.

6.4 Predictions & the asymptotics of wall formation

The mapping to a(α) and ā(α) allows us to predict three collective features in

the time evolution of walls, the last two of which we observed in our simulations

previous to this analysis (e.g., figure 6.2(b)).

(a) Burgers equation forms jump singularities in F at finite time, corresponding

to cusps in the energy density E . But the individual components a(α) and

ā(α) contributing to E (equation 6.9) all show jumps at the singularity. To see

this, note that according to the method of characteristics, each component

of a(α) and ā(α) is constant along the characteristics family of F . Since F

possesses a jump, their characteristics must cross each other. Except in very

rare initial profiles, each component of a(α) and ā(α) will therefore develop

jump singularities. These jumps, however, must conspire to make E equal
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on the two sides of the wall. In physical terms, our mechanism for wall

formation involves a residual stress jump across the wall; this condition tells

us that the net energy density (equation 6.9) due to the residual stress at a

newly formed polygonized grain boundary will be the same on the two sides

of the boundary.

(b) The velocity of the singularity in Burgers equation vanishes only if the jump

is symmetric around zero. This implies that a stationary wall in our theory

will have force density on the residual dislocations to the right and left equal

and opposite: FR = −FL.

(c) At large time (t → ∞), the solutions to Burgers equation between the sin-

gularities have the form F ∼ (z − z0)/(t− t0). From F = ∂zE , one finds

E ∼ 1

2

(z − z0)
2

t− t0
+ E0. (6.28)

The asymptotic solution of a(α) takes on the following form:

a(α) ∼ α(α) z − z0√
t− t0

+ γ(α) (6.29)

Using E =
∑

α a
(α)a(α), one obtains the conditions among α(α) and γ(α),

consistent with the asymptotic form of E :

∑

α

α(α)α(α) = 1 ,
∑

α

α(α)γ(α) = 0 ,
∑

α

γ(α)γ(α) = 2E0 (6.30)

Figure 6.2(b) illustrates the components of βP at late times starting from

random configurations and finally forming a pair of twist boundaries.

At low temperatures when the mobility rates between glide and climb are

not the same (λ 6= 0), the evolution of the system becomes much more com-

plicated. The method of characteristics reveals that the speed at which a(1)(z)
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Figure 6.3: Cell wall splitting in a glide-only simulation; later times are

displaced upward.

moves depends upon the relative mobility of glide and climb, and is different from

the others. This mode is responsible for the local compression and expansion

of the system along z. According to equation 6.13, the characteristic speed of

a(α) is v(α) = (1/2 − (2λ/3)δ1,α)F . Effectively after each component forms a

jump (corresponding to a wall), the jump tends to split due to the difference

in velocities—showing behavior reminiscent of cell refinement seen experimentally.

Figure 6.3 shows the numerical observation of wall splitting during evolution, while

figure 6.4(b), (c), and (d) show mesh-size dependence of the splitting on 256, 512,

and 1024 grid points respectively, starting with a pair of walls (figure 6.4(a)).

Wall–splitting occurs regardless of the number of grid points.

Our prediction of jumps in residual stress during the high-temperature grain

boundary formation and low-temperature cellular structure generation is timely. A

number of high-profile experimental techniques using advanced X-ray and neutron
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Figure 6.4: Cell wall splitting (a) Initially, a pair of sharp walls form from

a smooth data set. The right wall splits into smaller walls. The

simulations are run with (b) 256, (c) 512, and (d) 1024 grid

points to check the mesh-size dependence.

scattering sources have been developed to give three-dimensional information on

polycrystals, studying grain rotation [109, 110, 111, 112, 113, 114], cell splitting and

rotation [115], residual stress [116, 117], texture and strain [118, 119, 27] (including

in-situ deformation), strain [120, 121, 122], deformation microstructure [123], and

3D grain orientations sizes and strains [124]. Gene Ice (Oak Ridge National Labs,

private communication) tells us even now that measurements at grain boundaries

during polygonization should be straightforward at strains of 10−4, and possible

at strains of 10−5.
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CHAPTER 7

FINITE DIFFERENCE SIMULATIONS AND PREDICTIONS FOR

DIFFERENT SLIP SUBSYSTEMS

Except in a few very simple cases, our evolution equation cannot be solved

analytically. In this chapter, we address the implementations of our finite difference

simulations and some of the results in one and two dimensions. We discuss, in

section 7.1, both the upwind and the two Fourier regularization schemes for our

numerics. Results in one dimension for a system with glide & climb and a system

without climb, and the final state of a two-dimensional simulation forbidden climb

are also presented.1 In section 7.2, we propose to specialize our theory to systems

with only one or a few active slip systems. We argue that our theory restricted

to a single slip in two dimensions predicts not walls in the dislocation density but

jumps in ρ corresponding to cusps in the distortion tensor.

7.1 Finite difference simulation

We simulate systems of spatial extent L in one or two dimensions, with pe-

riodic boundary conditions and no external stress. The initial plastic distortion

field βP is a Gaussian random field with mean square amplitude βP
0 and root-mean-

square decay length approximately L/16. In one dimension, we use the upwind

scheme [125] as implemented by Press et al. [126] In two dimensions, except for a

special case of one-slip system where the upwind scheme is applicable, we calcu-

late σ using Fourier methods and regularize our equations by adding a fourth-order

numerical viscosity2 −ǫ(4)∇4βP
ij to equation 6.1. (A second-order viscosity ∇2βP

ij

1The result in this section was published by the author in [2].
2In two dimensions, we do not find numerical instabilities associated with solv-

ing the fourth order viscous term, traditionally known as Burnett equation, gener-
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was not as successful in suppressing the instabilities.) In one dimension, we have

checked that the upwind scheme produces the same solution as the viscosity regu-

larization up to the point of shock formation (appendix G). We speculate that the

wall dynamics regularization may be non-trivial and stochastic, emerging out of

avalanches and critical depinning phenomena on sub-cell length scales—observed

both experimentally [130] and theoretically [131] in systems with only one active

slip system.
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Figure 7.1: Plastic distortion tensor component βP
ij in one dimension allowing

only glide motion, after time t = 20L2/Dµ, with 2048 mesh

points. The shocks or jumps in the values correspond to the cell

walls. Walls perpendicular to z that are stress free (satisfying

Frank’s condition) have no jump in βP
xx, β

P
yy or βP

xy + βP
yx.

Figure 7.1 shows the final state of the plastic distortion βP in a one-dimensional

system evolving under dislocation glide only (corresponding to plastic deformation,

which experimentally leads to cell structure formation). Jump singularities in βP

form after a short time, representing a wall of dislocations and an abrupt change in

lattice orientation. The cell walls in our model are not grain boundaries, because

they do not correspond to pure, simple rotations (they do not satisfy the Frank

ally seen in hypersonic flows models [127, 128], or the Boltzman equation for gas
flow [129].
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conditions [104]). There is a jump in the stress across each cell wall: the glide

component of the forces from the two neighboring cells on ρ in a wall is equal,

opposite, and compressive. Our model therefore predicts that the initial formation

of cell walls during low-temperature plastic deformation is driven by a stress jump

due to non-cancellation of the stress field of the constituent dislocations. As our

system evolves, new cell walls form (intriguingly similar to the cell refinement seen

experimentally [3, 16]) and the existing cell walls evolve to reduce their stress

jumps.

Figure 7.2: The xz-component of the plastic distortion tensor in one dimen-

sion up to time t = 22L2/Dµ, with 2048 mesh points. The

evolution allows both glide and climb motions. The walls move

and coalesce until only a single wall survives.

Figure 7.2 shows the evolution of the plastic distortion in a system allowing

both glide and climb, corresponding to high-temperature annealing of a plastically

deformed structure. Here the initial singularities again are not grain boundaries,

but walls of dislocations with net stress jumps. These walls then move and coalesce

in response to the net force due to other dislocations, coarsening the resulting grain

boundary structure.
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Figure 7.3: The yz-component of the plastic distortion tensor allowing only

glide, in two dimensions after time t = 9.15L2/Dµ.

Figure 7.3 shows the final state of βP in a two-dimensional plasticity simulation3

(with glide and not climb). Notice the formation of sharp walls (mathematically

demonstrated above only in one dimension). These walls separate relatively un-

strained regions which we identify with the cells formed during plastic deformation.

As in the one-dimensional simulations, the cell walls formed at short times have

stress jumps.

7.2 Predictions for different slip systems in two dimensions

There is no broad, analytical understanding of the several distinct stages of

hardening. Stage I hardening, for example, is characterized by a single active slip

system and rather random dislocation patterns; stage III and IV hardening are

characterized by multiple slip systems and cellular dislocation structures. Our

continuum dislocation theory appears to provide an analytical explanation for the

connection between slip systems and morphology.

The wall formation in our theory is striking and unmistakable—without need-

3Appendix H describes an alternative way of visualizing the result of a system
with several active components efficiently.

81



ing dislocation nucleation, annihilation, or entanglement. Due to computational

complexity, three dimensional simulations of line dislocations are still quite pre-

mature, and only recently have shown hints of wall formation [132]. There has

been extensive work on discrete point dislocation simulations in two dimensions,

where the numerics is much more controllable. Glide-only simulations with only

one slip system [32, 4] do not form obvious walls. Single-slip system simulations

that include climb [5] convincingly form walls, but through a different mecha-

nism (a coarsening procedure involving the coalescing of small angle boundaries).

2D point-dislocation simulations with two active slip systems have also developed

walls [94, 95, 93, 97, 96, 91, 92, 90]. No simple analytical understanding of this

difference is gleaned from these microscopic simulations.

We can mimic these discrete dislocation simulations by starting our simulations

with random initial conditions containing only edge dislocations, and by modifying

our volume preserving term λ to enforce zero trace restricted to the non-zero com-

ponents. Typical 2D simulations often incorporate point edge dislocations with

tangents perpendicular to the simulation plane and Burgers vectors in the simula-

tion plane. In agreement with experiment and the discrete dislocation simulations,

we observe no cell wall structures in single slip. However, our model predicts a

more subtle network of cusp singularities in the distortion field, corresponding to

jumps in the dislocation density. There are two different ways in which we can

map this into our one-dimensional simulation. If we start with only one non-zero

component of ρ, namely either ρxz or ρyz (edge dislocations with Burgers vector

along the one-dimensionally varying axis ẑ), the dislocations obey the zero-stress

Frank condition and nothing evolves. If we start with only ρzx or ρzy non-zero

(edge dislocations with Burgers vectors along one of the uniform directions) then

82



our evolution law produces only cusps, not jumps (figure 7.4(a)). We can motivate

this using our mapping to Burgers equation. The net energy density E only forms

cusps (conclusion (a) in section 6.2.1), and not walls. Jumps in βP are possible

only if their contributions lead to continuation in E . With only one non-zero com-

ponent of βP (in this case βP
yx, corresponding to ρzx), only cusp singularities can

form.

A 2D single-slip, discrete-dislocation simulation with both glide and climb [5]

showed the rapid disappearance of variations along the direction normal to the

glide plane, leading to a state described by a continuum of low-angle grain bound-

ary. This was followed by a slow coarsening process driven by the θ log θ term in

the energy of these boundaries.4 Our simulation allowing climb (with a smaller

correlation length in the Gaussian random initial conditions) nicely reproduces

the network of parallel walls (figure 7.4(b)) reproducing the result of the discrete

simulation.

Finally, our climb-free simulations allowing two slip systems of parallel edge dis-

locations (figure 7.4(c)) do form the same kinds of sharp-walled cellular structures

that we observe for general initial conditions, in agreement with the 2D discrete

dislocation simulations. These simulations not only validate our closure approxi-

mation (reproducing the microscopic simulation) but also illustrate the fact that

the formation of walls is not a generic result of energy minimization, but emerges

from the nonlinear dynamics of the equations of motion.

4See section 4.2 for a discussion on the vanishing of a general grain boundary
in the continuum limit.
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(a) (b) (c)

Figure 7.4: (a) Cusps formed with one slip system. Plastic distortion

tensor βP
yx formed by climb-free evolution of a Gaussian random

initial state of edge dislocations pointing along ẑ with Burgers

vector along ±x̂. Notice that walls do not form with one slip sys-

tem, only cusps in the distortion tensor; compare to [4]. (b) Con-

tinuum of walls. The dislocation density tensor ρzx evolved

allowing both glide and climb from a random initial state of edge

dislocations along t ‖ ẑ with b ‖ x̂. Notice that the disloca-

tions arrange themselves into small-angle tilt boundaries at the

lattice scale, but do not coarsen; compare to [5]. (c) Cell walls

in a climb-free simulation with two active slip systems ρzx and

ρzy, edge dislocations perpendicular to the simulation. Notice

the walls separating cells. Here the smaller length scale reflects

the smaller Gaussian correlation length we used for the initial

conditions. Also, we only show ρzx, so the cell walls appear in-

complete; the ρzy components fill in the gaps leading to a clear

cellular pattern.
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APPENDIX A

EUCLIDEAN TENSORS

A.1 Subscript notations

In this work, we denote a vector a of the Euclidean space E only by its element

ai. This is a shorthand notation for

a ≡ aiêi , (A.1)

where we employ the use of Einstein’s convention of summing over repeated indices.

êi is an element of (ê1, ê2, ê3), a positive oriented orthonormal basis of E with

dimension 3. Similarly a second-rank Euclidean tensor A, represented by

A ≡ Aij(êi ⊗ êj) , (A.2)

is written simply as Aij , and so on.

The contraction between any two tensors of arbitrary ranks are defined accord-

ing to the dot product of the basis tensors,

êi · êj = δij (A.3)

where

δij =





1, i = j

0, i 6= j

(A.4)

is called Kronecker delta. For example, the dot product between two vectors a and

b is

a · b = aibj(êi · êj) = aibj δij = aibi , (A.5)
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or between two tensors A and B,

A : B = AijBkm(êi ⊗ êj) : (êk ⊗ êm)

= AijBkm(êi · êk) ⊗ (êj · êm)

= AijBkm δikδjm = AijBij .

(A.6)

The third-rank Levi–Civita tensor is defined as

ε = Det(êi, êj, êk)êi ⊗ êj ⊗ êk . (A.7)

It will be denoted by εijk. From the property of the determinant,

εijk =





1, Perm[{x, y, z}]

−1, Perm[{x, z, y}]

0, otherwise

(A.8)

where Perm[·] gives all the cyclic permutations of its argument. We can use εijk

to formally define a cross product between two vectors:

a × b = ε : (a ⊗ b) = εijkajbkêi =⇒ εijkajbk (A.9)

The cross product between two tensors of arbitrary ranks can be defined in the

same fashion.

A.2 Rotation

Given the group SO(3) = {A| a 3 × 3 real matrix, detA = 1,AAt = 1},

the condition AAt = 1 is equivalent to requiring that the three columns of A =

[a1, a2, a3] be mutually perpendicular unit vectors. And that detA = a1·(a2×a3) =

1 means that the triplet is right handed. The three columns ofA are also the images

of the three unit vectors pointing along the positive x̂, ŷ, and ẑ axes, respectively.
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So SO(3) can be thought of as the set of rotation in R3 or as the set of possible

orientations of a rigid body.

Given two Cartesian coordinate systems with a common origin, the relative

orientation can be described by three quantities. The most commonly known

representation is the Euler angles of rotation, where three angles are needed to

describe the relative orientation. The less commonly known system is ascribed

to the French mathematician O. Rodrigues (1794-1851) [133], hence the name

Rodrigues rotation formula. We are going to present the formula for Euler-angle

rotation and provide a physically motivated derivation of the Rodrigues formula.1

A.2.1 Euler-angle rotation

The rotation matrices about ẑ and x̂ axes by an angle θ are given by

Rz(θ) =




cos(θ) − sin(θ) 0

sin(θ) cos(θ) 0

0 0 1



, Rx(θ) =




1 0 0

0 cos(θ) − sin(θ)

0 sin(θ) cos(θ)



. (A.10)

Any rotation γ ∈ SO(3) has a unique representation of the form

γ = Rz(φ)Rx(θ)Rz(ψ) (A.11)

with 0 ≤ θ ≤ π, 0 ≤ φ, ψ ≤ 2π [135]. These angles are called the Euler angles.

The map (ψ, θ, φ) 7→ γ(ψ, θ, φ) = Rz(φ)Rx(θ)Rz(ψ) provides a local coordinate

system on a neighborhood of each point in SO(3).

Note that the conventions of the axes of rotation and their order are by no

means unique. There are a few conventions out there that are used equally as

1Goldstein (Classical Mechanics 1980) particularly provides a thorough deriva-
tion of the Rodrigues rotation formula [134].
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often. For example, some author defines a series of rotations about x̂, ŷ, and ẑ

respectively. Another rotates first about ẑ then ŷ, and finally about ẑ again. The

general principle remains true; it is sufficient to define any relative orientation by

three angle parameters.

A.2.2 Rodrigues rotation

An alternative, perhaps more natural, method of defining a rotation is done by

specifying an angle ψ about a fixed axis of rotation given by a unit vector n̂. The

rotation matrix, in this case, can be computed easily by appealing to a physical

argument. Let x be any vector to be rotated about n̂ in the counter-clockwise

direction by an angle ψ. If we regard ψ as a time variable, then the velocity of a

particle at x in a circular orbit around n̂ with the unit angular speed is given by

dx

dψ
= n̂ × x. (A.12)

The solution to the ODE is

x = eψAx0, (A.13)

where Aij ≡ εijknk, and x0 denotes the initial position of the particle. Notice

that since A is a skew-symmetric matrix,
(
eψA
)†

= eψA
†

= e−ψA =
(
eψA

)−1
, and

det eψA = etrψA = e0 = 1, therefore eψA is a valid rotation matrix.

The Rodrigues vector ψ ≡ ψ n̂ defines the rotation matrix R(ψ) ∈ SO(3)

associated with a rotation by an angle |ψ| about ψ according to

Rij(ψ) = eεijkψk . (A.14)

By Taylor expanding the exponential, one obtains

R(ψ) = I + sinψA+ (1 − cosψ)A2, (A.15)

where I is the identity matrix and A is as defined previously.
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A.3 Cartesian isotropic tensors

An isotropic tensor of rank n has 3n real components.2 Let’s denote a compo-

nent of this tensor by Tijk.... Let Rij be a component of a rotation matrix where

R ∈ SO(3). Then T has to satisfy the following transformation law,

Tijk... = RimRjnRkp . . . Tmnp... (A.16)

which means an isotropic tensor is invariant under an arbitrary rotation. A com-

plete listing of isotropic Cartesian tensors of ranks up to eight were categorized by

Kearsley and Fong in 1975 [59].

Table A.1: Linearly independent isotropic tensors of ranks up to six

Rank Isotropic tensors

2 δij

3 εijk

4 δijδkm δikδjm δimδjk

5 εijkδmp εijmδkp εijpδkm εikmδjp εikpδmj εimpδjk

δijδkmδpq δijδkpδmq δijδkqδmp δikδjmδpq δikδjpδmq

6 δikδjqδmp δimδjkδpq δimδjpδkq δimδjqδkp δipδjkδmq

δipδjmδkq δipδjqδkm δiqδjkδmp δiqδjmδkp δiqδjpδkm

All of isotropic tensors of rank greater than three can be constructed from the

product of the isotropic tensor of rank two and three [137]. These are the Kronecker

delta δij and the Levi–Civita tensor εijk.
3 To give some examples, Table A.1 shows

distinct isotropic tensors of ranks 2, 3, 4, 5 and 6.

2For general accounts on tensors, consult, e.g. [136].
3Other common names for εijk are a totally antisymmetric tensor or an alter-

nating tensor.

89



An isotropic tensor of rank seven can be built up from the products of a totally

antisymmetric tensor and two Kronecker deltas. From a combinatoric argument,

there are 105 of these. However only 36 of them are linearly independent; the rest

can be written down as various linear combinations of these 36 tensors. In this

work, the evolution equation involves isotropic tensors up to rank eight. There

are fundamentally 105 of these which can be constructed by tensor products of

four Kronecker deltas. 91 of these are linearly independent, and hence, form a

complete set of bases.4 For an interested reader, the number of linearly independent

fundamental isotropic tensors of rank n is

M(n) =

(n+1)/2∑

k=0

[(
n

2k

)
− 1

2

(
n

2k − 1

)](
2k

k

)
. (A.17)

This formula can easily be obtained by a straight-forward group theoretic calcula-

tion.

A.4 Some useful properties involving δij and εijk

The following contractions are important in deriving many formulæ throughout

this work:

δii = 3 (A.18)

δijδjk = δik (A.19)

εijkδjk = 0 (A.20)

εijkεijk = 6 (A.21)

εijkεijl = 2δkl (A.22)

εijmεklm = δikδjl − δilδjk (A.23)

4See appendix B.2 for how we arrived at this number.
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APPENDIX B

SYMMETRIES AND INDEPENDENT TERMS IN D

B.1 Some facts about symmetry group

In this chapter, we shall only outline important definitions and quote some

necessary results from group theory and the representation theory. There are

plenty of classic textbooks on the subject for those interested [137, 138, 139, 140].

Definition 1 A group is a set G together with an associative binary operation

G×G→ G called multiplication having the following properties:

• There exists a unique element E ∈ G called the identity such that E · g =

g · E = g.

• For every element g ∈ G, there exists an element g−1, called the inverse of

g, such that g · g−1 = g−1 · g = E.

In this work, we mainly focus on a rotational group SO(3) which was briefly

described in appendix A.2. This is an example of a continuous group which contains

an infinite number of elements. It is, however, easier to work with a finite group,

then generalize the results to a continuous group. Let’s start off with a couple

more definitions.

Definition 2 Consider two finite groups G and G′ with element {E, a, b, . . .} and

{E ′, a′, b′, . . .}. Suppose there is a mapping φ between the elements of G and G′

which preserves their composition rules, i.e., if a′ = φ(a) and b′ = φ(b), then

φ(ab) = φ(a)φ(b) = a′b′ . (B.1)
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A representation of dimension n of an abstract group G is such mapping φ between

the elements of G and the group of nonsingular n×n matrices with complex entries

and ordinary matrix multiplication.

According to this definition, if elements a and b of G are assigned matrices D(a)

and D(b), then D(a) ·D(b) = D(ab). The nonsingular nature of the matrices is

required because the inverses must be contained in the set.

Definition 3 The representationD(g) andD′(g) are said to be equivalent if there

exists a non-singular matrix S such that

D′(g) = S−1D(g)S. (B.2)

And here comes the great orthogonality theorem.

Theorem 3 Let a group G contain h elements with an element g ∈ G and D(α)(g)

and D(β)(g) be two irreducible unitary representations with dimension nα and nβ

respectively. Then

∑

g

[
D

(α)
ij (g)

]∗
D

(β)
km(g) =

h

nα
δαβδikδjm, (B.3)

where the sum is taken over all element g ∈ G.

Since all matrix representations related by a similarity transformation are

equivalent representations of a group, it turns out that a property that is invariant

to a similarity transformation can also provide a representation of the group. One

such property is the trace or the character of the matrix which is often noted as

χ(α)(g) ≡ Tr[D(α)(g)].

We can now make use of Theorem 3 to obtain a similar orthogonality relation

for the trace. By contracting over the indices i, j and k,m in (B.3), we have

∑

g

[
χ(α)(g)

]∗
χ(β)(g) = h δαβ . (B.4)
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Equation B.4 enables us to decompose any reducible representation into the sum

of irreducible ones if the characters of both are known.

Definition 4 A representation D is said to be reducible if after a suitable simi-

larity transformation, D looks like,

D(g) =







D(α)(g)




0 · · · 0

0




D(β)(g)




· · · 0

...
. . .




(B.5)

where D(α)(g),D(β)(g), . . . are called irreducible representations; they cannot be

further decompose into the sum of subspaces by any coordinate transformation.

One often writes (B.5) as

D(g) = D(α)(g) ⊕D(β)(g) ⊕ . . . (B.6)

Suppose a(β) indicates the number of times the irreducible representation D(β) is

contained in D, it immediately follows that

χ(g) =
∑

β

a(β)χ(β)(g) . (B.7)

Multiplying both sides of (B.7) by
[
χ(α)(g)

]∗
then sum over all g. Using (B.4), we

have

a(α) =
1

h

∑

g

χ(g)
[
χ(α)(g)

]∗
, (B.8)

which is the result that we’re after.
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There are several ways to construct a new representation given two other rep-

resentations. The most common way is to perform a direct product or a tensor

product. Consider T : G → GL(V) and S : G → GL(W), two representations of

a group G. Let V × W be the Cartesian product of the two carrier spaces. This

becomes a vector space upon defining the vector space operations:

a(v1, w1) + b(v2, w2) ≡ (av1 + bv2, aw1 + bw2), (B.9)

where a, b ∈ C. We then define an action of the group G on V ⊗ W through the

representation T ⊗ S : G→ GL(V ⊗ W) by

T ⊗ S(g)(v, w) = (T (g)v, S(g)w). (B.10)

Matrix elements of the representation are given by

(T ⊗ S)ia,jb(g) ≡ Tij(g)Sab(g). (B.11)

The character of the tensor product representation is

χT⊗S(g) = (T ⊗ S)ia,ia(g) = Tii(g)Saa(g) = χT (g)χS(g). (B.12)

The character of the tensor product is just the product of the characters.

An important special case arises when one tries to perform the tensor product

of a representation with itself. It turns out that the product, in this case, can be

decomposed into two subspaces that are separately invariant under the action of

the group. Note that

viwj =
1

2
(viwj + vjwi) +

1

2
(viwj − vjwi) . (B.13)

In other words, every product can be written as the sum of a symmetric and

an antisymmetric vectors—with the exception of the zero vector which is both
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symmetric and antisymmetric. Therefore,

V ⊗ V = (V s©V) ⊕ (V a©V). (B.14)

Let’s now consider the action of the group on each subspace,

T ⊗ T (g)viwj = (Tki(g)vk, Tlj(g)wl) = Tki(g)Tlj(g)(vk, wl) = (T ⊗ T )kl,ij(g)vkwl.

(B.15)

From this, we obtain

T ⊗ T (g)(viwj ± vjwi) = [(T ⊗ T )kl,ij(g) ± (T ⊗ T )kl,ji(g)] vkwl

=
1

2
[(T ⊗ T )kl,ij(g) ± (T ⊗ T )kl,ji(g)] [vkwl ± vlwk]

=
1

2
[TkiTlj ± TkjTli] [vkwl ± vlwk] ,

(B.16)

where + and − represent that symmetric and antisymmetric operations respec-

tively. We can easily figure out the character for each subspace, using Tii(g) =

χT (g) and Tik(g)Tki(g) = χT (g · g),

χTsT (g) =
1

2

((
χT (g)

)2
+ χT (g · g)

)
, (B.17)

χT a©T (g) =
1

2

((
χT (g)

)2 − χT (g · g)
)
. (B.18)

The properties presented above for finite groups can be quite naturally gen-

eralized to continuous groups. Each irreducible representation now contains an

infinite sequence of matrices, however the dimension of the representation remains

finite. The great orthogonality theorem and the corresponding character formula

become
∫
dµ(g)

[
D

(α)
ij (g)

]∗
D

(β)
km(g) =

1

nα
δαβδikδjm

∫
dµ(g) , (B.19)

and
∫
dµ(g)

[
χ(α)(g)

]∗
χ(β)(g) = δαβ . (B.20)
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The number of irreducible representations of type D(α)(g) contained in D(g) is

a(α) =

∫
dµ(g)χ(g)

[
χ(α)(g)

]∗
, (B.21)

where χ(g) = Dii(g), and [χ(α)(g)]∗ = [D
(α)
ii (g)]∗.

Instead of summing over all elements in the group as in the case of a finite

group, one needs to define an invariant integration for a continuous group. This

invariant volume element (nonvanishing n-form) is called Haar measure. We shall

give an explicit expression of the Haar measure in terms of coordinates of a general

Lie group [141]. Let y = (y1, . . . , yr) be the coordinates of the translation of

x = (x1, . . . , yr) by g ∈ G. Then y = m(g,x) such that dyj = (∂yj/∂xi)dxi =

(∂mj/∂xi)dxi. Therefore,

dy1 ∧ . . . ∧ dyr = det

[
∂mj(g,x)

∂xi

]
dx1 ∧ . . . ∧ dxr. (B.22)

If x = 0, the coordinate of the identity, then y is the coordinates of g. So the

volume element at g, denoted by dry is given by

dry = det

[
∂mj(g,x)

∂xi

]

x=0

drx . (B.23)

Since this measure is invariant by definition, its value must be the same for any

g ∈ G. It is easiest to pick the identity element E:

dµ(g) = dµ(E) ≡ drx =

(
det

[
∂mj(g,x)

∂xi

]

x=0

)−1

dV , (B.24)

where dV = dry is the ordinary Euclidean volume element of Rr.

Two representations of SO(3) namely the Euler-angle rotation, and the Ro-

drigues rotation were introduced earlier in appendix A.2. The Haar measure for

these representations are

dµEuler =
1

8π2
sin(θ) dθdψdφ , (B.25)

dµRodrigues =
1

4π2
sin2

(
ψ

2

)
sin(θ) dθdφdψ . (B.26)
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The three parameters θ, ψ, φ are the three Euler angles defined in appendix A.2,

while θ and φ in the second line are the zenith and the azimuth angles indicating

the direction that n̂ points.

B.2 Number of basis tensors in D

We are interested in finding the number of isotropic basis tensors with a set

of symmetries. Armed with tools from the previous section, it is just a matter

of a few integrations to get to the answer. Before we tackle the actual question,

let’s work out an easy example first. As we learn earlier in appendix A.3 that

there are 91 linearly independent isotropic tensors of rank eight. To see how this

number was derived, notice that a general eighth rank tensor is constructed by

taking tensor products of eight rank-1 tensors (or vectors). We seek to count the

number of times the isotropic representations of the rotation group occurs within

the products. In other words, we want to obtain a(0) in the decomposition,

⊗81 = a(0)0 ⊕ a(1)1 ⊕ . . .⊕ a(8)8 , (B.27)

where 0 is a “scalar” representation, something that’s invariant under the action of

the group, 1 is a “vector” representation, 2 is a second rank, symmetric, traceless

tensor, and so on. This is a common notation among physics community where

representations are labeled by their dimensions.

As we learned from the previous section that characters of the direct prod-

ucts are equal to products of the characters, we can immediately write down the

character of the L.H.S. of (B.27),

χ⊗81(R) = (χ(1)(R))8. (B.28)
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It turns out that the Rodrigues representation is the most natural representation

to use here. R therefore signifies the Rodrigues rotation matrix.

It is easy to tabulate χ(n)(R) in the Rodrigues representation given χ(0)(R)

and χ(1)(R). Since

n⊗ 1 = n− 1 ⊕ n⊕ n+ 1, (B.29)

taking the trace of both sides, we then get the recurrence relation,

χ(n+1)(R) = χ(n)(R)χ(1)(R) − χ(n−1)(R) − χ(n)(R). (B.30)

The values of χ(0)(R) is just 1. We can read off the value of χ(1)(R) directly from

(A.15) which turns out to be 1 + 2 cos(ψ), therefore,

χ(n)(R) = 1 + 2

n∑

m=1

cos(mψ). (B.31)

We are now ready to calculate a(0) in this case. From (B.21),

a(0) =

∫
dµ(g)χ⊗81(R)

[
χ(0)(R)

]∗

=
1

4π2

∫ π

0

dθ

∫ 2π

0

dφ

∫ 2π

0

dψ sin2

(
ψ

2

)
sin(θ) (1 + 2 cos(ψ))8 · 1

= 91.

(B.32)

�

The problem of finding out the number of 0 representations within Dijkmpqrs

can be solved in exactly the same way. Let’s examine the symmetries of Dijkmpqrs

closely again. From (4.28) and (4.30), we have

Dijkmpqrs = Dijkmqprs = Dijrspqkm = Djikmpqrs = Dpqkmijrs. (B.33)

We can treat Dijkmpqrs as a direct product of two fouth-rank tensors,

Dijkmpqrs = B1
ijpqB

2
krms . (B.34)
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From the symmetries, one can see that B1
ijpq is symmetric under interchanging

i ↔ j and p ↔ q, and the group (i, j) ↔ (p, q). Symbolically one can represent

B1
ijpq as

B1
ijpq ⇒ (1s 1) s (1s 1). (B.35)

Similarly,

B2
krms ⇒ (1 ⊗ 1) s (1⊗ 1). (B.36)

Using (B.17), the character of Dijkmpqrs is

χD(R) = χ(1s1) s (1s1)(R)χ(1⊗1) s (1⊗1)(R)

=
1

2

((
χ1s1(R)

)2
+ χ1s1(R ·R)

)
· 1

2

((
χ1⊗1(R)

)2
+ χ1⊗1(R ·R)

)

=
1

2

[
1

4

((
χ(1)(R)

)2
+ χ(1)(R ·R)

)2

+
1

2

((
χ(1)(R ·R)

)2
+ χ(1)(R ·R ·R ·R

)]

· 1

2

[(
χ(1)(R)

)4
+
(
χ(1)(R ·R)

)2]

= (1 + 2 cos(ψ))3(3 + 2 cos(2ψ))(1 + 4 cos(ψ) + 2 cos(3ψ)).

(B.37)

A similar integration as performed in (B.32) gives 15.

�

We would like to note in passing that since the tensor product of two represen-

tations is reducible, it is possible to decompose them into the sum of the irreducible

ones. Let’s consider as an example, the product of two vectors v and u, then

viuj =
1

3
vkukδij
︸ ︷︷ ︸

0

+
1

2
(viuj − vjui)

︸ ︷︷ ︸
1

+

(
1

2
(viuj + vjui) −

1

3
vkukδij

)

︸ ︷︷ ︸
2

. (B.38)

The general description involving the use of Clebsch–Gordan coefficients was dis-

cussed at great length in Gordon Baym’s Lectures on Quantum Mechanics [142].
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APPENDIX C

FOURIER TRANSFORMS

C.1 Definitions

In this work, the convention of the Fourier transform that we adopt is the

following:

f̃(k) =

∫
f(r)e−ik·rd3r , (C.1)

where the integration is taken over all space. Similarly, the inverse transform is

defined as

f(r) =
1

(2π)3

∫
f̃(k)eik·rd3k . (C.2)

As an illustration, let us compute one term that appears in the stress equation

(3.1). Define

fαβγ(r) ≡
∂3|r − r′|
∂x′α∂x

′
β∂x

′
γ

. (C.3)

It is not hard to show that

fαβγ =
1

R3
(δαβRγ + δβγRα + δαγRβ) −

3

R5
RαRβRγ , (C.4)

where Rα = (rα − r′α). To solve this, we employ the symmetry of fαβγ . The most

general form of f̃αβγ that can be made up of one vector k and two isotropic tensors

of second rank and third rank is

f̃αβγ(k) = a(k2)kαkβkγ + b(k2)δαβkγ + c(k2)δαγkβ +d(k2)δβγkα+ e(k2)εαβγ . (C.5)

Since fαβγ is symmetric over interchanging any two of the three indices, we can

immediately get rid of the last term. Since the material is isotropic, there is no

distinction between α-, β-, and γ-direction. We can then deduce that a = b = c.
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From dimensional analysis, we can redefine a, b and explicitly write out the k2

dependence,

f̃αβγ(k) =
a

k4
kαkβkγ +

b

k2
(δαβkγ + δαγkβ + δβγkα) . (C.6)

We can now determine a and b. This can be done by performing inner products

between f and three k’s.

f̃αβγkαkβkγ = ak2 + b(3k2)

=

∫
d3R e−ik·R

[
3

R5
(k · R)3 − 3

R3
k2(k · R)

]

=

∫
d3R e−ikR cos(θ) 3k

3

R2

[
cos3(θ) − cos(θ)

]

= 8πik2 .

Or

a + 3b = 8πi . (C.7)

Note that on the second line, we Fourier transform the inner product using (C.4).

We now need a similar relation in order to determine the coefficient a and b. An

obvious candidate would be

f̃αβγδαβkγ =
a

k4
k4 +

b

k2
(3k2 + k2 + k2)

= a + 5b

=

∫
d3R e−ik·R

[
3

R3
(k ·R) − 1

R3
k2(5k ·R)

]

= −2k

∫
d3R e−ikR cos(θ) cos(θ)

R2

a+ 5b = 8πi .

(C.8)

It is clear from (C.7) and (C.8) that a = 8πi and b = 0. Finally we have,

f̃αβγ(k) =
8πi

k4
kαkβkγ . (C.9)
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C.2 Convolution theorem

Convolution theorem states that the Fourier transform of the convolution be-

tween two functions is simply the product of the two functions transformed, and

vice versa. The convolution is defined by

(f ∗ g)(r) ≡
∫
f(r− r′)g(r′) d3r′ . (C.10)

The proof of the theorem is simply a matter of substitution of the definitions. Let’s

start off by substituting the definition of the inverse transform into (C.10),

(f ∗ g)(r) ≡
∫
f(r− r′)g(r′) d3r′

=

∫∫∫
d3r′

d3k

(2π)3

d3k′

(2π)3
f̃(k)eik·(r−r′) g̃(k′)eik

′·r′

=

∫∫
d3k

(2π)3

d3k′

(2π)3
f̃(k)g̃(k′)eik·r

(∫
d3r′ei(k

′−k)·r′
)

︸ ︷︷ ︸
(2π)3δ(k′−k)

∫
d3k

(2π)3
(f̃ ∗ g)(k)eik·r =

∫
d3k

(2π)3
f̃(k)g̃(k)eik·r .

(C.11)

Therefore we can identify the integrands on both sides,

(f̃ ∗ g)(k) = f̃(k)g̃(k) (C.12)

As an example, let’s calculate the Fourier transform of the first term of the

stress field due to dislocation density in (3.1),

σ
(1)
αβ = − µ

8π

∫
d3r′ εimαρβmfijj(r

′)(r − r′) . (C.13)

Apply the rule (C.12) to σ
(1)
αβ , we immediately arrive at

σ̃
(1)
αβ (k) = − µ

8π
εimαf̃ijj(k)ρ̃βm(k) . (C.14)
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Using (C.9) for f̃ijj(k), we then have

σ̃
(1)
αβ (k) = − iµ

k2
εimαkiρ̃βm(k) . (C.15)

Two other terms can be calculated in exactly the same way.
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APPENDIX D

FUNDAMENTAL EQUATIONS OF ELASTICITY THEORY

In the classical elasticity theory, the problems consist of finding relationships

between state variables such as displacement field ui, strain field ǫij , and stress

field σij at an arbitrary point subject to various constraints such as a distribution

of dislocations, boundary effects, an external body force, etc. There are many

standard textbooks on elasticity theory that provide details about the subject [143,

144]. Here we shall only give a brief discussion and provide simple relations that

connect various quantities together.

For deformations considered in our work, the total strain ǫT can be decomposed

into two pieces: the elastic strain ǫE and the plastic strain ǫP,

ǫTij = ǫEij + ǫPij . (D.1)

If one is given a distortion field β, one can find the corresponding strain field by

symmetrizing over the two indices,

ǫij =
1

2
(βij + βji) . (D.2)

The equation is valid on the three types of strain fields.

The total strain must be compatible; there must exist a total displacement field

u such that

ǫTij =
1

2

(
∂ui
∂xj

+
∂uj
∂xi

)
, (D.3)

or equivalently,

εpkiεqmj
∂2ǫTij

∂xk∂xm
= 0 . (D.4)

The equation (D.4) is called the compatibility conditions.
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The elastic strain tensor ǫE is related to the stress field σ through Hooke’s law :

σij = Cijkm ǫ
E
km (D.5)

The tensor relating the two quantities Cijkm is commonly known as the elastic

moduli tensor or the stiffness tensor. Since the stress and strain tensors are both

symmetric, Cijkm = Cjikm = Cijmk = Cjimk. Out of all possible 36 components, an

isotropic material only contains two independent constants,1

Cijkm = λ δijδkm + µ (δikδjm + δimδjk) , (D.6)

where we choose to express Cijkm in terms of the two Lamé constants. One can

express the two Lamé coefficients λ and µ in terms of two of the following three

quantities, Bulk modulus K, Poisson’s ratio ν, and Young’s modulus Ec:

λ =
3Kν

1 + ν
=

3K(3K −Ec)

9K − Ec
= − νEc

(1 + ν)(−1 + 2ν)
,

µ = −3K(−1 + 2ν)

2(1 + ν)
=

3KEc
9K − Ec

=
Ec

2(1 + ν)

It is also possible to invert (D.5) and express the strain components in terms

of the stress components. The tensor Sijkm that relates the two quantities is called

the compliance tensor,

ǫEij = Sijkm σkm . (D.7)

For an isotropic material,

Sijkm =
1

2µ

(
δikδjm + δimδjk −

ν

1 + ν
δijδkm

)
. (D.8)

1See, e.g. [143] for a nice discussion on how to use symmetries in getting rid of
the other 34 constants.
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APPENDIX E

PROOF OF STRESS-FREE DECOMPOSITION THEOREM

E.1 The proof

Let ρ̃SF represent a stress-free dislocation density which can be decomposed in

the following way,

ρ̃SF
ij (k) = Λ̃l(k)El

ij =

∫ ∞

−∞

d∆

∫
dΩ

∫
d3ω

(
a[k,ω,Ω,∆] · ρ̃GB

ij [k,ω,Ω,∆]
)
,

(4.47’)

where a[k,ω,Ω,∆] is defined by (4.48). It is to be shown that one retains the

original form of ρ̃SF
ij (k) upon the substitution of the expression for a into (4.47’).

ρ̃SF
ij (k) =

∫ ∞

−∞

d∆

∫
dΩ

∫
d3ω

i

(2π)3π3/2
ωl e

−|ω|2

×
∫ ∞

−∞

dk′ k′3Λ̃l [{k′ sin(θ) cos(φ), k′ sin(θ) sin(φ), k′ cos(θ)}] eik′∆

× (2π)2
δ(R−1

xp kp)δ(R
−1
yq kq)

iR−1
zr kr

ωnE
n
ij e−ik·∆

=
1

4π

∫ ∞

−∞

d∆

∫
dΩ

(
2

π3/2

∫
d3ω ωlωn e−|ω|2

)

︸ ︷︷ ︸
δln

En
ij

×
δ(R−1

xp kp)δ(R
−1
yq kq)

R−1
zr kr

e−ik·∆
∫ ∞

−∞

dk′ k′3Λ̃l [. . .] eik
′∆

=
El
ij

4π

∫ ∞

−∞

d∆

∫ 2π

0

dφ

∫ π/2

−π/2

dθ sin(θ)

×
δ(R−1

xp kp)δ(R
−1
yq kq)

R−1
zr kr

e−ik·∆
∫ ∞

−∞

dk′k′3Λ̃l [. . .] eik
′∆

(E.1)

According to the two δ-functions and the form of the rotation matrix R as

defined in (4.46), we can rewrite the δ-functions such that the arguments only
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involve the two angles of rotation. Using δ(g(x)) =
∑

a δ(x− a)/|g′(a)|, where the

sum is taken over all a’s with g(a) = 0 and g′(a) 6= 0 [145],

δ(R−1
yq kq)δ(R

−1
xp kp) = δ(kx sin(φ) − ky cos(φ))

× δ (kx cos(θ) cos(φ) + ky cos(θ) sin(φ) − kz sin(θ)) (E.2)

The first δ-function, δ(R−1
yq kq), gives

δ(kx sin(φ) − ky cos(φ)) =
1√

k2
x + k2

y

[δ (φ− φ01) + δ (φ− φ02)] , (E.3)

where φ01 = sin−1

(
ky√
k2

x+k2
y

)
and φ02 = sin−1

(
−ky√
k2

x+k2
y

)
. What this does is to

replace

sin(φ) → ± ky√
k2
x + k2

y

, cos(φ) → ± kx√
k2
x + k2

y

,

where + and − signs correspond to φ01 and φ02 respectively. With the above

replacement rules, the second δ-function becomes

δ (kx cos(θ) cos(φ) + ky cos(θ) sin(φ) − kz sin(θ)) =
1

k
δ(θ −±θ0) , (E.4)

where θ0 = cos−1
(
kz

k

)
with the ± convention used above, and k = |k|. In effect,

this makes

sin(θ) →
√
k2
x + k2

y

|k| , cos(θ) → kz
|k| , e−ik·∆ → e−ik∆.

Equation (E.1) becomes

ρ̃SF
ij =

El
ij

4π

∫ ∞

−∞

d∆

∫ 2π

0

dφ

∫ π/2

−π/2

dθ sin(θ)
1

R−1
zr kr

∫ ∞

−∞

k′3Λ̃leik
′∆ dk′

1√
k2
x + k2

y

1

k
[δ(φ− φ01)δ(θ − θ0) + δ(φ− φ02)δ(θ + θ0)] . (E.5)

We then get rid of the two δ-functions by integrating over the angles. After the

integrations,

R−1
zr kr = kx sin(θ) cos(φ) + ky sin(θ) sin(φ) + kz cos(θ) → ±k ,
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and e−ik·∆ = e−iR
−1
zr kr∆ → e∓ik∆. Since the δ-function of θ is split into two terms,

(E.5) becomes, after integrating out the angles,

ρ̃SF
ij =

El
ij

4π

∫ ∞

−∞

dk′
(
k′

k

)3

Λ̃l

[{k′
k
kx,

k′

k
ky,

k′

k
kz

}]∫ ∞

−∞

e−i(k−k
′)∆ d∆

+
El
ij

4π

∫ ∞

−∞

dk′
(
k′

−k

)3

Λ̃l

[
−
{k′
k
kx,

k′

k
ky,

k′

k
kz

}]∫ ∞

−∞

e−i(k+k
′)∆ d∆

(E.6)

The two integrations over ∆ give 2πδ(k − k′) and 2πδ(k + k′) respectively. Let’s

have a look at the second term. We can make a change of variable where k′ → −k′:

ρ̃
SF(II)
ij = −

El
ij

2

∫ −∞

∞

d(−k′)
(
k′

−k

)3

Λ̃l

[
−
{k′
k
kx,

k′

k
ky,

k′

k
kz

}]
δ(k + k′)

=
El
ij

2

∫ ∞

−∞

dk′
(
k′

k

)3

Λ̃l

[{k′
k
kx,

k′

k
ky,

k′

k
kz

}]
δ(k − k′)

(E.7)

The two terms combined give

ρ̃SF
ij = El

ij

∫ ∞

−∞

dk′
(
k′

k

)3

Λ̃l

[{k′
k
kx,

k′

k
ky,

k′

k
kz

}]
δ(k − k′)

= Λ̃l[k]El
ij

(E.8)

�

E.2 Some examples

Let’s take one of the simplest examples which is a twist boundary. According

to (4.44) the boundary, in Fourier space, can be written as

ρ̃
twist = − nb

ikz
δ(kx)δ(ky)E

z. (4.44’)

The form of a[k,ω,Ω,∆], according to (4.48), in this case is

atwist =
iωz

(2π)3π3/2
e−|ω|2

∫ ∞

−∞

dk′ k′3
(−nb) δ(k′ sin θ cosφ)δ(k′ sin θ sinφ)

ik′ cos θ
eik

′∆

= −nbωze
−|ω|2

(2π)3π3/2

δ(sin θ cosφ)δ(sin θ sinφ)

cos θ

∫ ∞

−∞

dk′eik
′∆

= −nbωze
−|ω|2

(2π)3π3/2

δ(sin θ cosφ)δ(sin θ sinφ)

cos θ
2πδ(∆).

(E.9)
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The combination of δ-function implies that φ = 0 or φ, thus

atwist = −nbωze
−|ω|2

(2π)2π3/2
δ(cosφ)δ(sinφ)δ(∆), (E.10)

implying that such a wall can be created by only one regular straight wall.

Figure E.1: A circular grain boundary can be decomposed into a series

of flat walls whose density decays as 1/∆3 away from the center

of the cylindrical cell.

A more complicated example is the case where one cuts out a cylindrical portion

of radius R inside a crystal with the axis of symmetry pointing along ẑ, rotates

it, and pastes it back (figure E.1). The resulting boundary is a circular grain

boundary which can be represented in Fourier space as follows:

ρ̃
circ = J1

(√
k2
x + k2

y R
) δ(kz)√

k2
x + k2

y

Ez, (E.11)
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where J1(·) is the Bessel function of type 1. In this case,

acirc =
iωz

(2π)3π3/2
e−|ω|2

∫ ∞

−∞

dk′ k′3
J1 (|k′ sin θ|R)

|k′ sin θ| δ(k′ cos θ) eik
′∆

=
iωz

(2π)3π3/2
e−|ω|2 δ(cos θ)︸ ︷︷ ︸

implies θ=π/2

∫ ∞

−∞

dk′ |k′|J1(|k′|R) eik
′∆

︸ ︷︷ ︸
−2iR

(∆2−R2)
3/2

Θ(∆−R)

=
2Rωze

−|ω|2

(2π)3π3/2(∆2 − R2)3/2
δ(cos θ)Θ(∆ −R).

(E.12)

This example emphasizes the important point that we mentioned earlier that any

stress-free dislocation configuration can be decomposed into the superposition of

flat cell walls. In particular, here we represent a cylindrical wall as an infinite sum

of flat walls with whose amplitudes go down as 1/∆3 with distance ∆ away from

the center of the cylindrical segment starting from the radius R from the center.

110



APPENDIX F

ONE DIMENSIONAL EVOLUTION LAW WITH THE MODIFIED

TRACE

In one dimension, according to equation 6.3, three of nine components of the

plastic distortion field βP
zj do not correspond to any dislocation content. These

three fields are, thus, irrelevant and never evolved—except for one component,

i.e., βP
zz when glide and climb are not treated equally by adjusting the value of λ

(so that λ 6= 0) multiplied with tr(βP) in (6.10). By violating spherical symmetry,

there are ways of taking the trace without involving βP
zz. The modified version of

equation 6.10, treating xx and yy the same way, becomes

∂tβ
P
ij = −1

2
(∂zE) ∂z

(
βP
ij −

λ

2
βP
kkδij

)
, (F.1)

where δij represents the 2 × 2 identity matrix. We can perform the mapping to

a(α) variables as done in section 6.2.1. This gives

∂ta
(α) +

(
1 − λ δ1,α

2

)
∂zE ∂za(α) = 0 (F.2)

The modified equation F.2 becomes identical to the original description (6.13)

when the mobility of glide and climb is the same (λ = 0), and the conclusions stated

in section 6.2.1 continue to hold. The form of the modified equation permits the

analysis at the other extreme limit where the volume is conserved (λ = 1). Here,

a(1) is time-independent, and thus a(1)(z, t) = a
(1)
0 (z). At late stage, the system

behaves in one of the following two ways:

(a) According to equation 6.15 specialized to λ = 1,

∂tE = −1

2
(∂zE) ∂z

[
E − 1

2
a

(1)
0 a

(1)
0

]
(F.3)
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which is satisfied when the system’s elastic energy is (piecewise) constant;

E = constant ≡ E0. Consequently a(2)(z) and a(3)(z) do not change with

time, and their values combine to make the energy constant according to

E0 = (1/2)(a
(1)
0 a

(1)
0 + a(2)a(2) + a(3)a(3)). Here, and generally when λ 6= 0, a(2)

and a(3) are no longer piecewise linear; their asymptotic functional forms are

determined by the initial state of a(1).

(b) The time-independence of a
(1)
0 (z) also gives rise to another possible late-time

solution.1 Because ∂tE = ∂t(E − (1/2)a
(1)
0 a

(1)
0 ),

∂t

[
E − 1

2
a

(1)
0 a

(1)
0

]
= −1

2
(∂zE) ∂z

[
E − 1

2
a

(1)
0 a

(1)
0

]
. (F.6)

In this case, E ′
0 ≡ E − (1/2)a

(1)
0 a

(1)
0 is constant, and thus F = ∂zE =

∂z((1/2)a
(1)
0 a

(1)
0 ). It follows from the constraint of the energy on a(α) that

∂z
(
a(2)a(2) + a(3)a(3)

)
= 0. (F.7)

The jump discontinuities of the Peach–Koehler force density F across cell bound-

aries result in the continuity of the strain energy density even when climb is for-

bidden.

1We have found a family of possible solutions that do not seem to show up in
our simulations. For example,

E =

∫ z

z0

A± 1

2

√
A2 + C dz′ − C

8
(t− t0) (F.4)

is a solution to equation F.3 with an arbitrary constant C, and A ≡
∂z((1/2)a

(1)
0 a

(1)
0 ). This leads to F = A± (1/2)

√
A2 + C and

a(α) = f

[
t− 2

∫ z

z0

F−1(z′) dz′
]

for α 6= 1, (F.5)

for an arbitrary function f [·], constrained to E = (1/2)a(α)a(α).
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Figure F.1 shows the plot of F at large time (solid line) against ∂z [(1/2)a
(1)
0 a

(1)
0 ]

(dotted line). The separation of regions of F into conclusion (a) and (b) is clear.

So far we are unable to predict when a transition from (a) to (b), and vice versa,

would occur. Note that, unlike the case with λ/3, this theory does not have the

wall–splitting feature.

0

0

0

0

L

L

+1.5+1.5

−1.5−1.5

Figure F.1: The Peach–Koehler force density F in solid line is shown against

∂z[(1/2)a
(1)
0 a

(1)
0 ] in dotted line. Regions with constant E appears

as zero (conclusion (a)) while the rest traces the initial curve of

∂z[(1/2)a
(1)
0 a

(1)
0 ] (conclusion (b)).
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APPENDIX G

UPWIND VERSUS FOURIER REGULARIZATION SCHEMES

Consider a function u(z, t) which satisfies the hyperbolic equation

∂tu+ a(z, t)∂zu = 0, (G.1)

in which the propagation speed depends on a known function a(z, t). An appro-

priate numerical scheme should consider the direction of information transfer such

that the data at a downstream location only includes the domain of dependence

of an upstream location. In particular, information flows along the character-

istics ; consider a family of lines parametrized by s in the z-t space defined by

dz/dt = a(z, t), by the chain rule,

du(z(s), t(s))

ds
= ∂tu

dt

ds
+ ∂zu

dz

ds
=
dt

ds

[
∂tu+

dz

dt
∂zu

]
= 0. (G.2)

Thus, u(z0, t) is constant along the trajectory of z0(s) which is a solution to dz/dt =

a(z, t).

The simplest of such scheme is the single-sided differencing

un+1
i − uni

∆t
= −

[
max(0, ai)D

−zuni + min(0, ai)D
+zuni

]
, (G.3)

where the correct direction of the upwinding depends on the sign of a. The oper-

ators D+z and D−z in equation G.3 are defined by

D+zuni ≡ uni+1 − uni
∆z

, D−zuni ≡ uni − uni−1

∆z
.

When the propagation speed a is positive, information flows from left to right,

and backward differencing D−z is chosen, and vice versa. Component-wise, our

evolution law in one dimension (equation 6.13) is of the form given in equation G.1.
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In this case, the differencing direction is given by the sign of F , and the equations

can be integrated out in the standard way as prescribed above.

The evolution law for our dislocation theory is, in general, not hyperbolic. We

appeal to Fourier regularization methods to numerically solve the equations of

motion. There exists, however, some simple cases where we can use the above

upwind scheme to numerically integrate the equations. Consider, as an example,

a single-slip system of parallel edge dislocations lying along the z-direction, with

Burgers vectors pointing in the x-direction, forbidding climb. The only relevant

component is βP
yx giving rise to ρzx according to ρzx = −∂xβP

yx.
1 The equation of

motion for βP
yx obeys

∂tβ
P
yx = (σyx∂xβ

P
yx) ∂xβ

P
yx , (G.4)

where σ̃yx = − 2µ
1−ν

kxk2
y

k2
x+k2

y
β̃P
yx. The term in the parentheses, σyx∂xβ

P
yx, is the char-

acteristic speed, and thus signifies the direction of the flow. The appropriate

differencing operator D±x can be selected accordingly. In cases where more than

one slip-system is active, the evolution equation for each component does not de-

couple. Without hyperbolicity, there is no natural basis where these equations

nicely separate. The transformation to a system of decoupled equations, if existed,

has to be done in a case-by-case basis.

In cases where suitable upwind scheme cannot be constructed, the most straight-

forward approach to prevent numerical instability is to add an artificial viscous

term to the equation. The additional term adds a diffusive smoothing at sharp

corners. The amount of needed artificial diffusion has to be carefully picked so

that it can prevent the instability and not cause significant rounding at edges.

1In general ρzx = ∂yβ
P
xx−∂xβP

yx, and βP
xx also contributes to ρzx. Since we forbid

the climb motion, the trace of J , or equivalently, the trace of βP has to be zero.
Thus, the evolution of βP

xx is suppressed, and its value remains zero.

115



The evolution law with a diffusive term added becomes

∂tβ
P
ij = JN.L.

ij + JDiff
ij , (G.5)

where JN.L.
ij is the actual dislocation current given by the theory, while JDiff

ij is the

required viscosity term with an appropriate order. In this work, we invoke two

forms of diffusive terms: JDiff
ij

(2)
= ǫ(2)∇2βP

ij and JDiff
ij

(4)
= −ǫ(4)∇2βP

ij . The first

form, appearing in the heat equation, has a long history and is used regularly in

many types of problems. The second form is more effective in suppressing high-

frequency fluctuations and is what we adopt for problems in two dimensions.

Equation G.5 is solved in a two-step process. (1) The solution is advanced

forward in time by a half incremental step ∆t/2 using the method of choice (here

we use 3rd-order TVD Runge–Kutta as outlined in [146]) without the diffusive

term. The spatial derivatives are calculated with regular central differencing. (2)

We then solve the equation with the diffusive piece, omitting JN.L.
ij , explicitly in

Fourier space according to

β̃P
ij(kx, ky, t+ ∆t) =





e−ǫ
(2)k2(∆t/2)β̃P

ij(kx, ky, t+ ∆t/2)

e−ǫ
(4)k4(∆t/2)β̃P

ij(kx, ky, t+ ∆t/2)

, (G.6)

where k ≡ (k2
x + k2

y)
1/2. The real-space solution is obtained after an inverse trans-

formation.

Figure G.1 shows the results of a one-component βP simulation in one dimen-

sion at, using ∆z = 1/1024, ∆t = 4 × 10−5, and ǫ(2) = ǫ(4) = 4.55 × 10−8, plotted

at every 1000 time steps. The simulations using the upwind and both diffusion

schemes are plot on top of one another. The results due to all three schemes agree

very well at early times. While the upwind and the fourth-order diffusion schemes

continue to match long after the formation of jump singularities, the second-order
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Figure G.1: Comparison between three numerical schemes: The re-

sults from numerical simulations using upwind, second-order dif-

fusion, and fourth-order diffusion schemes are plotted on top of

each other, with an interval of 1000∆t (time flows from left to

right, then top to bottom). The second-order result (shown in

red) differs from the other two during the intermediate times,

and later converges at large times.
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scheme differs from the other two in a substantial way. The wall tends to spread out

but remains stable. The discrepancies gradually diminish at large times. Results

in the regions away from the singularities appear to be identical at all times.
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APPENDIX H

VISUALIZING DISLOCATION DENSITY IN TWO DIMENSIONS

In one dimension where a dislocation density is allowed to vary only along one

direction, derivatives with respect to the varying dimension (taken to be along ẑ)

supplies a one-to-one relationship between each component of a plastic distortion

field βP
ij and a corresponding component of the dislocation field ρij , namely,

ρxj = ∂zβ
P
yj , ρyj = −∂zβP

xj , ρzj = 0 . (6.3’)

It is therefore natural to plot the components of βP since they are the basis of

choice, and their slopes directly provide information about ρ. In two dimensions

where dislocations vary along a plane perpendicular to ẑ, the relationships between

the components of βP and ρ are more involved:

ρxj = −∂yβP
zj , ρyj = ∂xβ

P
zj , ρzj = −∂xβP

yj + ∂yβ
P
xj . (H.1)

Plots of the components of βP
ij , therefore, do not give direct, physical pictures of

the system. We would like to come up with a representation that best describes

the dislocation contents without undergoing laborious numerical operations.

The simplest and perhaps most intuitive of such schemes is the contour plot

of βP
zj together with the density plot of ρzj. Consider f(x, y) = βP

zj for a given

j. Along a contour f(x, y) = f0, the directional derivative along the contour

v · ∇f(x, y) is zero by definition. This implies that the tangential vector v along

the contour is perpendicular to ∇f .1 We can construct v directly from ∇f by

requiring that their dot product vanishes:

v =



−∂yf(x, y)

∂xf(x, y)


 (H.2)

1The statement v ·∇f = 0 also implies that, since v points along a contour line,
∇f is always perpendicular to the contour lines—a well-known fact in calculus.
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Comparing (H.1) and (H.2), we can represent ρxj and ρyj realistically as families

of contour lines of βP
zj colored according to the value of j. In this respect, the

condition ∂iρij = 0 is automatically satisfied because each contour is closed (or

periodically continued). Most graphic software programs (including OpenDXr)

should already contain a routine that draws contour lines of a function.

Most of the work is concentrated on representing ρzj. The field ρzj is first com-

puted according to (H.1), then rendered as density background with the amount

of red, green, and blue determined by its value for each j. Regions with no dislo-

cations are painted in gray. This method allows us to encapsulate the information

of all nine components of ρ within one image. Figure H.1 shows a typical two-

dimensional data using this scheme.
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Figure H.1: Two-dimensional simulation, showing all evolving compo-

nents of the tensor ρ. The color map shows the dislocation

density for dislocations with tangent vectors t pointing out of

the plane, with RGB representing the three directions for the

Burgers vectors b and gray representing no dislocations. The

red, green, and blue lines are representative dislocations lying in

the plane, again with the same three Burgers vectors.
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