
  

 

ROBUST DESIGN WITH INCREASING DEVICE VARIABILITY IN SUB-

MICRON CMOS AND BEYOND: A BOTTOM-UP FRAMEWORK 

 

 

 

 

 

 

 

 

A Dissertation 

Presented to the Faculty of the Graduate School 

of Cornell University 

In Partial Fulfillment of the Requirements for the Degree of 

Doctor of Philosophy 

 

 

 

 

 

 

by 

Xuan Zhang 

January 2012



 

 

 

 

 

 

 

 

 

 

 

 

 

© 2012 Xuan Zhang 

ALL RIGHT RESERVED



 

 

ROBUST DESIGN WITH INCREASING DEVICE VARIABILITY IN SUB-

MICRON CMOS AND BEYOND: A BOTTOM-UP FRAMEWORK 

 

Xuan Zhang, Ph. D.  

Cornell University 2012 

 

My Ph.D. research develops a tiered systematic framework for designing 

process-independent and variability-tolerant integrated circuits. This bottom-up 

approach starts from designing self-compensated circuits as accurate building blocks, 

and moves up to sub-systems with negative feedback loop and full system-level 

calibration. 

a. Design methodology for self-compensated circuits 

My collaborators and I proposed a novel design methodology that offers 

designers intuitive insights to create new topologies that are self-compensated and 

intrinsically process-independent without external reference. It is the first systematic 

approaches to create “correct-by-design” low variation circuits, and can scale beyond 

sub-micron CMOS nodes and extend to emerging non-silicon nano-devices.  

We demonstrated this methodology with an addition-based current source in 

both 180nm and 90nm CMOS that has 2.5x improved process variation and 6.7x 

improved temperature sensitivity, and a GHz ring oscillator (RO) in 90nm CMOS with 

65% reduction in frequency variation and 85ppm/oC temperature sensitivity. 

Compared to previous designs, our RO exhibits the lowest temperature sensitivity and 

process variation, while consuming the least amount of power in the GHz range. 

Another self-compensated low noise amplifiers (LNA) we designed also exhibits 3.5x 

improvement in both process and temperature variation and enhanced supply voltage 



 

regulation.  

As part of the efforts to improve the accuracy of the building blocks, I also 

demonstrated experimentally that due to “diversification effect”, the upper bound of 

circuit accuracy can be better than the minimum tolerance of on-chip devices 

(MOSFET, R, C, and L), which allows circuit designers to achieve better accuracy 

with less chip area and power consumption. 

b. Negative feedback loop based sub-system 

I explored the feasibility of using high-accuracy DC blocks as low-variation 

“rulers-on-chip” to regulate high-speed high-variation blocks (e.g. GHz oscillators). In 

this way, the trade-off between speed (which can be translated to power) and variation 

can be effectively de-coupled. I demonstrated this proposed structure in an integrated 

GHz ring oscillators that achieve 2.6% frequency accuracy and 5x improved 

temperature sensitivity in 90nm CMOS. 

c. Power-efficient system-level calibration 

To enable full system-level calibration and further reduce power consumption 

in active feedback loops, I implemented a successive-approximation-based calibration 

scheme in a tunable GHz VCO for low power impulse radio in 65nm CMOS. Events 

such as power-up and temperature drifts are monitored by the circuits and used to 

trigger the need-based frequency calibration. With my proposed scheme and circuitry, 

the calibration can be performed under 135pJ and the oscillator can operate between 

0.8 and 2GHz at merely 40µW, which is ideal for extremely power-and-cost constraint 

applications such as implantable biomedical device and wireless sensor networks. 
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CHAPTER 1 

VARIABILITY IN SUBMICRON CMOS TECHNOLOGY 

As IC technologies scale, variability in the fabrication process and in operating 

conditions (e.g. supply voltage, environment temperature) induces more pronounced 

effects on circuit/system quality and threatens the future of the semiconductor 

industry. Traditional techniques applied at different stages of the design-flow to deal 

with variability are becoming less effective and more cumbersome for deep submicron 

nodes, and outright insufficient for applications with tight constraints of power, 

performance, and cost. It is of paramount importance to envision a new framework 

that systematically addresses the problem of designing robust circuits in the presence 

of increasing variability with minimum overhead. The focus of this dissertation is to 

present such a design framework based on a bottom-up approach and to discuss its 

merits and limitations in real applications using fully-integrated oscillators as an 

example case study. 

 

1.1 Introduction on Variability 

Since the invention of transistors 40 years ago, we have witnessed unprecedented 

technological advancement in integrated circuit design. The power of technology 

scaling has transformed the bulky assembly of discrete components in the early days 

to the sophisticated mobile electronics we have today. While embracing Moore’s 

predictions of exponential improvements in computation speed and cost, IC designers 

are acutely aware of the imminent challenges that may defy the continuation of this 

powerful force, one of which is the problem of variability. 

The existence of variability and its increasing magnitude in submicron CMOS 

presents many negative impacts on VLSI systems. It can cause serious functional 
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failure, significant yield loss, and wide performance spread, even in well-designed and 

optimized commercial micro processors. Often, design specifications of speed and 

performance have to be sacrificed when variability is taken into account. 

Variability originates from many distinct sources, which makes a general solution 

difficult to obtain. There are a few ways to categorize different types of variations in 

the circuit system and we will touch upon the definition of these categorizations and 

their usage in the following section. The characteristics of different types of variations 

are quite useful and will guide our way towards effective solutions later. 

Dealing with device variability is not entirely a new problem. In fact, it has been 

on the minds of engineers for a long time, and its history is almost as old as transistor 

itself [1, 2]. A brief overview of the existing techniques will be provided, and their 

effectiveness and deficiencies will be discussed under the design context we face 

today in submicron CMOS. Our proposed design work is motivated by the gaping 

gaps left behind by existing solutions, and will be the main focus of this dissertation. 

1.2 Impact of Variability on VLSI Systems 

As the functionality and performance of VLSI systems depends on their 

underlying building blocks, there should be no surprise that variability in the device 

electrical characteristics will ultimately emerge in the global system metrics. The 

impacts of variability on VLSI systems can manifest itself in different ways: 

 

Function failure:  

CMOS Transistors are normally optimized with a large noise margin to avoid 

direct function failures in fully digital systems, but even so critical blocks are not 

immune from variability, especially when the functionality depends on some hard 

voltage threshold. For example, consider the circuit shown in Fig. 1.1. Stage I is an 
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oscillator with a buffered and stepped down output leading into stage II, a frequency 

divider. Such circuits are commonly used in frequency synthesizers and other 

communications circuits. Even if we expect that the oscillator can be tuned somewhat 

to reduce the impact of variation in the LC tank, normal process variability in the 

transistors themselves can cause the circuit to fail. The desired response from the 

circuit, labeled “without variation”, is a divided down version of the oscillator output, 

with a clear threshold between levels useful in digital applications. The response 

labeled “with variation” shows the range of likely responses including the effect of 

normal process variation. The range of possible circuit behaviors across the process 

includes failure of the divider to latch on some input signals (flat output) and a wide 

variety of outputs with varied signal amplitudes and offsets. The extent of the output 

signal variation makes thresholding very difficult and leads to high rates of signal 

Fig. 1.1 Effect of variation on an oscillator in series with a frequency divider, causing 
the oscillator output to vary in amplitude and the divider to fail or produce ambiguous
results. 
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errors among other problems [3].  

 

Yield loss:  

For commercial integrated circuits products, we care about not only that each chip 

executes functions correctly, but also what percentage of these chips fall within a 

certain performance specification. This percentage is defined as yield, and it 

determines the economic viability of any IC products. Unfortunately, variability is 

increasingly becoming a huge yield limiting factor in today’s CMOS process [4]. 

Most digital VLSI systems, such as the micro-processor, are synchronous designs, 

and have a maximum operating frequency that is determined by the aggregated delay 

from its critical paths and is often used as one critical metric to gauge the system 

performance. In this case, device variability leads to delay variations from the critical 

paths and hence considerable variations of the maximum operating frequency, which 

causes significant reduction in system performance for most fabricated chips. To make 

the matter worse, sophisticated VLSI systems nowadays have many other performance 

requirements to fulfill in addition to the operating frequency. Variations of the 

threshold voltage can cause huge leakage power variations among different 

components or different chips due to an approximate exponential relationship between 

the two. Since sub-threshold leakage power is a major portion (30% to 50%) of total 

power consumption [5], a 5 to 10 times variation in the leakage power alone 

contributes to almost a 50% variation in total power. This in turn brings uncertainty to 

the power consumption and the hotspot of microprocessors. In fact, the problem of 

meeting several performance requirements simultaneously has important effect on the 

overall yield of the system, and it is often described by the term parametric yield in the 

literature [6]. 

In order to demonstrate the parametric yield, let us look at a simple case in the 
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micro-processor design where only operating frequency and leakage power 

requirements are considered. Even in a mature process like the 65nm CMOS, we have 

already seen a 30% variation in operating frequency and 5 to 10 times variation in 

leakage power (Fig. 1.2). 

Since a chip that passes the quality test must meet the requirements on both its 

normalized frequency and leakage, the parametric yield is obtained by integrating the 

joint probability distribution between the two performance ranges (i.e. normalized 

frequency>1.2 and normalized leakage<2.5). You can clearly see from the scatter plot 

in Fig. 1.2 that a lot more high-speed chips have to be thrown out because they exceed 

the leakage limit. 

 

Performance spread:  

Unlike digital circuits that encode signals as discrete voltage levels, analog circuits 

utilize the information in continuous value and thus are particularly susceptible to 

process variations. Analog circuit metrics, such as gain, bandwidth, and input 

Fig. 1.2 Spreads in normalized frequency and leakage in processor design. Courtesy
of [19] 
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impedance, are often functions that directly relate to the electrical properties of 

devices, and will vary greatly from process to process. 

In order to overcome this performance spread caused by variability, traditional 

design principles demand margins large enough to tolerate the worst case combination 

of process variation, supply fluctuation, and temperature change. 

 

Design tradeoff: 

As we discussed earlier, variability can lead to a number of negative effects on 

VLSI systems, and the techniques to mitigate these effects can be quite expensive in 

terms of design trade-offs. Correcting function failure may require sensing the signal 

amplitude from each stage of the circuit via an envelope detection and feedback in the 

form of gain control, consuming considerable power in the control circuits and loading 

the high frequency output nodes of each circuit.  Improving the parametric yield and 

leaving large design margins can also lead to significant power-speed-yield/margin 

tradeoffs. For example, in inverter chains in 90nm CMOS technology, threshold 

voltage variations result in 100% increase in energy consumption for the same 

performance or a 25% reduction in performance for the same energy consumption [7]. 

As technology continues to scale beyond 22nm, process variations will increase in 

magnitude, resulting in wider distribution of transistor threshold voltages and feature 

sizes [8]. Since the behavior of the fabricated design in terms of power and 

performance differs from what designers intended, the effect of variations looks like 

inherent uncertainty in the design. All the above-mentioned impacts of variability are 

expected to become even worse as technology scales. Future chip designers need to be 

prepared for this increasing level of uncertainty and respond proactively to this 

challenge with flexible and adaptive designs that can tolerate or/and compensate for a 

broad range of variability. 
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1.3 Categorizations of Variability 

The term variability encompasses many different types of variations in VLSI 

systems. To avoid any confusion, this section is devoted to clarify their definitions by 

categorizing them in two useful ways. 

1.3.1 By source 

The most straightforward way to separate different types of variability is probably 

through its physical origins. Broadly speaking, variability can be divided into two 

parts: physical variability and environmental variability. 

 

Physical variability: 

Physical variability has been well investigated in the past [9]. A number of studies 

have been done to measure and characterize process variability and to extract the 

major cause of variability in different technology nodes [10, 11]. A common way to 

partition the semiconductor fabrication flow is front end and back end process, which 

can also be used to further divide the physical variability. The former refers to the 

variability associated with creating active components: implantation, oxidation, 

polysilicon line definition, etc; the latter involves the processing steps that define the 

wiring and the passive components of the integrated circuits: deposition, etching, 

chemical mechanical polishing (CMP), etc.  

Since lithography and etch are common processing steps shared by both front end 

and back end, they affect the active and passive components in similar ways by 

defining the outline and roughness of their geometry. On the other hand, implantation 

is unique in the front end and determines the dopant distribution and concentration, 

while electroplating and CMP are used more heavily in the back end and generate 
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additional types and sources of variations in the metal material property, thickness, 

and planarity. 

The variability caused by the front end processing steps appears to be more 

dominant in determining timing variability of VLSI systems, and can manifest itself 

through variations in the following parameters: gate length/ width, threshold voltage, 

dielectric thickness, energy level quantization, and lattice stress [12, 13].  

 

Environmental variability: 

The physical variability is predominantly a function of the fabrication process, but 

an IC system often shares a common operating environment with other components in 

the package during its operation and changes in this environment could also affect the 

system performance and generate variability. Supply voltage fluctuation, thermal 

gradients, mechanical stress, and signal coupling and interference are just a few 

sources of variability in this family. Process variation, together with the first two 

major environmental factors (voltage and temperature) are often referred to as the 

PVT variations in the literature and considered to be the focus of most variability-

tolerant designs.  

1.3.2 By spatial scale 

While understanding the physical origins of variations in the fabrication process is 

important, it does not provide much guidance or insights for circuit designers. That is 

why there exists another popular categorization of variability by its spatial scale, in 

which process variation is broken down into lot-to-lot (L2L), wafer-to-wafer (W2W), 

across-wafer, across-reticle, and within-die (WID) variation [14] according to the 

device statistics obtained at different scales. This classification is particularly useful in 

analyzing variability’s impact on system performance, and will be referenced quite 
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often in this dissertation. 

As far as the circuit designer is concerned, the primary distinction is between die-

to-die (D2D or interchip) and within-die (intrachip) variability. Consider again micro-

processor design as the digital example. The aggregated delay on its critical path is the 

summation of the delays from each digital block. In this case, the interchip variability 

of the delay is the same for all the blocks (assuming each stage uses similar digital 

design), while the intrachip variability gets averaged by the summation. This is also 

the reason why interchip variability tends to shift the operating frequency of micro-

processor chips and intrachip variability has more pronounced effects in determining 

the variance of the operating frequency. In analog designs where matching has been a 

major concern, intrachip variability causes mismatch between transistors of the same 

size, and interchip variability shows up as offsets that plague the absolute accuracy of 

the design. 

This spatial scale classification of variability is not only helpful for circuit 

designers, but also provides important insights to device modeling. In fact, the most 

common and comprehensive device model of variability is based on decomposing it 

into different spatial scales. 

1.3.3 Clarifications 

Due to its complicated classification, variability are often described and 

distinguished quite loosely, and sometimes even incorrectly, by a few different 

dichotomies. Here, we would like to provide some clarifications on how these 

dichotomies can relate to the categorizations introduced above.  

 

Systematic versus random: 

Systematic (or deterministic) and random (or stochastic, statistical) variations are 
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probably the most confusing concepts that cry for clarification. The confusion stems 

from not distinguishing the actual mechanisms that generate variation from one’s 

ability to predict the value of a variable deterministically. For example, a well-

specified non-uniform temperature profile of the wafer is observable and thus 

systematic to the process engineer, but since it cannot be corrected in the fabrication 

process, this source of variation appears to be statistical to the circuit designer. 

Similarly, lithography aberrations are usually caused by the relative spatial positions 

of adjacent shapes, and hence are deterministic once the physical layout of the system 

is complete. However, from the circuit designer’s point of view, being further along 

the design flow, the actual layout is unknown to the designer and can only be modeled 

as a stochastic factor. 

At the same time, there are some physical mechanisms that are inherently random, 

such as dopant implantation and etching roughness, and can be modeled as random 

variables at any stage. 

 

Intrinsic versus extrinsic: 

Extrinsic causes of variation refer to those related to the issues of manufacturing 

control and engineering that generate unintentional shifts in the processing conditions 

of the semiconductor fabrication, such as temperature, pressure, optical depth, and 

other controllable factors. Intrinsic causes of variation come from the fundamental 

atomic-scale randomness of the devices and materials. It is another useful way to 

distinguish the sources of variability. 

 

Static versus dynamic: 

It is often tempting to equate static variability to process variations and dynamic 

variability to voltage and temperature variations; because the former is predetermined 
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once the fabrication process is complete, while the latter depend on changing 

operating conditions. This simplification is, however, not strictly correct. These days, 

more and more attention is directed to the study of reliability issues in IC systems that 

originate from device aging and its reversible and irreversible effects on system 

performance. 

 

Mismatch versus offset: 

These terminologies are more popular among the analog community, especially 

where differential signal path is employed. In this dissertation, they are used 

interchangeably with die-to-die (offset) and within-die (mismatch) variations. 

1.3.4 Scaling trends 

As alluded to earlier, the exponential pace of scaling has a profound impact on 

device variability, particularly in the deep submicron regime. Although it is quite 

difficult to predict the magnitude of variability in future technology nodes, several 

trends appear to be inevitable. 

Precise control of the fabrication process is getting harder, as the nominal target 

values of the transistor geometric features are decreasing. Further scaling has made 

key process parameters, such as the minimum transistor channel length and the 

interconnect pitch, approach nanometer scale, and in effect put a burden on our ability 

to improve manufacturing tolerances. The cost of building a state-of-the-art fabrication 

facility has already skyrocketed to billions of dollars, but unless we can find effective 

solutions to improve the resolution/precision of the fabrication equipment at the same 

rate of scaling, the dielectric thickness and line edge roughness are bound to be more 

substantial contributors to the variability budget. 

In addition to the pressures from extrinsic causes of variation, the fundamental 
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limitation imposed by the intrinsic device and material property on the atomic scale is 

probably more daunting than ever. In the proposed 16nm process, the number of 

dopant atoms and ions in the channel falls within two digits [15], and not to mention 

the dielectric film is less than 3 atom layer thick. This means that even if we can 

control the fabrication process perfectly, the fundamental randomness in the behavior 

of silicon structure will unavoidably surface and diligent treatment of quantum physics 

has to be applied. For example, as the threshold voltage of the transistor is determined 

by the number and the placement of the dopant atoms, which are randomly scattered in 

the channel area, huge increase in the magnitude of variance is expected in threshold 

voltage, as well as discernable energy quantization effects. 

1.4 Existing Solutions 

Due to its numerous and heterogeneous causes, general solutions to reduce 

variability on a global scale are very rare. Instead, a divide-and-conquer strategy is 

employed and process engineers, computer architects, circuit designers, CAD 

developers, and test engineers each focus on their areas of expertise. 

 

Improving the fabrication: 

Since lithography accounts for a significant portion of the extrinsic manufacturing 

variations, a number of techniques have been invented to enhance the resolution and 

fidelity of the lithography process.  

Conventional lithography is limited by Rayleigh criterion to have a minimum 

resolution of Rmin=0.5λ/NA. To overcome this constraint, artificial patterns of 

destructive interference have to be created by manipulating the phase of the light. Off-

axis illumination (OAI) and phase-shift mask (PSM) are two methods developed 

following this line of thought, as both create additional 180o phase shift through the 
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path difference and are able to improve the resolution by 2, i.e. Rmin=0.25λ/NA. 

Optical proximity correction (OPC) is another measure that proves to be very 

successful in improving the accuracy of the photolithography image. By pre-distorting 

the mask patterns to compensate for the predictable lens aberration and light 

scattering, OPC could prevent functional failures due to poorly printed features, 

particularly at the edge of the layout shapes and reduce the intrachip linewidth 

variation. To further improve the image robustness, subresolution assist features 

(SRAF) are often inserted in conjunction with OPC. 

The back end variability discussed earlier is related to pattern dependencies. 

Usually, regular reoccurring patterns are favored in the layout for having lower 

variance in the printed shapes after lithography. This is achieved by post-processing 

the layout with the insertion of dummy fill to improve the layout regularity. In the 

back end metal layers, dummy fill has the additional benefit of ensuring interconnect 

planarity, because filling the empty space with dummy metal patterns improves the 

uniformity of oxide CMP process. Automatic algorithms to generate dummy fill 

patterns based on existing layout have been widely adopted in today’s advance CMOS 

process. 

 

Improving the device: 

Device engineers have also been busy with designing novel processing methods 

and device structures that exhibit reduced variation. For example, the implantation 

depth and profile in the diffusion region of CMOS transistors have been rigorously 

studied to determine the optimal parameters for lower current variations [16]. It has 

also been demonstrated that some of the recently proposed technologies, such as the 

fully-depleted silicon on insulator (FD-SOI) and double gate transistors (i.e. FinFET), 

have lower standard deviations in their threshold voltage and on-current 



14 

characteristics, which adds to their more obvious advantages of reduced parasitic 

capacitance and alleviated short-channel effect over bulk CMOS [17]. 

 

Improving the circuit: 

Traditionally, circuit designers have very limited ability to deal with variability. 

Rather than proactively attacking this problem, defensive measures are most often 

taken based on rule-of-thumb design principles. Kinget has summarized some of the 

most quintessential techniques used in analog circuit design to mitigate the impact of 

device mismatch in his paper [18]. Generally speaking, high overdrive voltages are 

preferred in fixed current biasing applications, while low overdrive should be used in 

fixed voltage biasing case. 

Since transistor mismatch is such a critical issue in analog and mixed-signal 

circuits, designers often avoid automatic layout and routing tools and resort to 

deliberate common centroid layout, which utilizes the symmetry of the pattern 

location and orientation to reduce geometric mismatch in devices caused by gradients. 

 

Improving the architecture: 

Most computer architecture level solutions attempt to deal with the process-related 

timing failure and variability through post-silicon compensation and adaptation. One 

branch of techniques called adaptive body biasing (ABB) utilize the body potential to 

tune the threshold voltage of transistors, so that frequency and leakage spread can be 

optimized simultaneously [19]. Although first proposed for global tuning of the chip, 

ABB can be applied locally, as well as with multiple supply voltage levels for further 

yield enhancement. 

Robust logic design approaches have also been investigated at the 

microarchitecture level. The technique demonstrated in RAZOR [20] uses a shadow 
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latch to detect circuit timing errors and correct them by boosting the supply voltage 

until error rate drops below certain acceptable number. In pipelined designs, timing 

slack can be generated by either process induced frequency variation or supply voltage 

disturbance. In order to achieve optimal power and performance under variability, the 

authors described ReVIVaL [21], a novel architecture that combines variable latency 

with post-fabrication voltage interpolation for each pipelined stage in the processor 

core. 

 

Improving the optimization: 

The difficulty of designing VLSI systems in the presence of variability partly 

stems from the primitive capability of our CAD tools that lack the proper and efficient 

treatment of randomness. To address this deficiency, more powerful analysis and 

simulation programs have been developed that are equipped with algorithms for 

parametric yield optimization [22] and statistical timing optimization [23]. These tools 

can perform multi-objective optimizations to improve system timing, power 

dissipation, routability and yield simultaneously and substantially speed up the 

iterations of logic and layout synthesis to reduce product cycle. 

Variation-aware design procedures have been gaining a lot of tractions lately in the 

design of SRAM [24] and algorithmic blocks. In these proposed procedures, 

comprehensive variability-enabled transistor models are included very early on in the 

design flow to fully account for the effect of variability on the circuit block. 

 

Improving the testing: 

Post-fabrication chip testing is probably the last line of defense against variability, 

where the trade-off between cost and performance is most acute. 

One of the innovations that enjoys great commercial success is product binning, a 
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process of sorting manufactured chips based on tested level of performance. In this 

way, large variance in chip performance is transformed into several specification 

ranges to satisfy different market segments. Product binning allows the manufactures 

to recoup the revenue by selling the lower performance parts at a lower price, instead 

of simply discarding the functional outliners. However, die-to-die variations (D2D), 

within-die (WID) variations cannot easily be solved by speed-binning techniques, 

because a handful of slow transistors can potentially lead to slow paths that affect 

overall processor clock frequency. 

When the accuracy requirement is particularly high (within 1%), post-fabrication 

adjustments, such as laser trimming [25], polysilicon fuses [26], and multi-point 

calibration, are routinely employed. These solutions consume precious test time and 

require expensive automatic testing equipment (ATE) or considerable built-in self 

testing (BIST) overhead on chip, therefore are more commonly reserved for sensitive 

parts in high-end IC products. 

1.5 The Missing Circuit Solution—Dissertation Organization 

A survey of the variability landscape in VLSI systems thus far indicates that while 

the looming problem of variability has attracted the attentions of researchers from 

many diverse fields, a systematic design approach is still missing at the circuit level. 

As proposals of adaptive resilient architecture are exhausting their potential and 

innovations in process and device are hitting the wall of fundamental physical limits, 

more and more power now resides in the creativity of circuit designers to close the 

widening gap between variability and performance. 

In the chapters to follow, I will present a tiered systematic framework (Fig. 1.3) 

developed for designing process-independent and variability-tolerant integrated 

circuits. This bottom-up approach starts from designing self-compensated circuits as 
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accurate building blocks, and moves up to sub-systems with negative feedback loop 

and full system-level calibration. It is particularly suitable for designing VLSI systems 

that can achieve robust performance under tight constraints of power, cost, and 

complexity. 

To fully demonstrate the capability of our proposed design framework and prove 

its practical application, I use the design of low-power high-accuracy on-chip 

oscillators as a case study demonstration vehicle. In Chapter 2, the challenge of 

designing oscillators in the presence of variability is introduced. After revealing the 

critical role of ring oscillators as essential IC building blocks and basic test structure 

for process variability characterization, I will discuss in detail the existing previous 

work on integrated oscillator design with enhanced accuracy. At the end of Chapter 2, 

I will define the scope of the oscillator design case study and put it in the application 

context of ultra low power sensor node. 

A novel design methodology proposed by my collaborators and I debuts in 

 

Fig 1.3 Diagram of the proposed tiered systematic design framework. 
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Chapter 3. It offers designers intuitive insights to create new topologies that are self-

compensated and intrinsically process-independent without external reference, and is 

the first systematic approaches to create “correct-by-design” low variation circuits. 

Based on this methodology, we demonstrate the design of a GHz ring oscillator (RO) 

in 90nm CMOS with 65% reduction in frequency variation and 85ppm/oC temperature 

sensitivity. Compared to previous designs, our RO exhibits the lowest temperature 

sensitivity and process variation, while consuming the least amount of power in the 

GHz range. The same methodology is also applied to design an addition-based current 

source having 2.5x improved process variation and 6.7x improved temperature 

sensitivity and a self-compensated low noise amplifiers (LNA) exhibiting 3.5x 

improvement in both process and temperature variation and enhanced supply voltage 

regulation. 

Chapter 4 presents the negative feedback loop based sub-system built upon the 

accurate blocks we developed in Chapter 3. The feasibility of using high-accuracy DC 

blocks as low-variation “rulers-on-chip” to regulate high-speed high-variation blocks 

(e.g. GHz oscillators) is explored. In this way, the trade-off between speed (which can 

be translated to power) and variation can be effectively de-coupled. We demonstrated 

this proposed structure in an integrated GHz ring oscillators that achieve 2.6% 

frequency accuracy and 5x improved temperature sensitivity in 90nm CMOS. 

To enable full system-level calibration and further reduce power consumption 

during active feedback, the implementation of a successive-approximation-based 

calibration scheme for tunable GHz VCOs is described in Chapter 5. Events such as 

power-up and temperature drifts are monitored by the circuits and used to trigger the 

need-based frequency calibration. With the proposed scheme and circuitry, the 

calibration can be performed under 135pJ and the oscillator can operate between 0.8 

and 2GHz at merely 40µW, which is ideal for extremely power-and-cost constraint 
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applications such as implantable biomedical device and wireless sensor networks. 

In Chapter 6, after showcasing a number of oscillator designs in the previous 

chapters, we dwell upon the fundamental question on the upper bound of circuit 

accuracy and how it relates to the minimum tolerance of on-chip devices (MOSFET, 

R, C, and L). It can be proven that achieving accuracy better than the tolerance of any 

devices without external reference is possible, thanks to the “diversification effect”, a 

concept commonly known in the theory of portfolio management. 

Finally, Chapter 7 concludes the dissertation by discussing the potential of our 

proposed design framework to scale beyond sub-micron CMOS nodes and extend to 

emerging non-silicon nano-devices. 

The power of Moore’s law has fueled the rapid advancement of information 

technology, but recently, its pace has been stalled by increasing uncertainty of the 

nano-scale devices and the constraint of power consumption. By addressing the 

fundamental challenges of variability and adaptive performance in VLSI system 

design, the proposed technology-independent design framework will extend the life of 

Moore’s law and unleash the full potential of deep sub-micron CMOS process with 

scaling and the emerging technology beyond CMOS. 
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CHAPTER 2 

IMPROVING FREQUENCY ACCURACY OF INTEGRATED 

OSCILLATORS: A CASE STUDY 

2.1 Introduction 

The oscillator is widely used in the VLSI systems for a range of applications. 

When integrated on chip, it is influenced by the same variability discussed in Chapter 

1. However, to achieve the design requirements and improve the performance metrics 

of the system, many applications demand a stable center frequency despite the 

variations induced by fabrication and environment. Due to the ubiquitous and essential 

role the oscillator plays in the VLSI systems, it is chosen as the circuit example to 

demonstrate the proposed bottom-up design framework for robust circuits.  

This chapter intends to clarify the design specifications for the integrated oscillator 

circuit used in the case study. Section 2.2 provides a survey of available oscillator 

solutions distinguished by their resonating elements, with comments on the frequency 

accuracy of each solution. The functions commonly performed by the oscillator in 

integrated circuits are summarized in Section 2.3. Over the discussion of different 

system requirements imposed by the diverse application contexts, some desirable yet 

unfulfilled attributes emerge that motivate the quest of an integrated oscillator with 

high accuracy and low power consumption. A more detailed discussion on the ring 

oscillator is included in Section 2.4, focusing on the challenges of designing low 

frequency variation oscillators in sub-micron technologies. Although a number of 

accuracy-enhancing techniques for the ring oscillator have proposed in the literature, 

there still exists a crucial design space that is unfilled by existing technology and calls 

for a fully-integrated low power oscillator with improved frequency accuracy at GHz. 
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2.2 Types of Oscillators and Their Accuracy  

The frequency and its accuracy of an oscillator are largely determined by the 

physical property of the resonating element. By identifying the underlying oscillation 

mechanism, we can classify the oscillators commonly used in integrated circuits and 

analyze their performance and cost characteristics. 

2.2.1 Crystal Oscillators 

Quartz crystals have very stable frequency, thanks to the stable mechanical 

resonance of the vibrating crystal in the piezoelectric material. By cutting a quartz 

crystal at a specific angle, very selective resonance frequencies can be obtained. Each 

one of these cuts has specific properties and reacts differently to changes in the 

environment and aging. For example, the most common low-frequency quartz crystals 

are Y-cut crystals and can operate up to about 100 kHz. They have a quadratic 

frequency error curve reaction to changes in temperature. These crystals are 

commonly used in real time clocks to keep wall time during system sleep, because 

they consume very little power (< 15uW). For higher frequencies, AT-cut crystals are 

employed. Their frequencies cover the range from 1MHz up to several hundreds of 

MHz. Unlike the Y-cut, the AT-cut crystal exhibits a cubic frequency error curve 

reaction to changes in temperature. 

Temperature contributes most significantly to the frequency uncertainties of 

crystal oscillators, compared to other factors such as material impurity, aging, 

mechanical stress/shock/vibration, and gravity. Uncompensated crystals might exhibit 

20ppm to more than 100ppm frequency error depending on the quartz quality. Various 

compensation techniques have been proposed to improve the frequency accuracy 

below 1ppm with higher manufacturing cost and system complexity [27]. Despite 
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having superior frequency accuracy, crystal oscillators cannot be integrated on chip 

and are not available for GHz operation without additional power-hungry frequency 

multiplier circuits.  

2.2.2 Silicon Resonators 

The most obvious advantage of silicon resonators over crystals is the possibility to 

directly integrate them into the CMOS process. Microelectromechanical System 

(MEMS) resonators, such as those based on thin film acoustic-wave resonator (FBAR) 

technology, are among the latest developments in silicon resonator.  

In addition to being compatible with the CMOS process for low cost fabrication, 

FBAR-based oscillators can operate at GHz range with very low phase noise [28], 

thanks to their high-Q resonance tank. The temperature coefficient of an 

uncompensated FBAR is about -25ppm/oC, and it can be improved with physical 

compensation to achieve zero-drift resonator that has average temperature dependence 

of 1ppm/oC. At much lower frequency, Ruffieux et. al [29] also demonstrated a 1MHz 

aluminum nitride (AIN) thin film driven silicon resonator that can achieve 

approximately 0.4ppm/oC over the temperature range of 0 to 50oC with batch 

calibration. 

Silicon resonators usually consist of large MEMS structures on the order of mm2 

and require additional steps in the fabrication process. Their operating frequencies are 

higher than crystals and span MHz to GHz depending on the thin film material of the 

resonator. However, the tuning range of the silicon resonator is very limited (<1%) 

[30] due to the sturdiness of its underlying mechanical resonating elements, and hence 

is often used as reference frequency generator instead of tuning oscillators. 
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2.2.3 LC Oscillators 

Moving away from the specialized MEMS structures on silicon, one of the 

simplest resonating elements available in most CMOS processes is an LC tank. An 

electric current can resonate between the two elements at the circuit's resonant 

frequency, forming the core of an LC oscillator.  

The quality (Q) factor of the LC tank plays very a critical role in many key aspects 

of the LC oscillator’s performance, such as phase noise, power consumption, and 

tuning range. Since Q=ωo/Δω, where ωo is the oscillation frequency and Δω stands for 

the bandwidth of the LC filter, a higher Q-factor means a sharper transfer function 

with narrower bandwidth to filter out the off-center noise. On-chip inductors usually 

have quality factors between 10 and 25, which is lower than some silicon resonators, 

but high enough to meet the phase noise requirements of most narrow-band 

communication circuits. 

To sustain the resonance of an LC tank, sufficient negative resistance must be 

generated to compensate for the energy loss caused by the parasitic resistance in the 

tank, which can be modeled by a parallel tank resistance RP. The negative resistance is 

usually generated by a cross-coupled transistor pair and has the magnitude of 1/gm, 

where gm represents the transconductance of the transistor and can be expressed as a 

function of the bias current IB: 
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At the same time, the following relationship exists between the Q factor and RP: 
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Since the power consumption of the cross-couple pair equals IBVDD and the 

oscillation condition demands RP>1/gm, the minimum power of an LC oscillator can 

be derived as 
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in which µ is the mobility, Cox is the unit oxide capacitance, and VOD is the over drive 

voltage. For a given fabrication process and operating frequency, the right hand 

expression in (2.3) often cannot be minimized beyond an optimal value, resulting in a 

lower bound for the power consumption of LC oscillators. At the GHz range, the LC 

oscillator usually consumes at least a few hundred µW for continuous operation. 

The resonance frequency can be adjusted by tuning the capacitance in the LC tank. 

To achieve a wider tuning range, switched capacitor arrays are often employed in LC 

oscillators in addition to the standalone varactors with a maximum tunability of 20%. 

The trade-offs between the on-resistance and the parasitic capacitance in MOS 

switches prevent the tuning range to be more than 100% in LC oscillators, because 

wide tuning demands smaller switch transistors with minimum parasitic capacitance, 

while high Q factor demands larger switches with low on-resistance. 

Compared to silicon resonators, LC oscillators offer lower production cost and 

easier integration with existing CMOS technology, but the precision of on-chip 

inductor and capacitor and their temperature dependence make the frequency of this 

resonating element less stable. A statistical analysis of passive delay line based on 

discrete components [31] suggests that frequency errors in the order of a few percent 

can be easily observed in LC oscillators that occupy ~0.5mm2 chip area.  
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2.2.4 RC Oscillators 

On-chip oscillation can also be produced using resistor and capacitor by relaxation 

oscillators that deliver more compact integration than LC oscillators, because the size 

of an inductor is large compared to a resistor. Many modern microprocessors integrate 

such RC-type oscillators as a cheap alternative to external resonators, as they are 

easily realizable in standard CMOS process. 

Ultra low power frequency generators based on relaxation oscillators have been 

proposed that typically operate at kHz to low MHz range. Denier [32] has 

demonstrated a 3.3 kHz low-power relaxation oscillator in 0.35µm CMOS technology 

without external components that has 6.9% relative accuracy as measured by the 

standard deviation (σ) of the oscillation frequency.  

The operating range and the accuracy of the output frequency in RC oscillators are 

closely coupled. The former is determined by the RC time constant in the circuit and 

higher output frequency means smaller R and C values. On the other hand, like the LC 

circuit, the RC circuit uses passive components that are subject to similar degrees of 

inaccuracies and resistors and capacitors of large size have better fabrication tolerance. 

Therefore, it becomes harder to design accurate RC oscillators at higher frequency. 

2.2.5 Ring Oscillators 

A ring oscillator is a circuit consisting of an uneven number of inverters that have 

specific transition time. Connecting them into a loop generates an oscillating signal 

with a frequency of 1/nTINV, where TINV is the transition time of one inverter.  

The advantages of ring oscillators are their extremely low cost, compact size, wide 

tuning range, and low power consumption. An all-digital ring oscillator can be 

synthesized to allow seamless integration with the automated digital design flow and 
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optimize for size and power. The frequency of a ring oscillator can be changed by both 

revising the number of inverters in the circuit and adjusting the transition time of each 

stage to cover a very wide range of frequency. The delay stages used in the ring 

oscillator are often minimum-sized digital gates, which makes it possible to exploit the 

power saving in the scaling technology to the uttermost extent.  

However, in spite of all the advantages mentioned above, uncompensated ring 

oscillators suffer from poor frequency accuracy, because the transition time of each 

stage varies significantly from process variation. This characteristic of ring oscillators 

is sometimes utilized to measure and characterize the fabrication process [33, 34]. It is 

not uncommon for today’s sub-100nm process to have more than 35% 3σ variation in 

both its drive-current and propagation delay within a single chip. In 90nm and 65nm 

CMOS, variability of more than 26% can be observed in the gate delay from chip to 

chip [35]. In addition to process, the oscillation frequency also depends heavily on the 

applied voltage and temperature of the circuit, enabling designs of supply noise 

monitors [36] and temperature sensors [37] based on ring oscillator structure. 

Usually, hybrid designs of ring oscillators and some sort of RC-oscillator can be 

found in some applications where the actual frequency isn't critical and where a cheap 

oscillator is necessary or desired. Given its power, size, and cost, the ring oscillator is 

very attractive for applications with stringent power and cost budget, if its frequency 

accuracy can be improved to meet the requirements of those systems. 

 

Research in resonators is still very active, and there are a multitude of resonating 

elements that we have not yet discussed, such as ceramic resonators, bulk acoustic 

wave (BAW) resonators, rubidium oscillator, atomic clocks [38], or optoelectronic 

oscillators. These resonating elements all bear interesting potentials, but are still too 

rudimentary to be viable solutions for VLSI systems in their current state.  
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2.3 Applications of Oscillators in VLSI Systems 

Oscillators can be found in a variety of circuit applications such as data processing 

units, high speed I/O interfaces, and wireless communication systems. Depending on 

the diverse functions desirable in the system, different types of oscillators are selected 

to meet the performance requirements of specific applications.  

The most common uses of oscillators can be roughly categorized into three basic 

functions, and the frequency accuracy considerations for each function are discussed 

in this section.  

 

Phase domain processing: 

Signals can be embedded in the phase of an oscillating waveform and processed in 

the phase domain. The most well-known phase domain processing circuit is perhaps 

the phase locked loop (PLL).  To lower the phase noise and maintain a high signal to 

noise ratio, a narrow loop bandwidth is preferred in a PLL, because the noise spectrum 

outside the band can be filtered out by the closed loop. For the noise consideration, the 

voltage-controlled oscillator (VCO) in the PLL should have a small gain (KVCO), so 

that its output frequency responds less sensitively to the disturbance on its control 

voltage. On the other hand, process and temperature variation causes the center 

frequency of the VCO to shift from chip to chip, and a wide tuning range is needed to 

cover the whole range of the shift, which places a contradictory requirement on KVCO 

[39]. 

Hurdles from frequency variation also exist in high-speed clock data recovery 

(CDR) circuits. The decomposed two-loop architecture proposed for ripple reduction 

[40] in the CDR systems faces the issue of mismatch between the VCOs used in 

coarse and fine control loops, and could benefit from well-matched on-chip oscillators 
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as well. 

There are apparent tradeoffs between noise performance and frequency variation 

in the oscillators used in phase domain signal processing applications, but the external 

reference (i.e. crystal) that is often employed in these systems can establish a robust 

frequency in the feedback loop and thus mitigate the negative impact of frequency 

variation. A two step method consisting of discrete coarse calibration and continuous 

fine tuning proves to be very effective in dealing with process and temperature 

induced frequency variability in PLLs [41]. 

 

Local oscillator: 

For wireless communication, signals are modulated on a much higher carrier 

frequency, so that they can be transmitted and received wirelessly. Local oscillators 

can be found in both the transmitter and receiver modules, and the selection of these 

oscillators depends heavily on the transceiver architecture employed in the wireless 

communication system. 

The narrowband continuous wave radio requires purity in its transmitted spectrum 

to avoid channel interference. Similarly, the coherent detection scheme at the receiver 

uses the knowledge of the phase of the carrier wave to demodulate the signal, and the 

need to recover carrier phase at the receiver also puts stringent constraint on the phase 

noise of its local oscillator. Therefore, LC oscillators are the most obvious candidates 

in these architectures for its low phase noise. 

While narrow-band architectures are not robust to frequency variation, low power 

radio architectures, particularly the non-coherent energy detection based architectures 

can sustain larger variation owing to large receiver bandwidth. Therefore, unlike the 

traditional narrow band operation, ultra wide band (UWB) radios have presented 

different design specifications for local oscillators. For example, the novel uncertain-
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IF architecture [42] allows relaxed phase noise specifications and can tolerate up to 

5% frequency inaccuracy in its local oscillator at the receiver. At the same time, the 

frequency allocation for UWB has much broader signal bandwidth, making it less 

likely for the transmission to fall outside the assigned mask due to frequency offset of 

the local oscillator. 

 

System clock: 

Oscillators can also function as the system clock to keep track of absolute or 

relative time between synchronizations or resets. Examples can be found in super-

regenerative receivers, where the time between the signal arrival and the oscillation 

regeneration is measured to determine the amplitude of the signal; and in wake-up 

receivers, where the operation of the main radio is duty-cycled to save power. Since 

the system clock has to be on all the time, it must consume very low power at modest 

oscillation frequency (kHz to MHz). Accuracy of the system clock often trades off 

with other performance such as detection resolution, receiver sensitivity, duty cycle, 

and beacon rate, and hence improvement in the frequency accuracy can result in better 

overall system performance. 

 

In recent years, low power radio systems have attracted attention for applications 

in wireless sensor networks (WSN) and body area networks (BAN).  These upcoming 

systems involved with control, measurement, and automation will require a range of 

low power and low cost timing solutions in signal processing, local oscillator and 

system clock that are not currently supported. Fully integrated oscillators that are 

immune to variations of process, supply voltage, and temperature (PVT) and able to 

operate under a stringent power budget (<100µW) are therefore highly desirable. 
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2.4 Techniques to Enhance Accuracy of Ring Oscillators  

As discussed earlier in Section 2.2, the ring oscillator based voltage-controlled 

oscillator (VCO) exhibits wide-tuning range, low power consumption, small die area, 

and ease of integration. Compared to the more power hungry LC oscillator and the 

FBAR-based resonator with limited tuning range, it is particularly suitable for low 

power radios whose inherent architecture is more tolerant to phase noise but require 

flexible low power operation.  

Unfortunately, the ring oscillator suffers from severe impacts of increasing 

variability, especially as CMOS technology scales down to the nanometer regime. 

Moreover, the relative variation of the circuits is even more pronounced in low-

voltage applications [34], and the transition delay of the inverter is the most 

susceptible to variation due to random dopant fluctuations among the timing 

parameters [43]. 

For example, this discrepancy between required and achievable accuracy can be 

seen in the frequency reference of the wake-up radio in wireless sensor networks 

(WSN). As illustrated in Fig. 2.1, this application requires frequency accuracy on the 

order of 1%, which is beyond what can be easily achieved with conventional ring 

oscillators. 
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In order to fill the void in this low power high accuracy design space, process 

compensated ring oscillators with moderate frequency accuracy (between 1% and 

10%) have been explored in the past. 

2.4.1 Self-Compensation 

Self-compensation refers to the efforts to improve the inherent accuracy of free-

running oscillators without resorting to any external reference or calibration. It can be 

achieved in a number of ways, such as symmetric loads, process corner estimation, 

stable current bias, and threshold and temperature sensing. 

To avoid external references or post-fabrication testing, some oscillator designs 

detect the direction of the variation (slow/fast) with novel circuits, so that counter-

directional correction can be applied through tuning the control current/voltage [44-

46] or switching the number of delay stages [47]. 

Another approach is to identify the most critical determinant of the oscillation 

 

Fig. 2.1 Power and accuracy specifications in various applications. Courtesy of
reference [72] 
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frequency and design it to be constant against changes in process and temperature. 

Examples of this approach can be found in [48] (constant current reference) and [49] 

(constant gm bias). The latter presents a compact design of a process compensated two-

stage ring oscillator that has 5% variation based on measurement from 15 devices. 

However, in order to generate the high gm necessary to sustain the oscillation, the core 

oscillator and the biasing network have to draw 6mA of current. 

More elaborate self-compensated oscillators have been demonstrated with 

threshold and temperature sensing, where a process and temperature dependent control 

voltage is generated to bias the oscillator at a constant frequency. This is accomplished 

by approximating the control voltage as a function of the threshold voltage and the 

temperature, so that specific biasing circuits can be designed to match the 

approximation. With this approach, less than 3% worst-case variation is achieved by 

Sundaresan et.al in 0.25µm CMOS. However, in order to arrive at a simplified control 

voltage expression as a function of temperature and to fit the curve for all process 

conditions by adjusting device parameters, the operating frequency of this 

compensated oscillator cannot exceed several MHz. 

2.4.2 Closed Feedback Loop 

To achieve finer frequency accuracy below 3%, self compensation in free-running 

oscillators may not be sufficient due to the limit of fabrication tolerance in sub-micron 

CMOS and a closed loop compensation with negative feedback is often employed.  

The idea of a closed feedback loop is to utilize another more accuracy frequency 

source to establish a reference for the ring oscillator to compare to. Although off-chip 

crystal may be the most straightforward choice of frequency reference [50], fully 

integrated designs exploit other novel on-chip structures that exhibit less process-

induced variation. Examples can be found in a thermal-diffusivity-based 1.6MHz 
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frequency reference design [51] that includes an electrothermal filter (ETF) composed 

of a thermopile structure in a 0.7µm CMOS process. When the entire system 

configuration is considered, existing components in the system can perform dual 

function as frequency reference in the feedback loop as well. For example, the self 

resonance frequency of the patch antenna serves as the reference for frequency 

generation in a 60GHz frequency-locked loop [52]. 

While showing potentials to significantly enhance the frequency accuracy of the 

oscillator in the feedback loop, these specialized structures occupy large chip area and 

require additional fabrication handling. Their operating frequency strongly depends on 

the underlying physical mechanism and is not very flexible. 

2.4.3 Calibration 

In the commercial production of oscillator circuits, post-fabrication calibration is 

routinely performed with laser trimming, electrical switches, or capacitor arrays [53]. 

In order to compensate for both process and temperature, the calibration is often 

conducted for each chip at multiple temperature point, making it a very costly and 

time-consuming step. Techniques have recently been proposed that estimate the delay 

of each stage in the ring oscillators [54] with fitting parameters obtained from batch 

testing data to alleviate the burden of post-fabrication calibration. Also, built-in self-

calibration circuitry can be embedded with the system to automate the calibration 

process and minimize the need for manual handling.  

In addition to the one-time post-fabrication calibration, local oscillators in low 

power radios can be re-calibrated by taking advantage of the wireless communication 

capability of the system. Timing information can be extracted from the transmitted 

data from the central station or the master node, and used by the local node to calibrate 

its oscillator [55]. 
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2.4.4 A unified approach 

The comprehensive survey of existing techniques above suggests that there is no 

single silver-bullet solution to compensate the frequency variation in ring oscillators. 

Each technique involves different system-level trade-offs and design considerations. 

In order to take the unique advantage of each technique, I have explored all three 

directions in the designs of process compensated ring oscillators and unified them into 

a bottom-up approach. It starts with building self-compensated basic blocks for the 

oscillator circuit, and then uses them in the construction of the closed feedback loop. 

Finally, a need-based system-level self-calibration is performed with the feedback 

loop. Using this proposed unified approach, I have demonstrated several ring oscillator 

designs with enhanced frequency accuracy at low power and small area. 

2.5 Chapter Summary 

The oscillator is an indispensable block that has broad application in the VLSI 

systems. It can be implemented in many distinct forms based on different resonating 

elements. Frequency accuracy is a very critical performance metric for oscillators and 

can determine the choice of various types of oscillators in a specific application. 

In this case study, the application of interest is wideband radios for wireless 

sensing and body network, where extreme low power and low cost is desired. The ring 

oscillator appears to be a hopeful candidate for these radio systems due to its low 

power, compact size, and easy integration, if efficient compensation techniques can be 

applied to improve its poor frequency accuracy against variation in process, voltage, 

and temperature (PVT).  

After reviewing the existing compensation techniques for ring oscillators, I 

propose to unify different schemes into a bottom-up approach toward accurate low 
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power oscillator design, and will walk you through the technique employed at each 

level step-by-step in the following chapters. 
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CHAPTER 3 

DESIGN METHODOLOGY FOR SELF-COMPENSATED CIRCUITS 

3.1 Introduction 

The design of a 1.8GHz 3-stage current-starved ring oscillator with a process-and 

temperature-compensated current source is presented. Without post-fabrication 

calibration or off-chip components, the proposed low variation circuit is able to 

achieve a 65.1% reduction in the normalized standard deviation of its center frequency 

at room temperature and 85ppm/oC temperature stability with no penalty in the 

oscillation frequency, the phase noise or the start-up time. Analysis on the impact of 

transistor scaling indicates that the same circuit topology can be applied to improve 

variability as feature size scales beyond the current deep sub-micron technology. 

Measurements taken on 167 test chips from 2 different lots fabricated in a standard 

90nm CMOS process show a 3x improvement in frequency variation compared to the 

baseline case of a conventional current-starved ring oscillator. The power and area for 

the proposed circuitry is 87μW and 0.013mm2 compared to 54 μW and 0.01mm2 in the 

baseline case. 

In this chapter, we demonstrate a scalable, process-and- temperature compensated 

GHz ring oscillator implemented with a low variation addition-based current source 

that shows more than 3x improvement in its frequency process variation and 

temperature stability, as compared to the baseline case of a conventional current-

starved ring oscillator.  

The design concept is presented in Section 3.2, followed by details of the circuit 

implementation with a focus on the addition-based current source in Section 3.3. 

Finally, measurement results are provided in Section 3.4 to verify the oscillator's 
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superior frequency stability against process and temperature variations over that of a 

baseline current-starved ring oscillator. With modest cost in power and area, such an 

oscillator would be a good candidate for applications in wake-up radios and other RF 

receiver systems.  

The solution we propose in this chapter falls into the category of the last approach 

and is based on the design methodology introduced in [3]. Since this general 

methodology utilizes the local correlation between closely-spaced devices without 

relying on any specific electrical behavior of the underlying devices or variation 

characteristic of the fabrication process, it can be applied to a broad design space 

beyond the current technology node. Our design also does not require external 

reference components or post-fabrication processing, and is therefore inexpensive and 

easy to integrate. It poses no restriction on the oscillation frequency and only requires 

minimal power and area overhead compared to the previous solutions. 

3.2 Design Concept 

 Variation in a ring oscillator can be isolated to a few primary sources. By 

identifying its major contributors, we gain valuable insight into low variation 

oscillator design. An inverter based ring oscillator is comprised of an odd number of 

stages connected in a circular manner to provide an unstable state that leads to 

oscillation. In a current-starved ring oscillator (Fig. 3.1), the low-to-high (Tplh) and 

high-to-low propagation (Tphl) delays of a single inverter stage are controlled by the 

current source (sink) and can be expressed as:  
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in which Ibp is the source current, Ibn is the sink current, Ceff is the effective load 

capacitance of each inverter stage, and Vtrp is the inverter trip voltage. The source 

current and the sink current are usually matched, so we let Ibn=Ibp=Ibias. Summing up 

the propagation delays across each stage we have the oscillation period Tosc of an N-

stage current-starved ring oscillator: 

 

                                                   biasDDeffosc IVNCT   (3.2) 

 

Note that matching Ibn and Ibp cancels Vtrp term in the final expression of Tosc. 

In the presence of process variation, both Ibias and Ceff will vary from chip to chip, 

resulting in additional offset terms Ibias=Ibias0±ΔIbias and Ceff=Ceff0±ΔCeff,i, in which 

Ibias0 and Ceff0 are the nominal values, and ΔCeff,i (i=1,2,…N) and ΔIbias are the offset 

deviations. In order to calculate the oscillation offset ΔTosc in an N-stage ring 

oscillator, we have to consider the different Ceff values at each delay stage. After re-

 

Fig. 3.1 Conceptual schematic of the current-starved ring oscillator. 
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arranging the terms, we obtain the ΔTosc expression that looks like: 
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We define the relative percentage variation ρT by dividing ΔTosc with its nominal 

mean Tosc0=NCeff0VDD/Ibias0, and transform (3.3) into a normalized expression: 
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In which ρI=ΔIbias/Ibias0 and ρC,i=ΔCeff,i/Ceff0 (i=1,2,…N), are the respective percentage 

variation of the current source and the effective loading capacitance. Being the 

percentage offsets, ρC,i (i=1,2,…N) and ρI are usually much smaller than one, hence 

we can approximate (4) by its first order Taylor expansion: 
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Due to the complexity of the sources of variation, there is no comprehensive 

probability distribution function to fully describe ρC,i (i=1,2,…N) and ρI, but we can 

make a few simple assumptions. Since all the inverters are of the same size, the 

loading effect is the same at all stages, making ΔCeff,i (i=1,2,…N) identically 

distributed random variables. According to their definitions, ρI and ρC,i (i=1,2,…N) are 

unit-less random variables with zero means. Let their standard deviations be σI and σC,i 

(i=1,2,…N) respectively. σC,i (i=1,2,…N) can be further separated into two parts 
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according to previously mentioned classification of process variation: the perfectly 

correlated part which is the die-to-die (D2D) variation σC-D2D shared by all the stages, 

and the independent part σC-WID which is the within-die (WID) mismatch between 

devices. γ is the correlation between ρC,i (i=1,2,…N) and ρI. We can now calculate σT, 

the standard deviation of ρT, as: 
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This expression of σT provides us with several insights. For a large enough N, the 

variation caused by the within-die mismatch (σC-WID) between stages decreases, while 

the current source variation (σI) and the effective capacitance die-to-die variation (σC-

D2D) add directly to the frequency variation (σT). Furthermore, a positive correlation 

(γ) between the load capacitance and the bias current will reduce the overall frequency 

variation. 

From (3.6), we know that the current source plays a critical role in determining the 

overall frequency variation of the ring oscillator. To reduce it, we can replace the bias 

current source in a current-starved ring oscillator, which is usually a single transistor, 

with a lower variation alternative [56]. Doing so has the obvious benefit of avoiding a 

complicated overhaul of the oscillator design, but a thorough investigation on the 

oscillator’s phase noise and start-up time is still needed to better understand the 

potential impact of the replacement. 

Let us first look at the phase noise. The ring oscillator is known to have inferior 

frequency stability compared to the LC oscillator [57]. It is important that any 

proposed modification should not deteriorate its phase noise performance. To 

determine the noise distribution in a current starved ring oscillator, we used PNOISE 
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in SpectreRF to simulate the noise in the circuit in Fig. 3.1. Ibn and Ibp are both biased 

with single transistors. The total noise at the output node A attributed to different parts 

in the oscillator is presented in Table 3.1. Not surprisingly, most of the noise comes 

from the inverter stages, and Ibn and Ibp contribute less than 5% to the total noise. From 

the percentage distribution of noise in Table 3.1, we determine that even though noise 

from the bias current sources will add to the phase noise of the oscillator, its effect is 

secondary relative to the inverter stages. Therefore, as long as the current source used 

to replace the single transistor in the baseline design has comparable current noise, the 

phase noise performance will stay be maintained. 

Another performance metric of interest in low power applications is the start-up 

time, ie. the time required for the oscillation to reach a stable state. To save power, the 

oscillator is often duty-cycled in many low power systems and a shorter start-up time 

would mean a narrower wake-up window and less power consumption [58]. In an N-

stage ring oscillator with a single current source, the bias current is shared by all the 

stages and at least one stage will be sourcing (sinking) current at any point in time 

during an oscillation period, therefore node N and P will stay at a relatively constant 

DC level in order to sustain the current needed for a stable oscillation. Intuitively 

speaking, the start-up time will depend on how much time it takes to charge up the 

capacitance of that node to the constant DC level. We employ an empirical method to 

verify the effect of the load capacitance on the start-up time, since analytical studies of 

TABLE 3.1 
NOISE CONTRIBUTION IN A CURRENT-STARVED RING OSCILLATOR 

 Inv1 Inv2 Inv3 Ibn Ibp 
Noise @A* 
(V/√Hz) 

8.64e-6 8.64e-6 8.64e-6 7.91e-7 6.52e-7 

 31.5% 31.5% 31.5% 2.88% 2.38% 
* Spot noise measured at 100KHz offset frequency is reported. 
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the start-up time in a current-starved ring oscillator are absent in the literature. We ran 

parametric analysis in Cadence by sweeping the load capacitance value at node N and 

P, and obtained the start-up time by measuring the time between turning on the current 

bias voltages and the time when the oscillation reaches 90% of its stabilized 

magnitude. Fig. 3.2 illustrates how the start-up time changes proportionally with the 

effective load capacitance at node N and node P. Ideally, we would like to achieve a 

competitive start-up time with our revamped ring oscillator design by limiting the 

effective load capacitance at node N and node P. 

To summarize, we propose designing a low variation ring oscillator by replacing 

the current source. Through our analysis in this section, we find that to avoid 

degrading the oscillator’s original phase noise and start-up time performance, the 

replacement current source should have the following characteristics: 1) low output 

 
Fig. 3.2 Start-up time of a ring oscillator changes with the effective load capacitance
from the bias current source.  
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current variation; 2) equivalent output referred current noise; 3) equivalent load 

capacitance.   

3.3 Circuit Implementation 

 In this section, we present a low variation addition-based current source as the 

bias current source in the oscillator. After elaborating on the operation of the current 

source, its scalability and temperature dependence are investigated. Finally, the 

performance of the ring oscillator biased with the addition-based current source is 

summarized and compared.  

3.3.1 Current Source Topology 

We choose the process-invariant addition-based current source proposed in [3] as 

the bias current source, because it has the same loading effect as a single transistor 

driving the same amount of current. The circuit schematic of the addition based 

 
Fig. 3.3 Schematic of the addition-based current source.  
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current source is shown in Fig. 3.3. M1 and M3 are two NFETs with the same width 

and length designed via a common centroid layout to obtain good local matching, so 

that the drain currents I1 in both transistors will change in the same way when process 

conditions change. The operation of the circuit can be intuitively explained: if I1 

increases due to process variation, the gate voltage of M2 will be pulled down, 

resulting in a lower drain current I2; similarly, if I1 decreases, the gate voltage of M2 

goes up and I2 gets higher. In both cases, the net result is a stable output current I—the 

sum of I1 and I2—which is relatively unchanged by the process condition. The 

methodology introduced in [3] and extended in [56] can be applied to obtain the 

optimized design parameters that ensure first order exact compensation between I1 and 

I2. To account for the short channel effect in deep sub-micron technologies that makes 

I-V curves deviate from the familiar square law, we employ parameter α in the drain 

current expression (3.7) to model the degree of velocity saturation. Normally, α is a 

value between 1 and 2. 
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The process-varying parameters in (3.7) are κ1, κ 2, Vth1 and Vth2. We calculate ΔI, 

the variation term of I, by taking partial derivatives with respect to the process varying 

parameters, namely κ and Vth.  Imposing the local matching conditions 

(Vth1=Vth2=Vth), ΔI can be simplified to: 
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Setting (3.8) equal to 0, we find the desired amount of feedback to Vgs2 is: 
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This feedback can be realized with a resistor, R, as indicated in (3.9), and the 

resistor’s nominal (ie. mean or average) value, R0, which meets the process 

compensation condition, is in turn given by:  
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To obtain κ0
1, κ

0
2, we look at the DC bias condition of Vgs2. According to KVL, it 

must satisfy: 
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Parameters tagged with a superscript “0” represent nominal values of that variable 

that are undisturbed by the process variation. During the design process, we can only 

choose these nominal values while realizing that final fabricated circuits will include 

the randomness of those parameters. In the nominal case, V0
gs2=Vgs1 in (3.11), because 

we want to bias M2 at the same gate voltage as M1. Therefore by equating V0
gs2 to 

Vgs1 and plugging in I1 and R0 with their expressions in (3.7) and (3.11), we solve to 

get: 
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The design equations given by (3.10) and (3.12) minimize the variation term ΔI 
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and greatly reduce the standard deviation of the summation current compared to a 

single transistor current source with the same input gate voltage and nominal output 

current. The single transistor used in the comparison has a fixed size, and the addition-

based current source is sized to have the same loading capacitance at node X in Fig. 

3.3 through S-parameter analysis, making sure that the improved process variation 

does not come at the cost of introducing additional loading effects. 

In the above derivation, the effect of channel modulation is not accounted for in 

the transistor model. This is justified because process compensation is achieved by the 

matching of changes in I1 and I3, ie. ΔI1=ΔI3, rather than the matching of absolute 

value of I1 and I3. Difference in the drain-source voltage will not disturb this desired 

matching in our circuit. Another non-ideality is the resistor variation. In reality, the 

resistor varies with the process and will deviate from its optimized nominal value R0 

calculated in (3.10). Therefore when the actual resistance R=R0±ΔR, ΔVgs2 also 

diverges from the condition that guarantees complete compensation derived by (3.9), 

which results in degraded compensation performance. A detailed investigation on the 

impact of resistor variation is included in the appendix of [3], which concludes that the 

improvement in current variation exists irrespective of the precision of the resistor. 

More specifically, the resistor we use in the circuit has a 3σ tolerance of 11% [59], 

which, according to the analysis in [3], can achieve better than 2x improvement factor. 

TABLE 3.2 
CURRENT SOURCE (CS) SIMULATED SPECIFICATIONS COMPARISON 

Type 
Current 
Mean 
(µA) 

Current 
Std. (µA) 

Norm. 
Std. (%) 

Noise 
(A/√Hz) 

Load 
Cap. (fF) 

Power 
(µW) 

Single 
Trans. 
CS  

122.3 16.02 13.1 8.53e-20 142.9 122.3 

Addition-
based CS 

121.2 5.21 4.3 1.32e-19  155.6 194.7 
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Table 3.2 summarizes the simulated specifications of the current sources. The 

simulation uses IBM’s 90nm process model. It suggests that the addition-based current 

source delivers a 67% reduction in the normalized standard deviation of its output 

current compared to the baseline single transistor, with a similar amount of effective 

load capacitance. The additional current noise does not present significant disturbance 

to the phase noise of the oscillator. We will show the supporting simulation results in 

part D of this section. 

3.3.2 Current Source Scalability 

Scalability is a desirable attribute for the current source when used as the bias 

current reference in ring oscillators, for it allows full integration with the digital 

processing circuits, which results in improved performance, reduced power and area, 

and higher oscillation frequency in newer processes. 

To analyze how the addition-based current source scales as transistor size shrinks, 

we use the same transistor I-V model in (3.7). Without loss of generality, κ, Vth and R 

can be modeled as Gaussian random variables. As the technology scales, the standard 

deviation of κ and Vth are expected to increase relative to their mean values, while the 

relative variation of the resistor value R remains the same [10]. This enables us to 

numerically calculate the output current variation of the addition-based circuit and 

compare it to that of a single transistor. 
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The result of the numerical simulation is presented in Fig. 3.4: the x-axis is the 

normalized percentage variation of the output current from a single transistor as 

modeled by (3.7), when variations from both ΔVth and Δκ are accounted for. The y-

axis is the normalized percentage variation of the output current in the current source. 

If a single transistor is directly used as a current source, it will have a 45 degree angle, 

as represented by the dashed line. Each solid line in the plot represents how the 

variation of the addition-based current source changes with the variation of the single 

transistor for a specific α value. For α between 1.4 and 2, all the solid lines have flatter 

 
Fig. 3.4 Percentage variation of the current source changes with the percentage
variation of a single transistor and α.  
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slopes than 45 degrees. This means that, given a fixed α, the addition based current 

source can achieve less percentage process variation in its output current than the 

single transistor—an indication of the effectiveness of the process compensation in the 

design. 

 The diamond symbols in Fig. 3.4 mark Cadence simulation results in 180nm, 

90nm and 65nm technology using BSIM model characterized by real process data in 

IBM’s CMOS7rf, CMOS9sf and TSMC’s N65 respectively. The plot indicates two 

scaling trends: 1) increasing device-level variability in terms of normalized standard 

deviation, which coincides with the process variability measurements in [10, 11]; 2) 

more pronounced short-channel effect captured in the model by a decreasing α.  

Referring to Fig. 3.4, these two trends have opposite effects on the variation of the 

addition-based current source. Naturally, the first trend will increase variation because 

as the building blocks become less reliable, so does the circuit built upon it, which is 

captured by the positive slope of the solid lines. However, smaller α will significantly 

decrease the variation of the addition-based current source, because our compensation 

is based on a linearized gm of the transistor. Hence, as α approaches 1, the transistor 

appears more linear with an almost constant gm, which makes the process 

compensation applied through the resistor more accurate. The reason current variation 

is reduced as we move from 180nm to 90nm to 65nm is due to the fact that the effect 

from the second trend dominates over the first one. Further scaling in the direction of 

stronger short- channel effect will eventually lead the variation of our addition- based 

current source to fall on a solid line with a very flat slope (smaller α), which means a 

constant current variation in future technology nodes. Better performance is available 

through size optimization as discussed in [56], for only minimum-sized transistors are 

used in the numerical analysis shown in Fig. 3.4. 
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3.3.3 Current Source Temperature Dependence 

The general methodology in [3] does not distinguish the sources of variation when 

calculating the variation term. In fact, variation caused by changes in the temperature 

is also compensated by the same topology, because the critical parameters that vary 

with temperature—the mobility of the charge carriers (µn), the threshold voltages 

(Vth), and the resistance (R) are the same variables in our assumptions when dealing 

with process variation. The relationship between these parameters and the temperature 

(T) can be approximated by: 
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Similar to what we have done for process variation, we can calculate the variation 

term of I induced by a ΔT change in temperature in the addition-based current source 

ΔIADD and in the single transistor ΔITRAN: 
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In (3.14), the first order ΔT term in ΔIADD has been completely cancelled, leaving 

only the higher order terms, while ΔITRAN has a ΔT term that can cause bigger 
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temperature shift. This indicates that the addition-based current source compensates 

for temperature variation, as well as process variation. Please note that the temperature 

expression in (3.14) is obtained assuming nominal process conditions and does not 

account for the design parameters’ deviation caused by process variation. Detailed 

derivation of (3.14) can be found in Appendix A.  

3.3.4 Current-Starved Ring Oscillator 

The overall circuit schematic of the oscillator after replacing the single transistor is 

shown in Fig. 3.5. The nominal current provided by the top PFET current source is 

designed to match that of the bottom NFET current source. The effective load 

 
Fig. 3.5 Schematic of the addition-based ring oscillator  
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capacitance looking into the current source is on the order of hundreds of fF, setting 

the start-up time around 100ps.  

There is only minimal additional phase noise contribution from the addition-based 

current source. This is proven by the simulated phase noise spectrum of both 

oscillators. Over a relative frequency from 40kHz to 600MHz, the spectrum plot in 

Fig. 3.6 shows negligible phase noise difference between the baseline ring oscillator 

and the addition-based ring oscillator. At 10MHz offset frequency, the spot phase 

noise is -103.97 dBc/Hz for the baseline oscillator and -103.87 dBc/Hz for the 

addition-based one. 

Of course, the replica branch in the addition-based current source consumes extra 

power and chip area. It is well known that to some extent, power and area can be 

traded for lower variation by using a bigger device with reduced mismatch [18]. In 

order to show that our improvement comes from more than simply utilizing the power-

area-variation trade-off, we compare the addition-based ring oscillator with several 

different current-starved ring oscillator designs that either consume the same amount 

of power or occupy the same amount of layout area. All the designs under comparison 

 
Fig. 3.6 Phase noise comparison between the baseline ring oscillator and the addition-
based ring oscillator.  



53 

oscillate at around 2GHz. Summarized in Table 3.3, the results show that even if we 

consume more power to bias the transistors in deep saturation or occupy more area by 

increasing the transistor sizes, it is still impossible to achieve the level of low variation 

demonstrated by the addition-based ring oscillator. 

We have also investigated the frequency sensitivity of the oscillator to supply 

voltage (VDD) variation. If a resistive or capacitive divider is used to generate the gate 

bias voltage for the addition-based current sources from VDD, simulation shows that 

for a 20% VDD variation from 0.9V to 1.1V, the frequency varies by less than 0.35%, 

or a line regulation of 1.75%/V, which is better than the supply compensation 

demonstrated in [54, 60]. A detailed analysis of VDD variation is included in Section 

3.6. For applications that require more stringent line regulation, a bandgap reference, 

LDO, or other standard voltage regulating technique can be easily integrated with our 

oscillator, as the flexibility of the design does not preclude use of additional 

compensation methods. 

Since the addition-based current source is optimized at a fixed gate voltage, it is 

TABLE 3.3 
RING OSCILLATORS (RO) SIMULATED SPECIFICATION COMPARISON 

Type 

Freq. 
Mean 
(GHz) 

Freq. Std. 
(MHz) 

Norm. 
Std. (%) 

Phase 
Noise 

@10MHz 
(dBc/Hz) 

Power 
(µW) 

Areab 
(µm2) 

Baseline 
ROa  

2.023 346 17.1 -103.97 44.7 2000 

Matching 
power 
RO 

1.969 291 14.8 -109.76 92.5 3200 

Matching 
area RO 

2.036 297 14.6 -114.86 141.9 5000 

Addition-
based RO 

2.005 126 6.29 -103.87 87.1 4800 

a The baseline RO uses the minimal area and power design parameter. 
b This is measured by the active area only, excluding output driver. 
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not recommended to tune the oscillation frequency by directly controlling the gate 

bias. However, in applications where frequency tuning is desired, such as in a PLL, 

our addition-based current source can be used as the offset current bias to establish a 

stable offset frequency. Additional voltage-controlled or digitally-controlled current 

arrays can then be connected in parallel with the offset current bias to achieve 

frequency tunability. 

3.4 Measurement Results 

The addition-based current source and the addition-based ring oscillator, as well as 

their comparable baseline designs, have been fabricated in IBM’s 90nm CMOS9sf 

process and measured on multiple chips in 2 different lots over a wide temperature 

range. The supply voltage used in all the testing is 1V. The measurement set-up and 

the circuit performances are covered in this section.  

3.4.1 Current Source Comparison 

We measured addition-based current sources from 2 wafer runs in different lots. 

We also fabricated the baseline single transistor in the same 90nm process with the 

same output current, load capacitance, and gate voltage. The measurement is taken 

from 96 chips in total, out of which, 39 are from the first wafer run, and the remaining 

57 belongs to the second wafer run. Each batch represents a full set of chips from the 

multi-project wafer run. The histograms in Fig. 3.7 compare the measured results by 

showing the mean (µ), the standard deviation (σ), and the normalized standard 

deviation (σ/µ). It can be observed from the histograms that µ shifts less from wafer to 

wafer in our addition based current source than in the single transistor, indicating 

lower wafer-to-wafer variation. Within the same wafer run, the spread of current is 

less in the addition-based current source, indicating lower die-to-die variation. The 
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combination of these two effects reduces the total process variation by 53.2%. 

For characterization over temperature, we randomly select one chip and measure 

its current using a probe station equipped with a vacuum chamber. We are able to 

 
(a) 

 
(b) 

Fig. 3.7 Histograms of the output current spread in (a) a single transistor and (b) the
addition-based current source.  
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cover a temperature range from 200K to 400K using liquid hydrogen and an electrical 

heater. The temperature variation of the output current is defined as ΔI(T)/I(T0), in 

which I(T0) is the current value at room temperature (300K), and ΔI(T) is the 

difference between I(T), the current value at temperature T, and I(T0). In Fig. 3.8, with 

no compensation, the single transistor drain current varies as much as 12%, while the 

addition-based current source experiences only minor variation of 1.8%, or 90 

ppm/oC. This puts our addition-based current source among the best-in-class 

temperature compensated current references [61] without post-fabrication calibration.  

3.4.2 Ring Oscillator Comparison 

We also fabricated the ring oscillators in 2 separate 90nm wafer runs from 

different lots. We compare the performance of the ring oscillator biased with addition-

based current sources to that of a baseline current-starved ring oscillator biased with 

single transistor current sources. The histograms of their output frequencies are plotted 

 
Fig. 3.8 Percentage variation of the output currents over temperature. 



57 

in Fig. 3.9. The measurements are taken from 167 test chips, 112 of which are from 

the first wafer run and 55 of which are from the second wafer run. The difference of 

 
(a) 

 
(b) 

Fig. 3.9 Histograms of the output frequency spread in (a) the baseline current-starved
ring oscillator and (b) the addition-based ring oscillator.  
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histogram magnitudes between the wafer runs is due to the different number of chips 

in each run. Similar wafer-to-wafer and die-to-die process variation improvement can 

be seen from the histograms, and an overall reduction of 65.1% in the normalized 

standard deviation, defined as the standard deviation of output frequency over its 

mean, is achieved. 

An insulated, but not vacuumed, chamber is used to measure the temperature 

dependence of the oscillators, which has a narrower range from 280K to 335K. The 

temperature variation of the output frequency is defined as Δf(T)/f(T0), in which f(T0) 

is the frequency value at room temperature (306K), and Δf(T) is the difference 

between f(T), the frequency value at temperature T, and f(T0). The temperatures 

reported in Fig. 3.10 are the ambient temperatures measured in the proximity of the 

chip under test. Over the temperature range of 55 degrees, the frequency of the 

baseline ring oscillator varies by 1.5%, or 312 ppm/oC, while the addition-based ring 

 
Fig. 3.10 Percentage variation of the output frequencies over temperature. 
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oscillator experiences a 0.47% variation, or 85 ppm/oC. 

The 1.8GHz addition-based ring oscillator dissipates 87μW power on average and 

occupies 0.0128 mm2, while the baseline ring oscillator consumes 54μW and occupies 

0.010 mm2, both including the output driver and the ESD diodes to protect the gates. 

A die photo of the addition based ring oscillator, as well as the baseline current-

starved ring oscillator, is shown in Fig. 3.11. 

Table 3.4 summarizes and compares several specifications of the baseline and the 

addition-based ring oscillators described in this work, as well as the oscillators 

reported in the literature. Compared to other works, our proposed addition-based ring 

oscillator exhibits the lowest temperature sensitivity and comparable low process 

variation, which is supported by larger number of chip measurements from different 

lots. Operated at 1.8GHz with a 1V voltage supply, it consumes the least amount of 

power, except for [48] which oscillates around 80 KHz, and occupies small chip area, 

even after including ESD and output drivers. 

Fig. 3.11 Die photo of the ring oscillator chip. 
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TABLE 3.4 
MEASURED RING OSCILLATORS (RO) SPECIFICATION COMPARISON WITH REFERENCE 

 Technology 
Supply 
Voltage 

Target 
Freq. 

Process 
Variation 

Temperature 
Sensitivity 

# of Chips 
Measured 

Post- 
fabrication

Power Area 

Baseline 
RO 

90nm 1V 1.8GHz 16.6% 312ppm/oC 167 (2 lots) No 54µW 0.010mm2 

Addition 
RO 

90nm 1V 1.8GHz 5.8% 85ppm/oC 167 (2 lots) No 87µW 0.013mm2 

[54] 90nm 1V 40MHz 3.5% N/A N/A Yes 971µW 0.4mm2 

[46] 0.6µm 4V 680KHz >4% 106ppm/oC 29 (2 lots) No 0.4mW 0.0075mm2

[47] 0.5µm 3V 300MHz 92% N/A Sim. only No 11mW N/A 

[60] 0.25µm 2.5V 7MHz 2.12% 110ppm/oC 64 (2 lots) No 1.5mW 1.6mm2 

[72] 0.18µm 1.8V 625MHz 4.4% 683ppm/oC 6 No 595µW 0.4mm2 

[48] 0.35µm 1V 80KHz 4% 842ppm/oC Sim. only No 1.14µW 0.24mm2 

[49] 0.13µm 3.3V 1.25GHz 4.8% 340ppm/oC 15 No 11mW 0.014mm2 

aThe baseline ring oscillator uses the minimal area and power design parameter. 
bThis is measured by the active area of the ring oscillator, the output driver, and the input ESD diodes. 
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3.5 Derivation of Temperature Dependence 

In this section, we perform the step-by-step calculation of the percentage change of 

the output current with temperature in both the single transistor and the addition-based 

current source. 

For single transistor, let ΔITRAN (p, T) be the variation term when the transistor 

experiences disturbance in process (Δp) and in temperature (ΔT) away from their 

nominal value p0 and T0. Taking into account the change in mobility and threshold 

voltage described by (3.13), we simplify the first-order partial derivative term relative 

to the nominal current value I(p0, T0) as follows: 
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 (3.15) 

 

The first two terms in (3.15) are the result of process variation, while the last term 

is caused by the temperature fluctuation. The discussion here only deals with 

temperature variation, so we assume the process condition stays at the nominal corner, 

ie p=p0, meaning Δκ=0, and ΔVth=0. 

Similarly, we define ΔIADD(p, T) as the variation term of the addition-based current 

source. Since the derivation of the ideal ΔVgs2(p, T) fully cancels the variation 

regardless of the cause of ΔI1, ΔIADD(p, T) can be calculated by the product of the 

transconductance of the M2 and the difference between the ideal ΔVgs2(p, T) and 
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ΔVgs2(p0, T), which is the actual compensation bias voltage generated giving by (3.9). 
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Notice that at the nominal process corner, the resistor value equals: 
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With both (3.16) and (3.17), we now can calculate the complete expression of 

ΔIADD(p0, T). 
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The reason we assume M1 and M2 have the same gate voltage here is because under 

the nominal process condition, the design parameters κ and R are selected to guarantee 

Vgs1 (p0, T0) = Vgs2 (p0, T0) =Vgs0.  

We need a few short-hands to carry out further calculation. Recognize that: 
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Plug (3.19) into (3.18), we have: 
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The term in the first bracket of (3.19) has been calculated in (3.15), as the case 

when p=p0. Plugging (3.15) with p=p0 and rearranging the terms in the second bracket 

give us: 
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Here, to facilitate our calculation, we first work out a few useful terms regarding 

gm2(p0, T) and gm2(p0, T0). 
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Finally, plug the expressions in (3.22) to (3.21), and we arrive at our temperature 

variation expression for the addition-based current source under the nominal process 

condition. 

3.6 Supply Variation 

In the current-starved ring oscillator, Tosc is a function of both VDD and Ibias, as 

depicted by (3.2). Note also Ibias provided by the addition-based current source is a 

function of gate voltage Vgs1 according to (3.7). Suppose we generate Vgs1 by dividing 

VDD through a resistive or capacitive divider. Let us assume β is the constant ratio 

between the gate bias voltage and the power supply, ie. Vgs1=βVDD. According to 

(3.12), we can derive the expression for β as a function of VDD, Vth, α, and κ1/ κ2. 
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For a specific CMOS technology, VDD, Vth, and α are fixed, so β is determined 

entirely by κ1/ κ2. By setting Vgs1=βVDD, in which β is chosen to satisfy (3.23), we 

simulate the output current of the addition-based current source (Ibias) by sweeping the 

supply voltage from 0.9V to 1.1V. From the plot of Ibias in Fig. 3.12, we can see there 

is a linear relation between Ibias and VDD.  Now that VDD and Ibias change in the same 

direction proportionally, Tosc (or its inverse fosc) is relatively unaffected by the change 

in supply voltage. It is clearly shown in the output frequency (fosc) plot in Fig. 3.12 

that the first order dependence between fosc and VDD has been cancelled. Over a supply 

range from 0.9V to 1.1V, fosc varies by 6.5MHz, or less than 0.34% of its nominal 

value at VDD=1V. 
 

 
Fig. 3.12  The bias current (Ibias) from the addition-based current source and the output 
frequency (fosc) of the addition-based ring oscillator change with the supply voltage
(VDD). 
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3.7 Chapter Summary 

We have demonstrated a fully integrated, scalable, low power, process-and-

temperature-compensated ring oscillator, which does not require any post-fabrication 

trimming or calibration. The improved frequency accuracy of the ring oscillator is 

achieved through replacing the single transistor in a conventional current-starved ring 

oscillator with a process and temperature invariant addition-based current source that 

is able to scale beyond the current sub-micron technology node. Measurement results 

from 167 chips show a 65.1% reduction of the frequency process variation and 

85ppm/oC temperature stability in the proposed ring oscillators. The calibration-free, 

low-power, CMOS-compatible, compact, and high-frequency design of our ring 

oscillator makes it a potential candidate in a number of low-cost, low-power RF 

applications.  
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CHAPTER 4 

CLOSED LOOP COMPENSATION WITH FEEDBACK 

4.1 Introduction 

In this chapter, we present two implementations of a closed-loop process 

compensation scheme for high speed ring oscillators—the comparator based and the 

switched capacitor based loops. We provide detailed discussion of the frequency 

accuracy, loop stability, and implementation cost for each design. More than 150 test 

chips from multiple wafer-runs in a 90nm CMOS process verify that frequency 

accuracy of better than 2.6% can be achieved with the application of the proposed 

compensation loop. Moreover, by leveraging a low variation addition-based current 

source, we have demonstrated a fully-integrated 2.15GHz ring oscillator with less than 

4.6% frequency variation without external references or post fabrication calibration, 

which is 3.8x improvement in frequency accuracy over the baseline case. The same 

compensation scheme can also alleviate frequency drift caused by temperature. 

Ring oscillators are commonly used to generate clock signals or as tunable local 

oscillators in radio systems and I/O interfaces because of their compact size, wide 

tuning range and low power consumption. For example, ring oscillators serve as LO’s 

in super-regenerative receiver applications [62]. Other application examples can be 

found in high-speed clock and data recovery (CDR) circuits, wake-up receivers [42], 

and phase-locked loop (PLL) systems [39]. In many of these applications, it is critical 

that the ring oscillator maintains a stable center frequency across process and 

temperature variations, since frequency stability results in improved selectivity [62], 

wider intermediate frequency (IF) bandwidth [42], and less noise coupling [39]. 

Unfortunately, as CMOS technology scales into deep sub-micron feature sizes, the 
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frequency stability of the ring oscillator deteriorates considerably due to increasing 

process variation in the MOS drain current and the circuit propagation delay. Even 

after optimizing the fabrication process, it is not uncommon for today’s sub-100nm 

process to have more than 35% 3σ variation in both its drive-current and propagation 

delay within a single chip [35, 63], and the relative variation of the circuits is more 

pronounced in low-voltage applications [34]. Moreover, the high-to-low delay time 

and low-to-high delay time, which directly determine the oscillation frequency of 

inverter-based ring oscillators, are the most susceptible to variation due to random 

dopant fluctuations among the timing parameters [43]. 

In this chapter, we present a closed-loop process compensation scheme that is able 

to reduce the frequency variation in GHz ring oscillators to 2.6%. To achieve this 

without resorting to external frequency references (i.e. crystal oscillators in a PLL), we 

take advantage of the high precision current source and low tolerance vertical parallel 

plate capacitors that are available in sub-micron CMOS process. Two different 

compact on-chip implementations of the compensation loop have been designed, and 

the measurement results from more than 150 chips in multiple wafer-runs demonstrate 

a 3.8x improvement in the normalized standard deviation of the oscillation frequency, 

as compared to a baseline current-starved ring oscillator design, with no external 

component or post-fabrication calibration. The same control loop idea is also 

demonstrated to limit the frequency drift resulting from fluctuations in temperature. 

Previous work on low-variation oscillator design is covered in Section 4.2. The 

comparator-based and the switched capacitor-based implementations of our proposed 

process compensation loop are presented in Section 4.3 and Section 4.4 respectively. 

In Section 4.5, measurement results of the compensation loop from multiple wafer-

runs and with different current biasing configurations are analyzed and discussed to 

demonstrate the variation reduction performance of the compensation scheme. Finally, 
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conclusions regarding the potential of this technique are reached in Section 4.6.  

4.2 Design Concept 

To address this design challenge, we employ a feedback approach to correct the 

frequency error caused by process variations [64]. In a feedback loop, it is possible to 

de-sensitize the variation of the circuit in the forward path by regulating it with higher-

accuracy components in the feedback path that operate at much lower frequency, thus 

de-coupling the trade-off between frequency and accuracy in high-speed oscillators. 

The basic concept of the system is illustrated in Fig. 4.1. The loop converts the 

frequency of the voltage-controlled oscillator (VCO) to a DC voltage VFS through a 

frequency sensor and compares it to a constant voltage reference VREF. The difference 

between the two represents the frequency error and is fed to the frequency correction 

block to generate the bias or control voltage Vctrl that tunes the VCO to run at the 

desired frequency despite process induced variation. Since the error comparison can 

now be performed in the voltage domain at much lower frequency, we can eliminate 

expensive external frequency references and power-hungry high speed circuit blocks, 

 
Fig. 4.1  System diagram of the general compensation loop. 
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and substitute with high-precision on-chip DC components. 

In this chapter, we present two possible variants of this loop architecture—the 

comparator-based and the switched capacitor-based compensation loops. The circuit 

implementation and performance analysis of both are covered in the following 

sections. 

4.3 Comparator-Based Loop 

A voltage comparator followed by an integrator can be used to measure voltage 

difference representing the error in the frequency output of the VCO. Following this 

idea, a control loop can be designed that comprises of a comparator, a charge pump  

(CP) acting as a low pass integrator, a frequency sensor, a VCO, and a timing 

generator. The simplified system block diagram is shown in Fig. 4.2. The comparator 

detects the difference between VFS and VREF, and its decision is fed to the charge 

pump to generate the control voltage Vctrl that speeds up or slows down the VCO 

accordingly. Ideally, this feedback regulation will force VFS to converge to VREF, and 

thus unambiguously set the VCO’s output frequency. 

 
Fig. 4.2  System diagram of the comparator-based compensation loop. 
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4.3.1 Accuracy Analysis 

The actual frequency accuracy of the compensation loop is limited by non-

idealities of the circuits. We can derive the accuracy of the settling frequency of the 

control loop, fosc, by obtaining an analytical expression as a function of the circuit 

parameters and identifying the critical parameter terms that contribute to frequency 

offsets. 

A non-ideal comparator with finite transition gain ACP and an input offset VCP,off 

can be described as 
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in which V+ and V- are the positive and negative input of the comparator. VCP,off is 

defined as the voltage difference between the positive and negative comparator inputs 

that is required for the comparator output to be at VDD/2, the half point of the output 

swing. 

Assume that the charge pump current, ICP swings between IDN and –IUP as 

controlled by the negative/positive comparator output (VCP,out). This combination can 

be adequately modeled as a voltage- controlled current source that saturates at IDN 

and-IUP. The sign of ICP indicates the charge/discharge direction of the current. The 

functional behavior of ICP can be written in the following expression: 
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The frequency sensor is realized by measuring the voltage across a capacitor (CFS), 

which is being charged with a constant current source (IREF) during the duration of 

NTosc, as Tosc is the oscillation period and N is the divider ratio. Its output (VFS) can be 

depicted as: 
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In the feedback loop, VREF and VFS are the positive and the negative input of the 

comparator, so we replace V+ and V- with VREF and VFS in (4.1) to obtain the 

expression of VCP,out. According to the loop operation described above, the stable state 

value of Tosc can only be reached when the charge pump current ICP stays zero, so that 

the VCO control voltage, Vctrl, is held at a constant value. Solving for VFS that satisfies 

the condition of ICP=0, we can determine the analytical form for Tosc: 
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As indicated by (4.4), mismatches in the comparator and the charge pump, 

depicted by VCP,off and |IUP-IDN|, will affect Tosc and contribute to the overall variation 

of the oscillation frequency. To alleviate this undesirable effect, we pay special 

attention to ensure the matching of comparator input transistors and charge pump 

currents and choose a relatively high VREF value compared to the last two mismatch 
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terms in (4.4). The relative accuracy of fosc=1/Tosc can be derived from (4.4) as a 

function of the tolerance of the design parameters: 
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in which, σf, σT, σI, σC, σREF, σCP,off, σUP-DN, represent the standard deviation of fosc, 

Tosc, IREF, CFS, VREF, VCP,off, and (IUP-IDN)/2 respectively, and the superscript “0” in the 

symbols indicates the mean value of that variable. Since the comparator input and the 

charge pump current have minimal systematic offsets by design, VCP,off, and (IUP-

IDN)/2 should both be random variables with zero means, which justifies the 

approximation of the last term in (4.5). In reality, σCP,off and σUP-DN are small relative 

to VREF, and the reference voltage, VREF, can be generated on chip with a bandgap 

reference, which usually has much better tolerance than the first two terms in (4.5). It 

is fair to say that the frequency variation in our process compensation loop is 

determined mainly by the variation of the current reference and the capacitor.  

4.3.2 Circuit Implementation 

In this sub-section, we elaborate on the operation of the circuit blocks employed in 

the comparator-based compensation loop. 

Frequency Sensor (FS) 

The schematic of the FS is shown in Fig. 4.3(a), and the timing diagrams of the 

control signals for the switches are illustrated in Fig. 4.3(b). CLK, SP and RST are the 

control signals derived from the VCO output by the timing generator. As indicated in 

Fig. 4.3(b), the pulse width of CLK which controls the charging up of capacitor CFS is 
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N times the oscillation period Tosc after the divider. In every cycle, CLK turns on the 

switch to let IREF linearly charge up the capacitor in a period of NTosc so that at the end 

of the charging phase, the voltage at node P equals: 
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SP then closes the bridge switch and starts charge sharing between the capacitors. 

The charge sharing splits charge proportionally between the two capacitors and such 

that each has and equal voltage drop. Finally, SP goes low and disconnects the 

capacitor bridge so charge stored on the first capacitor is completely discharged by the 

RST switch. The output of the frequency sensor after n cycles can be derived using 

charge conservation principle: 
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Fig. 4.3 (a) Frequency sensor schematic, (b) timing waveform controlling the switches 
in the frequency sensor. 
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This shows that after running for n cycles, VFS converges to a faithful 

representation of Tosc, and can be used to measure the oscillation frequency. For 

example, if C1 and C2 are of the same size, after 8 cycles (n=8), VFS will settle to 

within 0.4% of its final value. In our design, C1=C2=CFS=1.2pF vertical parallel plate 

capacitors are used in the frequency sensor to achieve lower capacitance variations, as 

the oxide thickness fluctuation and the line roughness of the process are averaged over 

a larger area [65]. For IREF, it is possible to take advantage of recently developed 

integrated PVT invariant current sources [3] and the calibration method [66] to 

achieve better than 1% precision current references. 
 

Voltage Comparator 

A basic differential amplifier with active current mirror load serves as the 

comparator. According to our accuracy analysis in the previous sub-section, it is 

beneficial to have a small VCP,off. To minimize the input offset through better 

matching, large and square transistors are used at the input and careful common-

centroid layout are employed. Estimated to be below 2mV [59], VCP,off contributes to 

less than 0.3% to the overall absolute frequency variation. This non-ideality can be 

further reduced with chopping or auto-zeroing at the comparator input, which can be 

integrated in our system. We chose a modest comparator gain of 28 dB in the design.  
 

Charge Pump 

The schematic of the charge pump with low pass filter  (CP/LPF) is presented in 

Fig. 4.4.  Positioned at the top and the bottom, the transmission gate pairs of M1-M2 

and M3-M4 switch on/off the source and sink current of the charge pump, IDN and IUP, 

both of which are mirrored from self-biased diode-connected transistors. The nominal 
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values of both currents are designed to be the same, i.e., IUP=IDN=150µA=ICP. The 

capacitor used here is CCP=1.2pF. 

The charge pump block here is different from that in a charge pump PLL, because 

its inputs are not strictly digital levels. Instead, when the feedback loop approaches the 

frequency locking range, the comparator falls into the transition region with its output 

sitting between rails. Therefore, in addition to IUP=IDN, the values of the charge pump 

currents should also match when the comparator output is at VDD/2.  

 

Voltage Controlled Oscillator (VCO) 

 
Fig. 4.4 Charge pump schematic. 
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The VCO block is a three-stage current-starved inverter chain ring oscillator with a 

tuning range from 780MHz to 5.6GHz. A simple bias network for the VCO consists of 

a diode-connected pFET and an nFET, whose gate is connected to the control voltage, 

as shown in the circuit schematic in Fig. 4.5. Frequency tuning is achieved through 

changing the bias current with the gate voltage. An offset current bias IB is included to 

adjust the oscillation period’s sensitivity to the control voltage, K’VCO=dTosc/dVctrl, as 

well as to provide the default oscillation current during start-up.      

We need a wide tuning range to handle the worse case conditions, but no special 

requirement is imposed on the linearity of the control voltage. Other topologies to 

implement the VCO can easily be accommodated in our process compensation loop. 

The same current-starved topology is used in the baseline ring oscillator design to 

ensure fair comparison of frequency variation performance.  

 
Fig. 4.5 VCO schematic. 
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Timing Generator 

The frequency sensor block requires a series of well defined timing signals to 

control its operation. These control signals (SP, /SP, RST, etc.), as well as the 

oscillation signal (CLK) measured by the frequency sensor are generated by the timing 

generator.  

As indicated in Fig. 4.3(b), CLK is a divided down signal from the output of VCO 

(Vout). It is important for CLK to have a nearly 50-50 duty cycle, because the 

frequency sensor only measures half of the period when CLK is high. Adding the 

frequency dividers after the oscillation signal is a simple way to ensure a 50-50 duty 

cycle for CLK. We choose the divider ratio N=4 in our design and both divide-by-2 

frequency dividers are implemented with static D-flipflops. 

Other control signals necessary for the operation of the frequency sensor are 

generated by standard static CMOS logics: 
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in which CLKx2 is the signal after the first divider and has twice the frequency of 

CLK. The timing generator block is also used to offset the delays from different signal 

paths to make sure that the difference in signal arrival time will not cause failure at 

process corners.  

4.3.3 Loop Dynamics 

The comparator-based compensation loop experiences two different dynamic 
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regimes as it operates through frequency acquisition and locking. When the operating 

frequency is far away from its static value, the feedback loop may exhibit a bang-bang 

loop dynamic, due to the binary output at the comparator [67]. After the operating 

frequency has been pulled closer to its static value by the bang-bang regulation, the 

loop dynamic can be approximated by a 3rd order transfer function, now that the 

behavior of the functional blocks in the system can be adequately captured with 

continuous-time linear models. 

First, let us investigate the bang-bang region of the loop dynamics in discrete time. 

Assume that there exists a large initial frequency offset. The comparator will behave 

non- linearly and give binary output ε(n), and the error signal in the nth step is: 
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This error signal controls the charge pump to deposit or release charge stored on 

CCP, the amount of which is determined by the charge pump current ICP and the 

charging duration Tosc(n+1). This changes Vctrl and sets the new oscillation period 

Tosc(n+1). The update process of Tosc(n) in discrete time is therefore captured by the 

following difference equation: 
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To study the convergence behavior of the bang-bang model, we turn to 

parameterized numerical simulations in Matlab, because the hard nonlinearity inherent 

in the comparator prevents direct application of the Z-transform. The simulation 

results in Fig. 4.6 show that given random initial conditions, the feedback loop always 

successfully acquires the frequency even in the presence of noise, typically in fewer 
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than 30 steps. The acquisition process exhibits classic bang-bang dynamics, in which 

the oscillation frequency falls within some percentage of its static value, and the 

percentage is determined by the one step correction, ICPK’VCO/CCP, divided by the 

static oscillation period Tosc0. This percentage is around 1.5% in our design. 

After the initial bang-bang frequency acquisition, the relative frequency error is 

less than a few percent and it is small enough to bring the comparator into its linear 

transition region, thus allows us to apply an analytically more tractable linear system 

model [68]. 

Since the FS operates in discrete time, we first need to derive its continuous-time 

approximation. The step response of the FS in discrete time is: 

 

 
Fig. 4.6 Convergence simulation of the bang-bang dynamics in Matlab with random
initial conditions and noise disturbance in each step. 
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in which u(n) is the step signal. As the frequency is near locking, we assume the 

oscillation period is approximately T0
osc, which makes one discrete time interval equal 

NT0
osc, N being the divider ratio. Applying this to (4.11), we have the transient step 

response of the FS in continuous time: 
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According to the step response in (4.12), the frequency sensor can be 

approximated by a first-order RC transfer function with a pole at pFS: 
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Fig. 4.7 Linear continuous-time model diagram. 
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When the frequency error is small, the combination of the comparator and the 

charge pump behaves similar to a trans- conductance amplifier, which can be modeled 

by 
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with its dominant pole, pcp, at around 420MHz. Plugging in the block models in (4.13) 

and (4.14), the loop dynamic of the system can be described by its closed loop transfer 

function: 
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in which pout=Gm0/CCP is the pole at the charge pump capacitor CCP and 

K=NK’VCOIREF/CFS is the loop gain. The root locus given by this transfer function is 

illustrated in Fig. 4.8(a) and the step responses with different loop gains are in Fig. 

4.8(b), both of which suggest that there is a desirable range for the loop gain K. If K is 

too small (<<0.2), the loop converges very slowly; if K is too large (>>5), the loop can 

become unstable. We take into account of the variation of K in our design and ensure 

it to be between 0.4 and 1.6. 

4.4 Switched Capacitor-Based Loop 

The above loop dynamic analysis points out the existing limitations of the 

comparator-based compensation loop. One potential shortcoming of this architecture 

stems from the third order behavior of the loop and potential for instability.  To 

(a) 

(b) 
Fig. 4.8 (a) Root locus and (b) step response with different loop gains, derived from the 
transfer function of the compensation loop. 
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improve the loop stability of the system, we explore a switched capacitor-based 

implementation of the frequency compensation loop, depicted in Fig. 4.9. 

4.4.1 Improved Frequency Correction Block 

The architecture of the frequency correction block used in the compensation loop 

is based on a discrete time switched capacitor integrator and is shown in Fig. 4.10(a). 

It consists of a current source IREF, capacitors C1 and C2, a high gain operational 

amplifier, transmission gate switches, and external inputs VREF and RST. 

An external RST is applied at the beginning of operation to clear all digital 

counters and establish a DC operating point for the output of the operational amplifier. 

Once the RST signal is deasserted, the VCO oscillates with its free running frequency. 

The output of the VCO is passed through a series of dividers to shape it into a square 

wave with a 50-50 duty cycle. The timing signal generator produces signals φAB, φA, 

φB, and φC based on digital logic as follows: 

 

 
Fig. 4.9  System diagram of the switched capacitor-based compensation loop. 
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where CLKx4 is the waveform generated by dividing the output of the VCO by 4, as 

shown in Fig. 4.10(b).  

 
(a) 

 
(b) 

Fig. 4.10 (a) Switched capacitor implementation of the frequency correction block, (b) 
timing waveform controlling the switches in the block. 
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Based on when the signals are asserted, the operation of the frequency correction 

unit can be divided into three phases: Initialization phase, Comparison phase, and 

Correction phase, as depicted in Fig. 4.11.  

Initialization Phase 

When φAB and φA are asserted, one plate of capacitor C1 is charged to VREF and the 

other plate is held at ground, as shown in Fig. 4.11(a). This state is used to set an 

initial condition on C1 and allows for a comparison to be made between VREF and the 

voltage proportional to the VCO’s oscillation period. The charge contained in C1 at the 

end of the initialization phase is VREFC1.  

Comparison Phase 

In Fig. 4.11(b), when φAB and φB are asserted, one plate of the capacitor C1 is 

charged up by current source IREF for a period NTosc, N being the divider ratio. The 

charge contained in C1 at the end of the comparison phase is VREFC1-NIREFTosc. The 

comparison establishes a charge difference at C1 which is proportional to the 

difference between the system’s current oscillation period and its nominal oscillation 

                 (a)                        (b)                                                   (c) 
Fig. 4.11 Equivalent circuits in (a) the initialization phase; (b) the comparison phase;
(c) the correction phase. 



87 

period.  

Correction Phase 

Once φAB is deasserted, capacitor C1 is floating and the charge on it is held. When 

φC is asserted, capacitor C1 is discharged by connecting one plate to ground and the 

other to the negative input of the operational amplifier. The high gain of the 

operational amplifier requires that its negative input also be a virtual ground as it 

tracks the positive input, which is set to ground. Since charge must be conserved, 

charge on the plate of C1 connected to the negative input of the operational amplifier is 

transferred to capacitor C2.  

The operational amplifier is designed as a conventional folded cascode to provide 

high gain so that both input nodes are able to track each other effectively. PFET 

transistors are used as input since the inputs to the operational amplifier are close to 

ground. Fig. 4.11(c) illustrates this phase. 

The PFET input transistors are made large and square in layout to improve 

matching characteristics. Care is taken to ensure that the parasitic capacitance of the 

input transistors is much smaller than those used in the switched capacitor circuit. The 

op-amp is designed with a nominal gain of 35 dB. In the next section we will see that, 

even with a finite gain, the switched capacitor based compensation system eliminates 

the problem of loop stability.  

4.4.2 Loop Dynamics 

The voltage at the output of the operational amplifier, VCtrl, increases proportional 

to the amount of charge transferred. This voltage does not change until the next 

occurrence of φc and sets the frequency of the VCO. After n cycles, the voltage at the 

output of the operational amplifier is updated according to the difference equation: 
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where Vctrl(n) is the control voltage of the VCO and Tosc(n) is the oscillation period of 

the VCO in the nth step. 

The system will converge to a steady oscillation period when VREFC1=NIREFTosc. 

At this point, further values of Vctrl will equal their corresponding values in the 

previous cycle, indicating that the VCO has converged to its desired nominal 

oscillation period. Both capacitors C1 and C2 are on the order of pF so that they are 

much larger than the parasitic capacitances of the operational amplifier and the 

switches. 

The above simplified analysis doesn’t take into account the finite gain and input 

offset voltage of the operational amplifier in the loop. In order to properly analyze the 

stability and convergence of the loop, we need to re-write (4.17) introducing 

parameters A and Voffset representing the gain and input offset of the amplifier 

respectively. The relation between Vctrl and the voltage at the negative input of the 

amplifier (Vx) can now be expressed as 
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Maintaining conservation of charge on capacitors C1 and C2 before and after 

switch S3 is closed, we get the following expression for Vx as 
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and for Vctrl as 
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where Vctrl(n) is the control voltage applied to the VCO in the previous correction 

cycle and Vctrl(n+1) is the control signal that will be applied at the end of the current 

correction cycle. From (4.20), it is evident that, even in the presence of a finite gain, 

the compensation loop is stable and will still converge based on a first-order negative 

feedback exhibited by the third term, regardless of the starting condition. The static 

error Voffset will cause some amount of ripple on Vctrl when VREFC1 = IREFNTosc but this 

can be minimized by increasing the ratio of C1 and C2 and ensuring the input 

transistors in the amplifier are well matched and large. Care must be taken not to make 

C2 too large as this would make the incremental voltage buildup on Vctrl smaller, and 

hence, the compensation time larger. Making C2 small would lead to a loss of 

precision on Vctrl, forcing it to periodically overshoot and undershoot the correct value. 

In our design a C1:C2 ratio of 1:3 was chosen.  

4.4.3 Accuracy Analysis 

When the loop converges, Vctrl(n+1)=Vctrl(n) =Vctrl
∞ and the oscillation period Tosc 

is represented as Tosc
∞, where Tosc

∞
 = K’VCO.Vctrl

∞. We can now determine how close 

Tosc
∞ is to the ideal value of Tosc=VREFC1/NIREF by solving (4.20): 
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The above expression shows that there is still some accuracy error present due to 

non-idealities in the compensation loop, similar to the error in the comparator based 

compensation loop. For most operational amplifiers, input offset error is in the range 

of less than 5mV [69] and can be further minimized by a number of proposed 

techniques [70]. This reduces the error in the numerator of (4.21) to less than 1.5% for 

VREF = 0.7. For an IREF = 300 µA, C1 = 1 pF, and K’VCO = 1.3 ns/V, the error in the 

denominator of (4.21) is less than 5%. 

Given the fact that Voffset<<VREF and C1/AK’VCO<<IREF, we can approximate the 

relative accuracy of fosc=1/Tosc as a function of the tolerance of the design parameters: 
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The definition of the symbols used in (4.22) is the same as those in (4.5). Based on 

the frequency accuracy analysis, the switched capacitor-based compensation loop will 

achieve similar process variation in its settling oscillation frequency as the 

comparator-based compensation loop, since VREF, IREF and vertical parallel plate 

capacitors, which are the dominant contributors to the frequency variation, are the 

same in both designs. 

4.5 Measurement Results  

We have fabricated the proposed comparator-based and switch capacitor-based 

process compensation systems in IBM’s 90nm CMOS9sf process over multiple 

separate wafer-runs. Uncompensated three-stage current-starved ring oscillators are 

also fabricated in the same runs to serve as a baseline. The measurement results of 

more than 150 test chips obtained from the wafer-runs are presented in this section. 
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To demonstrate the effectiveness of the process compensation loops and make fair 

comparison of the frequency variation, we first conduct the experiments by supplying 

the baseline ring oscillator and the compensated oscillator in the comparator-based 

loop with the same constant external current (IREF) using the testing set-up in Fig. 4.12. 

In this way, both oscillators take the same mirrored version of IREF to generate the 

oscillation.  The histograms of the oscillation frequency based on the testing set-up 

illustrated in Fig. 4.12 are presented in Fig. 4.13. When biased with the same external 

current reference, the baseline oscillator has a higher frequency variation of 8.7% due 

to both wider spread in each wafer run and more frequency shift between wafer runs. 

On the other hand, the compensated oscillator enjoys narrower spread and less wafer-

to-wafer shift, resulting in 4.5% standard deviation over mean. Despite the obvious 

improvement, the variation is a little higher than what has been predicted by (5) given 

the accuracy of the external current source (IEXT) and voltage bias (VREF). This is due 

to the fact that IEXT is not directly applied to the frequency sensor, but is instead  

 
   (a)                                                                 (b) 

Fig. 4.12 External current reference input testing set-up for (a) the baseline ring 
oscillator, (b) the ring oscillator in the process compensation loop. 
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(a) 

 
(b) 

 
(c) 

Fig. 4.13 Histograms of the oscillation frequency from (a) the baseline oscillator, (b)
the comparator based compensation loop with constant external IEXT bias, (c) the
comparator based compensation loop with calibrated constant IREF bias 
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current mirrored to generate IREF in our set-up, which is subject to device mismatch. 

This extra variation caused by the current mirror mismatch is on the order of a few 

percent in sub-micron processes. To verify our hypothesis, we measure the actual 

current in the FS branch and set it to a constant value by tweaking the value of IEXT 

externally. With the calibrated current input that ensures the constant value of IREF in 

the FS, we are able to obtain a  reduced frequency variation of 2.6% from the 

compensated oscillator in the comparator-based loop, the histograms of which is 

shown in Fig.4.13(c). This demonstrates that our proposed closed-loop compensation 

scheme can lock the frequency accuracy close to the current accuracy within 2.6%, 

making it possible to replace expensive external frequency reference with cheaper 

accurate current solutions (eg. high precision resistor, current calibration, etc.) in 

applications that demand modest frequency accuracy and lower integration cost. 

Although not implemented in our system, techniques such as chopping and dynamic 

element matching can be employed to improve matching in the current mirror to 

  
        (a)                                                        (b) 

Fig. 4.14 (a) The process compensation loop with the addition-based current source, 
(b) the scatter plot showing the correlation between the oscillation frequency (Fosc) 
and the current provided by the addition-based current source (IADD). 
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achieve the demonstrated minimum variation of 2.6%. 

The next step is to integrate the whole system on chip by substituting the external 

current reference with an on-chip addition-based current source that has been 

 
(a) 

 
(b) 

Fig. 4.15 Histograms of the oscillation frequency from the fully integrated (a) baseline 
oscillator, (b) the comparator compensation loop with the addition-based current 
source bias. 
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demonstrated to have low process variation [3]. This configuration is illustrated in Fig. 

4.14(a). Now that the output current of the addition-based current source, IADD, has 

replaced IREF in (4.5) in determining Tosc, we expect a strong correlation between 

fosc=1/Tosc and IADD, which is indeed verified by the scatter plot in Fig. 4.14(b) 

obtained from 15 test chips by sampling both fosc and IADD. The linear fit regression 

line has a high coefficient of determination, R2, of 0.784, indicating that the on-chip 

current source IADD contributes most to the overall frequency variation. The multi-

wafer measurement results of the fully integrated comparator-based compensation 

loop with the addition-based current source and the baseline oscillators are presented 

in the histograms in Fig. 4.15. Since no external current reference is provided in this 

configuration, the baseline oscillators we use are voltage biased instead to enable a fair 

comparison. Despite the lack of precise current reference, our compensated oscillators 

yield an improved frequency variation of 4.6%, while a much degraded 17.7% 

variation has been observed in the baseline oscillators.  

The switch capacitor-based compensation loop has also been implemented fully 

on-chip with the addition-based current source in 90nm CMOS. The measurement 

results obtained from 46 chips in a single wafer-run give 15.2% frequency variation 

before compensation and 6.2% after compensation, as shown in Fig. 4.16. This 

slightly higher variation might come from the current variation in IADD that is not 

optimally biased, but it still shows a 2.5x improvement over the baseline case, which 

again validates the feedback regulation of the compensation scheme. The 

measurement results from separate wafer-runs are summarized in Table 4.1.  

The steady state oscillation period expression in (4) and (21) suggests that if we 

can make the dominant variables temperature invariant, similar compensation effect 

can be realized to lower the temperature variation. This can be achieved with the 

application of the addition-based current source that has 90ppm/oC temperature 
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sensitivity between 200K and 400K [71], because the other variables, VREF and CFS, 

are relatively constant over temperature. We measured the changes of oscillation 

frequency in the comparator-based and the switched capacitor-based loop over a 

temperature range from 280K to 350K, and the results are plotted in Fig. 4.17. The 

 
(a) 

 
(b) 

Fig. 4.16 Histograms of the oscillation frequency from the fully integrated (a)
baseline oscillator, (b) the switched capacitor compensation loop with the addition-
based current source bias. 
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compensated loop architectures exhibit improved 168ppm/oC and 290ppm/oC 

sensitivity, compared to 965 ppm/oC in the baseline case. 

The additional circuitry needed to implement the closed feedback loop, occupies 

0.046mm2 and consumes 0.9mW in the comparator-based architecture, and 0.033mm2 

and 3.3mW in the switched capacitor-based one, compared to 1.05mW and 0.05mm2 

for the baseline uncompensated ring oscillator, including decoupling capacitor and 

output driver. Our measured results indicate that although stability may be improved 

with the switched capacitor design proposed, the cost of this is in the required design 

of a larger, higher power, and more complex op-amp in the feedback loop.  This fact 

may favor the comparator based design.   

Although this trade-off between power-area and accuracy is somewhat inevitable 

among all of these designs, it is possible to reduce the power consumption in our 

scheme further in the future, because the loop only needs to be activated periodically 

TABLE 4.1 
FREQUENCY SPREADS IN TWO WAFER RUNS OVER MULTIPLE CHIPS 

Oscillator Type 
Wafer-

run 

No. of 
Chips 

Meas’d 

Freq. Mean 
(GHz) 

Freq. Std. 
(MHz) 

Norm. Std. 
(%) 

Baseline 
(External IREF) 

1st 52 2.22 157 7.10 
2nd 53 2.02 155 7.68

Comp. Based 
(External IREF) 

1st 48 2.15 94.6 4.39 
2nd 39 2.09 84.1 4.02

Comp. Based 
(Calibrated IREF) 

1st 46 2.15 56.2 2.61 
2nd 39 2.14 55.1 2.57

Baseline 
(On-Chip) 

1st 52 1.96 203 10.3 
2nd 53 2.56 314 12.3

Comp. Based 
(On-Chip) 

1st 46 2.14 104 4.86 
2nd 43 2.17 92.5 4.25

Baseline 
(On-Chip) 

N/A 46 2.85 424 15.2 

Sw. Cap-Based 
(On-Chip) 

N/A 46 2.91 178 6.23 
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to refresh the control voltage. If we latch the control voltage of the VCO, the feedback 

loop can be turned off to save power, after it converges to the steady state, which 

normally takes less than 70 cycles or 300ns in our measurements for the worst case. 

We compare the performance of the different oscillator designs in this chapter to other 

process-compensated reference-less CMOS oscillators from the literature in Table 4.2. 

Our results achieve comparable process variation and better temperature sensitivity in 

the GHz range with modest power consumption and area cost. The die photos of the 

test chips of both the comparator-based compensation loop and the switched 

4.6 Chapter Summary  

We have investigated the validity of a process compensation scheme using 

feedback loop, which takes the advantage of the higher accuracy in constant DC 

references (voltage and current) and vertical parallel plate capacitors, and applies it to 

improve the frequency accuracy of high-speed oscillators in sub-micron CMOS 

technology. Two implementations of the system based on the comparator architecture 

Fig. 4.17  Percentage variation of the output frequencies over temperature. 
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and the switched-capacitor architecture have been demonstrated using IBM’s 90nm 

CMOS9sf process, and measurement results from more than 150 chips in multiple 

wafer-runs have been obtained. At 2GHz oscillation frequency, our proposed 

compensation scheme not only delivers 3.8x improvement in its frequency accuracy 

over the baseline case measured by normalized standard deviation of the center 

frequency, but also achieves absolute frequency variation of 4.6% without external 

reference and calibration at a modest cost of power an chip area.  

 
                                  (a)                                                                 (b) 

Fig. 4.18. Die photos of (a) the comparator-based compensated ring oscillator; (b) the
switch capacitor-based compensated ring oscillator. 
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TABLE 4.2 
MEASURRED RING OSCILLATOR (RO) SPECIFICATIONS COMPARISON WITH REFERENCE 

 Tech. 
Supply 
Voltage

Target 
Freq. 

Process 
Variation 

Temperature 
Sensitivity 

# of 
Chips 

Measured

External 
Freq. 
Ref 

Power Area 

Baseline RO 90nm 1V 2.1GHz 17.7% 965ppm/oC 
105 

(2 lots) 
No 1.05mW 0.050mm2 

Comparator 
Loop 

90nm 1V 2.1GHz 4.6% 168ppm/oC 
89 

(2 lots) 
No 1.95mW 0.096mm2 

Switched-
Cap. Loop 

90nm 1V 2.9GHz 6.2% 290ppm/oC 46 No 3.3mW 0.084mm2 

[11] 0.18µm 1V 2.56MHz 4.4% 300ppm/oC 
Emulated

* 
Yes 2µW 0.22mm2 

[14] 0.35µm 1V 3.3KHz 6.9% 500ppm/oC 18 No 11nW 0.1mm2 

[15] 0.25µm 2.5V 7MHz 2.12% 110ppm/oC 
64 (2 
lots) 

No 1.5mW 1.6mm2 

[16] 0.13µm 3.3V 1.25GHz 4.8% 340ppm/oC 15 No 11mW 0.014mm2 

*The frequency drift due to process variation is emulated by changing the bias condition of the oscillator. 
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CHAPTER 5 

SYSTEM SELF-CALIBRATION 

5.1 Introduction 

In this chapter, a 46µW 0.8-2GHz tunable oscillator with built-in self-calibrated 

PVT compensation is presented for applications in low power radios. With single-

point current calibration at room temperature, the proposed VCO achieves 2.24% 

frequency accuracy against process variation, 1.6% frequency shift over 0.85-1.15V 

supply voltage, and 167ppm/oC temperature sensitivity between -7oC and 76oC. The 

sub-135pJ on-chip self-calibration is based on a successive approximation scheme. 

Our design shows 3.4x improved process variation tolerance, 45x improved supply 

sensitivity, and 5.2x improved temperature sensitivity, as compared to the free-running 

VCO without self-calibration. Measurements are taken from 94 chips fabricated in two 

different lots in TSMC 65nm CMOS process. 

Low power radio systems, such as UWB impulse radios and wake up receivers, 

have attracted attention for applications in wireless sensor networks (WSN) and body 

area networks (BAN), where low power operation at low cost is required. Generating 

an accurate local frequency reference is critical in these systems, as it often sets the 

limit of achievable power savings [72, 73], determines the optimal frequency plan 

[42], and affects the network dynamics [74]. Hence, a PVT-invariant oscillator 

immune to the variations of process, supply voltage, and temperature (PVT) is 

extremely desirable. In addition to the accuracy requirement, the oscillator must 

operate under a stringent power budget (<100µW) and be inexpensive to integrate 

within a state-of-the-art CMOS process. 

The ring oscillator based voltage-controlled oscillator (VCO) exhibits wide-tuning 
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range, low power consumption, small die area, and ease of integration. Compared to 

the more power hungry LC oscillator [53] and the FBAR-based resonator with limited 

tuning range [30], it is particularly suitable for low power radios whose inherent 

architecture is more tolerant to phase noise but require flexible low power operation. 

Unfortunately, the ring oscillator suffers from severe impacts of increasing variability, 

especially as CMOS technology scales down to the nanometer regime. Despite efforts 

to improve the inherent accuracy of free-running oscillators through symmetric loads 

[75], stable current bias [71], and threshold and temperature sensing [60], built-in self-

calibration circuitry and compensation schemes are needed to achieve enhanced 

performance against PVT variations as demanded in practical low power radios. 

In this chapter, we demonstrate a 46µW VCO with built-in self-calibrated PVT 

compensation that can function both as a local oscillator (LO) [42] and as a wake-up 

clock [72]. The proposed oscillator has a tuning range of 0.8-2GHz that allows flexible 

channel selection and frequency hopping. Based on the successive approximation 

method [76], the self-calibration incorporated in our VCO design improves the 

frequency sensitivity of the free-running oscillator to process by 3.1x, to supply 

voltage by 45x, and to temperature by 5.2x, while consuming less than 135pJ to 

perform the calibration procedure. These results are verified by more than 94 test 

chips from two different lots fabricated in TSMC 65nm CMOS process. 

5.2 PVT Compensation for VCO 

Three types of built-in calibration techniques have been proposed for PVT 

compensation in VCO’s: closed-loop control voltage monitoring [77], digital counter 

over fixed time [78, 79], and analog time-to-voltage conversion (TVC) [80].  

Monitoring the control voltage in closed-loop configuration requires long settling 

time and continuous loop operation. At the same time, counting over a fixed time 
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window takes more calibration time to arrive at the same frequency resolution than the 

analog TVC technique. Hence the most energy-efficient calibration is realized with 

analog TVC that is able to track the frequency within several cycles of oscillation. 

For low power radio applications in WSN and implantable electronics, integration 

cost, power consumption, and form factor make an external reference, such as a 

crystal oscillator, undesirable. Without an accurate frequency reference, we use 

absolute comparison with low-tolerance on-chip components for calibration, instead of 

relative frequency comparison [80]. 

Given the design considerations mentioned above, we use the analog TVC 

technique based on absolute comparison in our self-calibration circuitry with post-

process trimming. To further minimize test time and cost, single-point DC current 

trimming at room temperature is applied, instead of costly and complex frequency 

calibration at multiple temperature points. 

5.2.1 System Architecture 

Successive approximation is a method that is often used in analog-to-digital 

converters (ADC) to refine the accuracy of data conversion. In a successive 

approximation ADC, VIN, the input voltage, is compared to VDAC, the output of the 

digital-to-analog converter (DAC) which is also an estimate of the input value. The 

error between the estimate and the input value is fed to a successive approximation 

register (SAR) to increment or decrement a digital code representing a revised digital 

estimate of VIN based on a binary search algorithm. This becomes the input to the 

DAC and in turn provides a revised version of VDAC for comparison to Vin. 

The same idea can be applied in designing a compensation scheme for a ring 

oscillator. In this case, we break the connection between the DAC and the comparator 

in the ADC, and add a voltage-controlled oscillator (VCO) and a frequency sensor, 
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which perform the transformation of voltage to frequency and back to the voltage 

domain.  

Our proposed self-calibration system (Fig. 5.1) that consists of a VCO, a time-to-

voltage converter (TVC), a comparator, a successive approximation register (SAR), a 

digital-to-analog converter (DAC), and a state machine. At the TVC, oscillation is 

measured so that VTVC is proportional to the VCO period. VIN and VTVC are then 

compared to update the digital code (Dctrl) stored in the SAR to generate Vctrl. With 

each comparison and update, Vctrl tunes the VCO frequency, until VTVC equals VIN. 

When the calibration is completed, the final Dctrl is stored in the SAR to generate the 

optimal Vctrl. 

The external test controller also shown in Fig. 5.1 provides current calibration by 

measuring Iref and adjusting the trimming bits for bias resistors in the TVC. VIN is 

supplied externally with variable resistive divider from VDD in our measurement, but 

could be fully-integrated into the system as well. The frequency sensor is designed 

with low variation components, and therefore does not contribute significant process 

variation. The digital blocks used in the SAR and the DAC have sufficient margins 

that ensures correct operation at the process corners. If the comparator can distinguish 

infinitesimal voltage differences and an infinite number of bits are used to represent 

the control voltage, the output frequency of the VCO will be completely determined 

by the reference voltage VIN. 

5.2.2 Calibration Scheme 

A state machine (Fig. 5.2) running on a derived clock from the VCO controls the 

timing of events in the system, starting from Sleep/RST, moving onto Auto zero and 

Conversion, when a request is initiated, and then iterating between update, sample and 

compare until the final approximation is completed. The state machine also does the 
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clock gating to different blocks to save power. As the VCO clock can vary during the 

control process, additional provision is made for synchronization using hand-shake 

signals at crucial stages, such as update, sample and comparison for robustness. 

Illustrated in Fig. 5.3 in the top row, VIN is the control voltage that determines the 

final frequency in our system, as the VCO frequency (fVCO) successively approximates 

NIref/CVIN (N is the divider ratio). The system starts in the Sleep/RST state (RST), 

until Conv_Request triggers the self-calibration. As each bit in Dctrl resolves from 

MSB to LSB, fVCO approaches its final value at increasingly finer steps. The decision 

of LSB in Dctrl indicates the completion of the calibration and returns the system back 

to RST state with fvco locked to its calibrated value. 

We zoom into the dashed box in the fVCO timing diagram to show the state 

transitions and the progression of Dctrl, VTVC, and the comparator output VCP, as the 
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Fig. 5.1 Block diagram of the proposed VCO system with built-in self-calibrated PVT
compensation. 
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first 2 bits in Dctrl resolve. Following Conv_Request, the system first enters the 

Preload state (P) to load the initial code “100…0” in the SAR before starting the bit 

cycle at MSB. Each bit cycle consists of 3 phases—Update (U), Sample (S), and 

Compare (C) phases as indicated in Fig. 5.3. During Sample, VTVC linearly increases 

with time, as Iref charges up the capacitor inside the TVC. VTVC is then held stable and 

compared with VIN in the Compare phase, and the comparator decision VCP updates 

the active bit of the SAR in the Update phase of the next bit cycle. Update is also used 

to discharge VTVC for the next Sample phase. 

In addition to power-up, the self-calibration is performed periodically with a self-

timer. Need-based calibration can also be realized using a low-power temperature 

sensor to trigger Conv_Request, though it is not implemented in our system. 

 

Fig. 5.2 State machine showing the transitions between different states. 
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5.2.3 Frequency Accuracy 

The input offset of the comparator (VCP,off), the finite resolution of the SAR and 

the DAC (VLSB), and the capacitor variation in the TVC determine the final calibrated 

frequency accuracy: 

 

               














































2'2

,
22

,max
osc

VCOLSB

IN

offCPC

osc

f

f

KV

VCf


 (5.1) 

 

in which, σf, σC, and σCP,off, represent the standard deviation of the nominal 

operating frequency fosc, C, and VCP,off. K’VCO is the VCO gain. 

 
Fig. 5.3  Timing diagrams of the VCO frequency (fvco) as it successively converges 
towards NIref/CVIN during the successive approximation self-calibration. Zoomed-in 
diagrams of Dctrl, VFS, and VCP, as the first 2 bits in Dctrl resolve. 
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5.3 Circuit Implementation 

According to (5.1), the frequency accuracy is determined by the capacitor 

tolerance, the comparator offset, the number of bits in Dctrl, and the VCO gain. As the 

capacitor tolerance is the dominant variation in the system, it is important to choose 

the optimal block implementation in the self-calibration system so that the 

contributions from other variation terms are minimized. 

5.3.1 Time-to-Voltage Converter (TVC) 

The TVC measures the oscillation period, and its absolute accuracy is especially 

critical. It is realized with a current source (Iref) charging up a pF capacitor, as 

illustrated in Fig. 5.4(a). CLK is generated by a divided-down VCO output, and it has 

a 50-50 duty cycle and a period of 2NTosc. Therefore the output voltage of the TVC at 

the end of charging period is VTVC=NIrefTosc/C=NIref/foscC. 

                      
   (a)          

   (b) 
Fig. 5.4 Schematics of (a) the TVC block and (b) the addition-based current source 
with trimming capability. 
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To ensure the accuracy of VTVC against PVT variation, an addition-based current 

source with temperature compensation and linear supply dependence [71] is 

employed. This current source is fully-integrated and does not require a bandgap 

reference as shown in Fig. 5.4(b). Iref in Fig. 5.4(b) is calibrated in the post-process 

factory test with resistor trimming at room temperature. Since the gate bias VG is 

generated by a voltage divider from VDD, Iref is a linear function of VDD. This property 

can be leveraged in the PVT compensation of our system, because when VIN is 

generated with a similar VDD divider, both Iref and VIN are linearly proportional to 

VDD. Therefore, fVCO converges to a VDD independent value of NIref/CVIN, making it 

not susceptible to supply disturbance. 
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Fig. 5.5 Comparator schematic and the corresponding signal timing. 
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5.3.2 Comparator  

A differential regenerative latch based comparator with complementary stages 

shown in Fig. 5.5 is designed for rail-rail input common-mode range. When the clock 

is low (inactive phase), the outputs (C_LOW and C_HIGH) sit at “0”. When the clock 

goes high, regenerative  amplification forces one of the outputs to go high, which 

indicates the relative difference of the signals In+ and In-, as well as the completion of 

comparison, that asynchronously shuts the clock to the comparator “off” to save 

power. The output decision is latched on to C_OUT and is held before the active edge 

of the next comparison cycle sets it to zero. 

The comparator can make decisions to high accuracy in less than 2ns. As a fail-

safe option around meta-stability, provision is taken to force a bit-decision when the 

voltage difference at the input is extremely small. To minimize input offset, the input 

transistors were sized to be big, and the offset variation is simulated to be <1mV. An 

auto-zeroing preamp can further reduce it for higher accuracy applications. 

5.3.3 Voltage-Controlled Oscillator (VCO) 

The VCO is implemented with a three-stage current starved inverter chain ring 

oscillator. A wide tuning range is achieved through two identical bias current sources: 

one controlled by the MSB of Dctrl, and the other controlled by Vctrl generated by DAC 

with the rest of the bits in Dctrl. Corner simulation indicates that there exists an overlap 

of tuning ranges between 750MHz and 2.2GHz despite the center frequency shifts due 

to process variation. 
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Phase noise of the system is determined by the DAC and the VCO, as the rest of 

the circuitry is powered down and the feedback is cut off after self-calibration is 

completed. It meets the relaxed phase noise specifications for the low power radio 

applications we proposed. 

5.3.4 SAR and DAC 

The SAR (Fig. 5.6) algorithm uses 11-Flops and 11-Muxs and starts with loading 

0’s in all but the MSB flop where a 1 is loaded. In every successive update cycle, the 1 

is shifted to the next flop while the bit comparison decisions from the comparator are 

stored, starting from MSB. It is auto-timed, and the conversion completion is indicated 

by the LSB flop (Q0) flips from 0 to 1. 

Fig. 5.6 SAR algorithmic block. 
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Since linearity and monotonicity only affect the last term in (5.1), which is often 

much lower than the capacitor tolerance, we use a 10-bit R-2R ladder DAC (Fig. 5.7) 

for its simplicity. The reference voltages of the DAC are generated from VDD by a 

voltage divider. This topology has fewer components and also inherently ensures a 

binary search. The low voltage reference of the DAC is set at 350mV to avoid 

applying below-threshold control voltage at the VCO. 

5.4 Measurement Results  

We fabricated the proposed oscillator in two different lots 6-month apart using 

TSMC’s 65nm CMOS process. A full set of 94 test chips are measured in both multi-

project runs. The histograms of the measurements are presented in Fig. 5.8, which 

compare the normalized standard deviation (σ/µ) of the oscillator frequency without 

(free-running) and with self-calibration. At 3 different VIN, we are able to obtain the 

histograms exhibiting 3 different mean frequencies (0.85GHz, 1.36GHz, and 

1.95GHz). The accuracy improvements shown in both narrower die-to-die frequency 

spread and smaller lot-to-lot shift in the mean frequency can be observed in all 3  

R R R R

2R2R 2R 2R2R2R

VREFL

VREFH

VDAC

Q0 Q1 Q7 Q8 Q9

Fig. 5.7 R-2R ladder DAC. 
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          (a)                                           (b) 

 
         (c)                                               (d) 

  
         (e)                                               (f) 

Fig. 5.8 Comparison of output the frequency histograms without (free-running) and
with the proposed self-calibration at different frequencies: (a) and (b) 0.84GHz; (c)
and (d) 1.38GHz; (e) and (f) 1.96GHz. 
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cases. The improvement factors defined by the ratio of σ/µ of the self-calibrated VCO 

over that of the free-running VCO are 4.9x(at 0.84GHz), 4.41x(at 1.38GHz) and 

3.38x(at 1.96GHz). Notice that accuracy decreases at higher frequency (i.e. lower 

VIN), as predicted by (5.1) in Section 5.2. 

To test the sensitivity of the self-calibrated VCO against the supply voltage, we 

sweep VDD from 0.85V to 1.15V. Here, we set the operating frequency at 0.84GHz, 

and define f0 as the average frequency measured at nominal VDD=1V for both the free-

running and the self-calibrated VCO. Against this 30% supply variation, the free-

running VCO on a typical chip varies by 72% around its center frequency, while the 

self-calibrated one experiences only 1.6% frequency deviation, yielding a 45x 

improvement as shown in Fig. 5.9. To gauge the combined effect of both process and 

VDD variation, we perform the same VDD sweep on the slowest and the fastest dies 

among all 94 test chips. Since process variation shifts the Δf/f0 versus VDD curves  
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(a) 

 
(b) 

Fig. 5.9  Measured percentage deviation from the nominal frequency at different supply 
voltages (VDD) in (a) the free-running and (b) the self-calibrated oscillators. 
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upwards for the fast chip and downwards for the slow chip approximately by the 

amount of the worst frequency spread in the histograms, we have a worst case ±4% 

frequency deviation after the application of self-calibration in Fig. 5.9(b), compared to 

-49% and +72% frequency deviation in the free-running ones in Fig. 5.9(a).  

In Fig. 5.10, we measure the frequency response of the free-running and self-

calibrated oscillators on a randomly-selected die over a temperature range from -7oC 

to 76oC and observe 5.2x improvement after self-calibration (1.32%) over the free-

running one (6.88%). 

The waveforms in Fig. 5.11 show the transitions between the Sleep/RST and the 

self-calibration at two different frequencies (0.84GHz and 1.38GHz). The duration of 

the self-calibration depends on the operating frequency. As indicated in Fig. 5.11, a 

single calibration requires between 250ns and 600ns and consumes between 60pJ and 

135pJ. The difference of phase noise between the free-running and self-calibrated 

Fig. 5.10 Measured frequency deviation at different temperature before and after the
calibration. 
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oscillators is negligible. At 1.38GHz with 10MHz offset frequency, both oscillators 

exhibit -98dBc/Hz spot phase noise. A summary of the self-calibrated VCO design 

 
(a) 

 
(b) 

Fig. 5.11  Output oscillation waveforms (divided down by 32) of two consecutive self-
calibrations at (a) 0.84GHz and (b) 1.38GHz. 
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specs and PVT accuracy is included in Table 5.1. The die photo and zoomed-in layout 

are shown in Fig. 5.12. The core area of the VCO and the self-calibration circuitry 

occupy 0.06mm2. 

 Table 5.2 compares our work with other oscillator designs in the literature. The 

tunable GHz operating frequency of our design makes it possible to perform dual 

functions as both local oscillator [42] and system clock [72]. Compared to [42] at GHz 

range, our design shows much improved PVT-invariance with small power overhead. 

The oscillator presented in [72] operates at kHz range while consuming similar 

amount of power. It requires frequency trimming and additional high-precision 

temperature sensors to achieve the temperature sensitivity of 103ppm/oC, which is 

 
(a) 

 
(b) 

Fig. 5.12 (a) Die photo of the chip; (b) Zoom-in layout of the core area. 
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quoted as performance estimation with post-processed data, not from any direct 

measurement results. Compared to [72], our self-calibrated VCO only needs easy-to-

perform current trimming at a single room temperature, and its performance has been 

verified by direct chip measurements. Our calibration scheme can also be used to 

replace the coarse-tuning PVT-calibrator in [81], because better PVT frequency 

accuracy can be achieved after the self-calibration without performing post-fabrication 

PVT characterization at multiple temperatures. It is also worth noting that our results 

are verified by statistically significant number of chip measurements from different 

fabrication lots. 

5.5 Chapter Summary 

The stringent power and cost budget of low power radio system calls for fully-

integrated VCO design with enhanced frequency accuracy against PVT variations that 

can only be achieved with built-in self-calibration circuitry. We have designed and 

implemented a 46µW VCO in the GHz range that can perform effective self-

calibration under 135pJ to significantly reduce its PVT-induced frequency deviation. 

We have also performed comprehensive measurements on 94 test chips in order to 

 TABLE 5.1: Chip Summary 
Process TSMC 65nm CMOS 

Core Area 0.06mm2 
Supply 
Voltage 

1V 

Frequency 0.8~2GHz 
Power Self-calib.: 226µW Sleep/RST: 46µW 

Time/Calib.* 250~600ns 
Energy/Calib.* 60~135pJ 

Accuracy 
Process Supply Temperature 
2.24% 

94 chips 
1.8% 

0.85~1.15V 
1.32% 

-5~75oC: 
            *Dependent on the operating frequency.  
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obtain statistically significant results.  

TABLE 5.2 
PVT Compensated Oscillator Comparison 

 This Work [3] [1] [13]** 
Technology 65nm CMOS 90nm CMOS 65nm CMOS 90nm CMOS 
Frequency 0.8~2GHz 2GHz 100kHz 5MHz 
Calibration 
Needed 

Single-point 
current calib. 

N/A Single-point 
freq. calib. 

Multi-point 
calib. 

Process 
Variation 

2.1% <10% 0 (freq. 
calibrated)

N/A*** 

Temperature  -5oC~75oC 0oC~90oC -22oC~85oC 0oC~75oC 
Temperature 
Sensitivity 

167 
ppm/oC 

~700 
ppm/oC 

103 
ppm/oC* 

>500 
ppm/oC 

VDD Range 0.85V~1.15V 0.5V 1.05V~1.4V 0.9V~1.1V 
VDD Vari. 1.6% N/A 0.5% 2.1% 
Power 46µW 20µW 40.8µW 7.6µW 
Area 0.06mm2 N/A 0.11mm2 0.27mm2 
Chips tested  94 4 11 1 
 * Not measurement data. **Compared to the PVT calibrator in [13]  
 ***Only 1 chip is measured. 
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CHAPTER 6 

IMPROVE CIRCUIT ACCURACY USING DIVERSIFICATION 

6.1 Introduction 

Reference voltage and current sources play an indispensable role in a wide variety 

of integrated circuit applications including data converters, communication systems, 

and memory peripheral circuits. In these systems, critical performance metrics, such as 

resolution, linearity, sensitivity, and stability, inevitably depend on the accuracy of the 

reference voltage/current, making reference design a perennial topic of intense 

interest. 

Over the years, different topologies have been proposed to accommodate lower 

supply voltage [82, 83], ultra low power operation [84-86], and commercial processes 

that are tilted toward digital application [87]. However, the fact remains that the 

absolute accuracy of current references is ultimately determined by the fabrication 

tolerance available in the process and is subject to increasing device variations as the 

technology scales. It is of both fundamental interest and practical importance to 

investigate the upper bound of absolute accuracy in reference circuits and the method 

to achieve this limit in any given technology and process. 

On the other hand, investors in the turbulent financial market face another form of 

variability, namely the uncertainty in their investment returns. However, unlike the 

common practice in circuit design that chooses only the least varying components, 

shrewd investors diversify their portfolios among a number of investments to mitigate 

the risk, instead of putting all capitals into the least risky financial asset.  

Inspired by portfolio diversification, we extend this idea to circuit design in this 

chapter through an unorthodox approach to improve the absolute accuracy of current 
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references. Our analysis in Section 6.2 suggests that the fabrication tolerance of 

integrated resistors determines the absolute accuracy of untrimmed current references. 

Therefore, we can effectively improve current accuracy by minimizing the normalized 

standard deviation of resistors. Section 6.3 briefly introduces the concepts and 

methods in modern portfolio theory and reveals the similarity in mathematical 

formulation between optimizing a diversified portfolio of investments and minimizing 

resistor variation. Based on this analogy, we are able to apply diversification to 

resistor implementations in current reference circuits and achieve 40% lower current 

variation than the smallest fabrication tolerance of on-chip devices, according to 

simulation results from 180nm, 130nm, and 90nm CMOS technology in Section 6.4. 

Finally, measurements are taken from more than 80 test chips fabricated in 65nm 

CMOS technology, and 2.4x improvement in normalized accuracy of an untrimmed 

current reference has been achieved.  

6.2 Accuracy of the Current Reference 

When accuracy is considered, current references present quite different challenges 

compared to voltage references. The latter often rely on the bandgap of silicon 

(1.22eV) at 0K as an on-chip ruler to set an absolute voltage independent of process 

variation. As a result, accuracy of the output voltage in a bandgap reference depends 

only on the matching precision between ratiometric components and experiences less 

variation from the fabrication process. Unfortunately, physical constants with the 

proper unit of a current are not readily available on chip, and circuit designers have to 

go considerable length to generate accurate currents.  

A survey of existing literature reveals several topologies that are commonly used 

in CMOS-compatible integrated current references: Widlar bandgap topology based 

on native bipolar transistor [61, 88, 89], Widlar and inverse Widlar mirror with 
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MOSFET [61, 88, 89], addition-based saturation currents [3], and MOS resistor 

operating in sub-threshold [90] or strong-inversion and deep triode region (VGS-

VTH>>VDS) [85, 91]. We focus our investigation on the above-mentioned topologies 

with explicit resistance components for current conversion, because they can achieve 

better accuracy than references that generate currents nonlinearly from the input 

voltage and do not exhibit equivalent resistance. Non resistance-based current 

conversion often utilizes the I-V relationship in saturated transistors in strong 

inversion [86] and weak inversion (subthreshold) [83, 92, 93] and is under the 

influence of more severe process variation from mobility, oxide thickness, threshold, 

and effective gain factor in subthreshold operation.  

We can study how current accuracy relates to resistor tolerance by analyzing the 

output current expression as a function of the design parameters. For example, the 

Widlar bandgap circuit in Fig. 6.1 combines the proportional to absolute temperature 

(PTAT) current from the vertical PNP transistor and the complementary to absolute 

temperature (CTAT) current generated by the translinear loop (Q0-R0-M0-M1-Q1) to 

form a temperature-independent current IREF. Assuming Q0 and Q1 have an area ratio 

of A0/A1 (>1), IREF can be expressed as: 
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where, κT/q=VT is the thermal voltage. Since A0I1/A1IREF=C is a unit-less ratio, the 

major variation of IREF comes from the resistor variations of R0 and R1, which are 

determined by the fabrication tolerance of their actual physical implementation. 

Similarly, the analytical relationships between the output reference current and the 

device parameters can be derived for other topologies, and we employ these models to 

generate the plots in Fig. 6.2 to illustrate the impact of resistance tolerance on current 

accuracy. 

The x-axis in Fig. 6.2 displays the fabrication tolerance of some on-chip resistance 

that is either generated by real resistors (i.e. polysilicon resistor, diffusion resistor) or 

the equivalent resistance from MOSFET in triode or sub-threshold. The y-axis 

 
 
Fig. 6.1  Current reference schematic of Widlar bandgap topology based on native
BJTs. 
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displays the normalized variation of the resulting untrimmed output currents for a 

variety of current reference circuits. Despite the differences in topology and operating 

principle, all current reference designs exhibit positive slopes in their current variation 

versus resistance tolerance curves. This indicates the importance of using a constant 

and predictable resistance in these references, since the overall current accuracy 

suffers consistently as the resistance tolerance degrades. All the curves in Fig. 6.2 fall 

above the grey dashed line that marks the 45 degree angle slope from the origin, which 

means the output current always has higher variation than the fabrication tolerance. 

The analytical results presented Fig. 6.2 suggest that variation of output current is 

lower bounded by the fabrication tolerance of the underlying devices, and current 

references with better-than-tolerance accuracy cannot be realized on chip without 

 
Fig. 6.2  Current variation in different reference topologies as a function of resistor 
tolerance. 
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applying post-fabrication trimming. 

Since current variation is directly related to resistance variation as shown in Fig. 

6.2, the problem of improving accuracy in current references can be effectively 

addressed by lowering resistor variation beyond its fabrication tolerance. Thus, an 

interesting question arises—is it ever possible to design integrated current references 

that exceed the accuracy bound set by fabrication tolerance?  Portfolio diversification 

theory would indicate that the answer to this question is “yes”. Unlike the 

conventional practice of simply choosing the resistor with the lowest fabrication 

tolerance to implement in the reference circuits, we propose to employ a weighted 

combination of series-connected on-chip resistors of different physical 

implementations as illustrated in Fig. 6.3.   

To set up the analytical framework more formally, assume there exist N types of 

resistor implementations in a CMOS fabrication process. Due to process variation, the 

values of different resistor types are modeled as random variables Ri (i=1,2,…, N) 

with known mean value µi, standard deviations σi, and correlation matrix P={ρij}. 

Using these resistor parameters, we can construct a “portfolio resistor” RP that consists 

of a linear combination of Ri with weight factor wi (i=1, 2, …, N). The goal is to find 

the minimal standard deviation normalized over mean (σi/µi) for RP and to solve for 

Fig. 6.3 Construction of a portfolio resistor (RP) with device diversification. 
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the optimal weight factors. Although this formulation might appear unfamiliar to 

circuit designers, similar optimization problems have been investigated by economists 

and mathematicians, leading to interesting results that suggest a diversified 

implementation can reduce the resistor variation beyond fabrication tolerance.  

6.3 Diversification in Modern Portfolio Theory 

Counter-intuitive as it seems, diversification is an important finding of modern 

portfolio theory (MPT), and has been widely accepted by the investment community. 

In this section, we introduce briefly the mathematical formulations used in MPT to 

derive analytically the benefit of diversification and demonstrate how the same results 

can apply to the design problem mentioned earlier. 

MPT models the return on a risky asset i as a random variable Ri and uses its 

standard deviation σi, as the proxy for risk. The return of a portfolio, RP, is a weighted 

combination of the constituent assets’ return, and its expected value and variance are 

described as: 
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where wi is the weight factor of component asset i, and should sum up to be 1, and ρij 

is the correlation coefficient between the returns on asset i and j. 

Since rational investors demand more return for taking any additional risk, their 

goal is to maximize portfolio expected return for a given amount of portfolio risk, or 

equivalently, to minimize risk for a given level of expected return. This preference is 

captured by the reward-to-variability ratio, also known as the Sharpe ratio: 
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in which rf is the risk free rate of return. For the purpose of our discussion, we can 

assume rf = 0 in our investment universe, which means the Sharpe ratio 

S=E(RP)/σP=µP/σP. Higher Sharpe ratio means better return per unit risk, and 

portfolios with higher Sharpe ratio are more desirable to investors.  

We can now clearly observe the mathematical formulations and optimization goals 

are identical in the construction of a low variation resistor and that of a diversified 

portfolio with high Sharpe ratio, as both strive to minimize the standard deviation σ of 

a linear combination of random variables over its mean µ, (i.e. to maximize µ/σ). This 

similarity allows us to apply one of the most important conclusions derived by MPT to 

resistor variation reduction—a linear combination of random variables can result in 

lower normalized σ/µ than can be achieved with any individual variable of its 

constituents. 

This amazing benefit of diversification can be illustrated with a two-asset portfolio 

by the charts in Fig. 6.4, whose x-axis and y-axis represent the standard deviation and 

  
Fig. 6.4 Two asset portfolio with different correlation coefficient ρAB. 
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the expected return of the portfolio. The constituent assets A and B are marked based 

on their individual return characteristics. The expected portfolio return 

E(RP)=wAE(RA)+wBE(RB), and its standard deviation (σP) can be calculated according 

to (6.2). By changing the weight factor wA and wB, we can draw a curve that 

represents all the possible combination of the two assets on the graph. When the two 

assets are perfectly positively correlated (ρAB=1), the portfolio curve become a straight 

line connecting the two asset marks in Fig. 6.4(a), as E(RP) and σP are linearly 

proportional. The portfolio combination that yields the highest Sharpe ratio is 

represented by the point on the curve that has the steepest slope (µ/σ, indicated by the 

dashed red line) connected from the origin. In the case of perfect positive correlation, 

the optimal portfolio is to invest fully in the less risky asset of the two. However, the 

benefit of diversification emerges as the correlation between A and B decreases 

(ρAB<1). In this case, the portfolio curve bends towards the y-axis and the concave 

curvature leads to steeper slope than the original assets. One example is shown in Fig. 

6.4(b) with A and B being perfectly uncorrelated (ρAB=0). The tangent line of the 

curve that starts at the origin (red dashed line) has a steeper slope than either 

constituent asset, suggesting higher Sharpe ratio (or lower normalized standard 

deviation) can be achieved. In the extreme case in Fig. 6.4(c) when the two assets are 

negatively correlated (ρAB=-1), the risk (standard deviation) can be cancelled out 

completely at certain weight combination, resulting in infinite Sharpe ratio (or zero 

variation). 

It has been proven that the diversification benefit can extend to multi-asset 

portfolios. When the constituent assets are more than 2, the possible portfolio 

combinations form regions under a concave curve on the risk-return graph. Illustrated 

by the green curve in Fig. 6.5, the concave boundary represents the highest portfolio 

return at fixed risk (standard deviation), and therefore is referred to as “efficient 
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frontier”. Similarly, a tangent line (red dashed) can be drawn from the origin to 

identify the highest Sharpe ratio and the optimal portfolio combination. Since the 

efficient frontier encloses all the constituent assets (Asset A to E), we can ensure its 

tangent line yields steeper slope than any of the individual asset.  

This conclusion has a very significant implication for the previously stated 

accuracy problem. It suggests that using a “portfolio of resistors” instead of a single 

implementation could achieve finer accuracy beyond the limit posed by fabrication 

tolerance of on-chip devices. 

6.4 Proof-of-Concept Resistor Optimization 

To validate the working concept of device diversification inspired by MPT, we test 

it analytically using the electrical parameters and models of resistors in a commercial 

process.  

The process under test is IBM CMOS9sf (90nm), which has 3 types of regular 

resistors—N+ diffusion, P+ polysilicon, and N-well resistor. The fabrication tolerance 

of each is calculated according to the formula provided in the design manual [59] that 

accounts for variations in sheet resistance, width bias, length bias, and end resistance. 

Fig. 6.5  Efficient frontier and optimal allocation in multi-asset portfolio. 
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Similar to the multi-asset portfolio construction, we allocate different weights to each 

resistor and sum up the series resistance to obtain the diversified resistor RP. The 

resulting efficient frontier of RP is presented in Fig. 6.6. The expected value and 

standard deviation of each resistor type is marked. Since the N-Well resistor has high 

square resistance and much worse tolerance, its mark (22.5KΩ, 10.4KΩ) falls outside 

the chart area along the grey dashed line. The intersection between the red dashed 

tangent line and the efficient frontier indicates the optimal resistor combination that 

yields the lowest normalized standard deviation when diversified with the 3 types of 

resistor available in 90nm CMOS process.  

The efficient frontier in Fig. 6.6 is generated assuming the variations from 

different resistors are uncorrelated, because they originate from distinct physical 

sources that are independent of each other during the fabrication process. However, to 

investigate the sensitivity of the optimal resistor to device correlation in the absence of 

 
Fig. 6.6  Efficient frontier and optimal resistor weights allocation in IBM 90nm
CMOS. 
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any design manual data, we simulate different scenarios representing negative 

correlation (ρ = -0.2), random correlation (ρ = 0), and positive correlation (ρ = 0.2), 

where ρ is the pairwise correlation coefficient between the resistors. We summarize 

the resistor specifications in Table 6.1. To make a fair comparison of resistor 

variation, all resistors are implemented with approximately the same mean resistance 

of 7000Ω and area of 50µm2. The results in Table 6.1 show that the proposed 

diversification reduces the resistor variation in RP by more than 30% compared to P+ 

polysilicon resistor that has the lowest tolerance in this process, in spite of the 

degradation due to positive correlation. At ρ=0, the optimized RP of 50µm2 exhibits 

3.9% normalized standard deviation, and this level of accuracy can only be achieved 

by N+ diffusion resistor occupying 9.8 times more area (490 µm2), and is completely 

unobtainable by P+ poly or N-well resistor, no matter how large their size. In our 

numerical simulation, we also consider the feasibility of employing the optimal 

weights in actual design, and use only rounded integer weights instead of the 

analytically derived exact values. For example, the optimized RP at ρ=0 consists of 

TABLE 6.1 
VARIATION IN DIFFERENT TYPES OF RESISTOR IMPLEMENTATIONS 

Resistor Type 
Resistance 

Mean 
(Ω) 

Standard 
Deviation 

(Ω) 

Normalized 
Standard 
Deviation 

Chip 
Area 
(µm2) 

N+ Diffusion 7052 437.3 6.2% 49.6 

P+ Polysilicon 6800 392.7 5.8% 51.0 

N-Well 7000 968.1 13.8% 50.4 

Optimized RP 
(ρ=-0.2) 

6867 289.8 4.2% 50.6 

Optimized RP 
(ρ=0) 

6926 270.3 3.9% 50.0 

Optimized RP 
(ρ=0.2) 

7135 225.9 3.2% 49.8 
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80% N+ diffusion resistor and 20% P+ polysilicon resistor. 

6.5 Simulation Results 

Monte-Carlo simulations are performed using process model libraries from AMS 

BiCOMS6hp (250nm), IBM CMRF7sf (180nm), CMRF8sf (130nm), CMOS9sf 

(90nm), and TSMC N65 (65nm) processes in Cadence environment. Both process 

variations and mismatch are modeled in these simulations. In additional to N+ 

diffusion, P+ polysilicon, and N-well resistors that are shared by all the processes 

(i.e.), we also include diode-connected NFET and PFET and gate-biased NFET and 

PFET to the constituent mix, a total of 7 different resistor implementations for the 

resistor portfolio RP to choose from. 

The calculation of optimal weights requires prior knowledge of device tolerance 

and correlation. To avoid statistical artifact, we separate the simulation data into 

training set and test set. The former is generated by the first 100 Monte-Carlo runs and 

is used to extract the mean, standard deviation, and correlation matrix of the resistors. 

The optimal weights that minimize the normalized standard deviation of RP are solved 

numerically with the constraints that they have to be positive and sum up to 1. Once 

the weights are determined, we choose the design parameters (W and L) for the 

constituent resistors and/or transistors and connect them in series to obtain the 

equivalent resistor RP as the sum of the weighted resistors. Finally, the test set is 

generated by the second batch of 100 Monte-Carlo runs that are independent of the 

training set to obtain the mean and standard deviation of the optimized resistor RP 

through Cadence simulation. 

The simulation results of the normalized resistor variations are all summarized in 

Table 6.2. In all 5 CMOS processes from 250nm to 65nm, the optimized resistor 

combination RP yield more than 40% lower variation, compared to any standalone 
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resistor implementation. This tightening of resistance tolerance can be directly 

translated into improvement in current accuracy as depicted by the trends in Fig. 6.2.  

6.6 Measurement Results 

We fabricated the proposed resistor structure in TSMC 65nm CMOS process. The 

standalone N+ diffusion, P+ polysilicon and N-well resistors, diode-connected NFET 

and PFET, and gate-biased NFET and PFET are implemented as baseline cases to 

compare with the diversified resistor RP, as well as for statistical parameter extraction. 

We measured resistors over two separate tapeouts. The first one consisting of 44 test 

chips is the training set, and its measurement results are used to extract the mean, 

standard deviation, and the correlation matrix of the 7 basic resistor types. The 

correlation coefficients between N+ diffusion, P+ polysilicon, N Well resistors, and 

MOS resistors are close to 0, which confirms our assumption in Section 6.4. The 

correlations between the diode-connected and gate-biased NFET (or PFET) are 

positive, because the same fabrication process affects transistors in different operating 

regions. 

TABLE 6.2 
NORMALIZED RESISTOR VARIATION IN DIFFERENT PROCESSES 

Resistor Type 250nm 180nm 130nm 90nm 65nm 

N+ Diffusion 5.76% 5.05% 7.75% 6.26% 6.60% 

P+ Polysilicon 8.50% 5.12% 8.00% 6.57% 5.58% 

N-Well 6.30% 6.43% 25.1% 13.0% 7.12% 

NFET Diode 5.72% 11.48% 6.56% 6.71% 8.38% 

PFET Diode 8.24% 11.23% 8.62% 7.50% 7.71% 

NFET Biased 7.39% 10.0% 11.0% 10.1% 21.1% 

PFET Biased 11.0% 12.1% 12.8% 10.2% 21.9% 

Optimized RP 3.56% 2.76% 3.77% 3.39% 3.15% 

Improvement 
Factor 

1.62 1.83 1.75 1.84 1.77 
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The numerical weight optimization based on the statistics extracted from the 

training set suggests that the diversified RP comprises of 25% N+ diffusion resistor, 

25% P+ polysilicon resistor, 30% equivalent resistance from a diode-connected NFET, 

and 20% from a diode-connected PFET, all connected in series. These weights 

determine the design parameters of the resistors fabricated in the second tapeout as the 

test set. A full collection of 36 chips are measured in the second test-set wafer run, and 

we present the results in Fig. 6.7. The mean and standard deviation of the optimal 

resistor combination RP and the 7 types of standalone resistor are marked, where a 

steeper slope can be clearly observed for RP. This indicates a 60% reduction of 

normalized resistor variation, and results in 2.4x improvement in current accuracy 

when plugged into (6.1) over the best single resistor type. One caveat here is that since 

the test chips come from the same wafer run, the measurement statistics presented in 

 
Fig. 6.7  Efficient frontier and optimal resistor weights allocation in TSMC N65 
CMOS process from measurement results.
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Fig. 6.7 do not include wafer-to-wafer variation and therefore is much lower than the 

fabrication tolerance quoted in the design manual [59].  

6.10 Chapter Summary 

Counter-intuitive as it may appear, the idea of diversification has been proposed in 

this chapter to improve accuracy in current references. Inspired by the mathematical 

formulations and techniques in modern portfolio theory, we demonstrate that 

combining different types of on-chip resistors in series with optimal weights can 

reduce the normalized standard deviation of the resistance by 60% and thus achieve 

2.4x better current accuracy when applied in popular current reference topologies. 
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CHAPTER 7 

THE FUTURE BEYOND CMOS 

Two imminent challenges are standing in the way of future VLSI system 

designs—1) the end of CMOS scaling and the emergence of nano-devices; 2) the 

increasing demand of performance, reliability, and flexibility in novel IC applications 

(e.g. wireless sensor network, implantable biomedical devices). Having the expertise 

that intersects devices and systems, the circuit designer plays the critical role to bridge 

the two and generate innovative solutions to address both challenges. 

As part of this endeavor, I developed a tiered systematic framework for designing 

process-independent and variability-tolerant integrated circuits in my dissertation. This 

bottom-up approach starts from designing self-compensated circuits as accurate 

building blocks, and moves up to sub-systems with negative feedback loop and full 

system-level calibration. The framework is independent of the technology and can be 

extended beyond CMOS. The generality of the underlying statistical and mathematical 

methods makes it especially suitable for future non-silicon nano-circuits (e.g. carbon 

nanotube , nanowire [94], graphene [95, 96], molecule [97]), where the variability is 

severe due to quantum effects on the nanoscale and yet the same laws of statistics still 

apply [98, 99]. 

The main tenets I employed in my doctoral research can be summarized in three 

folds: 

 

I. Take advantage of the idiosyncrasy of the technology and process.  

All kinds of variability experienced by the VLSI system originate from its 

underlying building devices. To capture the device-level variability effects, in-depth 

understanding of the physical mechanism inside the device is required and better 
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analytical models have to be developed and characterized. On the other hand, subtle 

idiosyncrasies of nano-scale devices due to different fabrication process (e.g. silicon 

energy bandgap, quantum resistance [100], spatially correlation in carbon nanotubes 

[101, 102]) can be utilized to build special function blocks or guide physical layout 

rules [103]. 

 

II. Use general higher-level abstraction for portable and scalable solutions. 

Device behaviors can be encapsulated by parameterized models. When these 

analytical models are applied, design in the circuit layer turns into multi-objective 

stochastic optimization. In this dissertation, I have proposed a method [3] to generate 

self-compensated circuits based on the general statistical concept of antithetic 

sampling. It does not rely on any specific device behavior that is unique to certain 

CMOS process, but instead, exploits the analogy between variance reduction methods 

and variability tolerant circuits by mapping the variance reduction estimator to its 

circuit equivalent. The generality of the high-level abstraction used in my proposed 

design framework ensures its portability and scalability to deeper sub-micron CMOS, 

as well as future non-silicon technology. 

 

III. Improving performance and efficiency calls for adaptive and application-

specific design tradeoffs.  

Like everything else, there is no free lunch in circuit design, but some performance 

metrics might be cheaper to obtain yet more crucial for certain VLSI systems with 

specific application. Resources such as memory, digital computing circuits, and 

timing/clock references that are not easily accessible to each circuit block are often 

available at the system level, making it easier to address some circuit variability 

problems through system-level calibration and architecture innovations. Based on this 
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understanding, I would like to further investigate the design methodology for system 

layer variability tolerance and develop a truly vertical framework that allows co-

optimization across multiple layers. One tangible application of this proposed design 

framework is ultra-low-power-low-cost VLSI systems for ubiquitous computing 

platform and wireless sensor networks, because robust design is now available with 

minimum overhead in power and area, and its performance can be adaptively 

monitored and configured in real-time [104], which could be accomplished by 

embedding additional programmability and reconfigurability in VLSI systems without 

incurring significant overhead in power and area.  

Looking into the future of VLSI systems beyond CMOS, the ultimate goal is to 

arrive at a general design solution that can integrate emerging nano-scale memory and 

switch structures (i.e. spin-transfer torque RAM [105], phase change memory , 

memristor [106], nanoelectromechanical switch [107]) seamlessly with existing 

CMOS based VLSI systems, and thus allows us to investigate and optimize the 

functionality and performance of a hybrid integrated system.  To achieve this goal, we 

need a vertically integrated design framework with device-level granularity, circuit-

level optimization, and system-level adaptivity, the first step of which has been 

demonstrated in this dissertation. 
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